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Abstract

In this thesis, we consider frequency assignment problems arising from an SDMA satellite communication system which consists of a satellite and a number of users distributed inside a fixed sized service area. The objective is to assign a given number of frequency carriers to as many users as possible. This assignment should not violate the incurred interference constraints. Two types of interference are considered i.e. binary and cumulative interference. For each of them, single carrier and multiple carrier frequency assignment models are taken into account. We also propose an Integer Linear Programming (ILP) formulation to deal with 2-dimensional frequency × time assignments which is more complicated and harder to solve. Single carrier FAPs are solved by greedy algorithms and ILP. A Beam Moving algorithm is devised to further improve the solutions by solving a non-linear optimization problem. Multiple carrier FAPs are modelled as scheduling problem and ILPs. We show that the scheduling model solved through constraint programming methods offers superior performance than the proposed ILP. It is worth noting that, by transforming the cumulative interference into binary interference, scheduling method together with clique-induced constraints yields much better results.

A frequency assignment problem that incorporates the specifications and constraints provided by the industry is also considered. These requirements render the resource allocation problem highly complex. This complexity and the fact that frequency assignment plans must be recomputed frequently in order to cope for user mobility yield classic optimization tool such as ILP impractical. According to this, two greedy algorithms are devised and tested.
Résumé

Le travail présenté dans cette thèse traite des problèmes d’affectation de fréquences (FAP) qui se produisent dans les systèmes de communication par satellite utilisant la technologie SDMA. Ces systèmes se composent d’un satellite et d’une zone de service de taille fixe dans laquelle sont répartis des utilisateurs. L’objectif est alors de servir un maximum d’utilisateur en fréquence dans cette zone de service. Cependant, l’affectation ne doit pas violer les contraintes d’interférence qui apparaissent lorsque deux utilisateurs utilisent une même fréquence ou lorsqu’ils se partagent une même plage de fréquence. Deux types d’interférences sont considérés dans cette étude : les interférences binaire et cumulative. Pour chacune d’elles, les problèmes d’affectation de fréquence de type mono-porteuse (une fréquence par utilisateur) et multi-porteuses (plusieurs fréquences par utilisateur) sont traités. Le problème de l’affectation bidimensionnelle est aussi abordé et nous proposons des modèles de Programmation Linéaire en Nombre Entiers (PLNE) pour le résoudre. Au niveau des méthodes de résolution, nous utilisons des algorithmes gloutons, des modèles de PLNE pour le problème de type mono-porteuse. En outre, un algorithme de déplacement continu de faisceau est conçu pour améliorer les solutions en résolvant un problème d’optimisation continu non linéaire. Concernant le problème de type multi-porteuses, nous le ramenons à un problème d’ordonnancement et celui-ci est résolu à l’aide de la PLNE et la Programmation Par Contraintes (PPC). Il est par ailleurs montré que les résultats issus de la PPC sont meilleurs que ceux de la PLNE. De plus, en transformant les interférences cumulatives en interférences binaires, la méthode d’ordonnancement avec les contraintes induites par les cliques donne de bien meilleurs résultats.

Nous considérons également un problème industriel dans lequel de nombreuses contraintes apparaissent ce qui rend le problème très complexe et insoluble avec des méthodes exactes. Face à ce constat, deux algorithmes gloutons sont réalisés et leurs résultats sont comparés.
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Part I

Introduction
Introduction

With its ubiquitous availability, versatility, and high reliability, satellite communication has revolutionized the world we live in. Fixed and mobile telephone services, television and radio broadcast, internet access, and a large number of applications have changed the way people all over the globe interact. Nonetheless, these wide ranges of applications call for continuing increase in traffic demands and requirements. To cope for these needs, satellite communication technology must be continuously evolved towards greater capacity, higher flexibility, and better services.

Spatial Division Multiple Access (SDMA) appears to be a viable alternative to help achieve these requirements simultaneously [107]. SDMA technology employs antenna arrays and multi-dimensional non-linear signal processing techniques to provide significant increases in capacity and quality of the wireless communication systems [139]. This technology is not restricted to any particular modulation format or air-interface protocol, and is compatible with all currently deployed air-interfaces [138].

SDMA can be applied to a satellite with multi-spot-beam antennas [60] in order to direct communication signals to numerous zones on the Earth’s surface. The antennas are highly directional allowing the same frequency carrier to be reused in other surface zones where the frequency separation is sufficiently large. This sufficiently large separation refers to spatial separation in that frequency interference between the reused frequency carriers, if exists, does not harm the communications.

The frequency reuse technique is commonly implemented to yield higher system capacity. To offer services to a large number of users, the system can both utilize several frequency carriers, or frequencies in short, and reuse them as many times as possible. In order to perform frequency reuse efficiently without creating excessive interference, the frequency carriers should be carefully selected. Since frequency is also a limited resource, an efficient method is needed. The method to determine how the frequency carrier is selected and
assigned concerns a mathematical discipline called combinatorial optimization which is a subset of mathematical optimization relating to operations research, algorithm theory, and computational complexity theory. Nonetheless, this class of problem itself is known in the literature as Frequency Assignment Problem (FAP) [68], [106].

In this thesis, we consider frequency assignment problems arise from an SDMA satellite communication system which consists of a satellite and a number of users distributed inside a fixed sized service area. The objective is to assign a given number of frequency carriers to as many users as possible. This assignment should not violate the incurred interference constraints.

The thesis is organized as follows: Chapter 1 provides literature review on the FAP. In this chapter, work on the frequency assignment is summarized and classified. The problem classification is based mainly on the optimization objective. Methods and techniques for solving the FAP are also covered. Frequency assignment for satellite communications is also discussed.

Chapter 2 presents our satellite communication problem which is unique in that it considers simultaneously several complex characteristics, namely cumulative interference constraints, multiple carrier models, 2-dimensional time and frequency allocation and interference modulation possibilities linked to the SDMA technology. Interference is considered either binary or cumulative. We also propose problem classification ranging from "easier" problems to "harder" ones.

Based on the problem classification, we firstly deal with problems considering single carrier frequency assignments and interference modification through beam moving in Chapter 3. We then move to harder problems considering multiple carrier frequency assignments (but no beam moving is allowed) in Chapter 4.

Chapter 5 provides treatment to a real world problem based on requirements and constraints provided by the industry. Conclusion and perspective are provided in the last chapter.
Part II

Thesis body
1 Introduction

In wireless communication, radio frequency is crucial since it is the means for transferring information between two or more connections. Radio frequency usage varies from one application to another. For each wireless application, a continuous block of radio frequency, called a frequency spectrum or a frequency band is required. It is the International Telecommunication Union (ITU) that coordinates the shared global use of the available frequency spectrum.

For a frequency division duplex (FDD) system, two-way communication is achieved by utilizing frequency spectrum in pair, one for transmitter and another for receiver. This pair of frequency spectrum is denoted by \([f_{\text{min}}, f_{\text{max}}]\) and \([f_{\text{min}} + D, f_{\text{max}} + D]\) where \(D\) is the duplex distance. This duplex distance is defined to be large enough so that there is no interference between the two ranges. For a time division duplex (TDD) system, two-way communication is achieved by utilizing the same frequency within the frequency spectrum \([f_{\text{min}}, f_{\text{max}}]\) but not at the same time. In both FDD and TDD systems, the frequency spectrum is usually partitioned into a set of frequency channels \(N\), all with the same frequency bandwidth \(\Delta\). These frequency channels are indexed consecutively as \(F = \{1, \ldots, N\}\) where \(N = (f_{\text{max}} - f_{\text{min}}) / \Delta\). In FDD, this index represents a pair of frequency carriers, one on the lower frequency band, another on the upper frequency band.

The available frequency channels \(N\) are assigned among the users in the communication system. To be able to support a large number of users, these frequency channels should be reused; and by reusing them, signal interference may occur. Interference of signals is determined by the signal-to-noise ratio at the receiving end of a connection. There, the signal of the transmitting
end should be clearly distinguishable from noise which comes from other signals transmitted at interfering frequencies and from the nature as background noise. The received signal power depends on the transmitted power, the distance between the transmitter and the receiver, the direction it is transmitted to, the direction it is received and the type and shape of environment it traverses. It is impossible to precise these factors in the calculation and get accurate prediction of the signal-to-noise ratio at the receiver. Instead, we simplify the environment variations by treating them as constants and the signal-to-noise ratio now depends largely on the frequency choice. The method to determine how the frequency carrier is selected and assigned in such a way that interference is avoided or at least minimized concerns a mathematical discipline called combinatorial optimization. Combinatorial optimization is a subset of mathematical optimization relating to operations research, algorithm theory, and computational complexity theory. Nonetheless, this class of problem itself is known in the literature as Frequency Assignment Problem (FAP) [68], [106].

According to the latest survey made by Aardal et al. [5], there is no "the" frequency assignment problem. Instead, there are several assignment problems vary from one application to another with various models, objectives and solving methods.

FAP first appeared in the work by Metzger [120]. He is the first that proposed mathematical optimization (a graph coloring technique) as a solution method to a problem on assigning frequencies to mobile phone networks. The assignment concerned both reducing the interference and minimizing the number of frequencies used according to the need at that time when each sin-
ingle frequency was charged for usage. Metzger recognized that the classical vertex-coloring problem in graph theory is analogous to frequency assignment problems where only co-channel constraints are involved. In fact, frequency assignment problems have been associated with graph coloring and its generalization ever since [68], [50]. It is also well known that the graph coloring are NP\(^1\)-hard problem and consequently, the FAP. The time needed to solve this type of problems grows exponentially with the size of the problem. Therefore, it is very unlikely to find any efficient algorithm. We refer to [59] for more information on the NP-hardness and computational complexity.

There are three types of frequency assignment problems. Most of the problems consider static models where the channel assignment remains fixed over time. This is called Fixed Channel Assignment (FCA). Contrarily, if the assignment is based on the demands that change over time, it is then called Dynamic Channel Assignment (DCA). Mix between FCA and DCA creates another type called Hybrid Channel Assignment (HCA). Survey and detailed discussion on these assignment schemes in terms of complexity and performances can be found in Katzela and Naghshineh [88]. Other approaches for the DCA problem have been recently proposed [114], [112], [48] and [108]. We mostly consider FCA in this thesis.

2 Interference

Interference is handled differently from one application to another. Typical interference is called co-channel interference which may occur when same frequency is used (at the same time). If interference occurs when frequency channels differ by one e.g. \(|f_v - f_w| = 1\) while \(v\) and \(w\) correspond to two transmitters, it is called adjacent channel interference. In GSM base station, several transmitters can share the same antenna: channel spacing requirement for the assigned channels could be one or two depending on the hardware types. In WLAN, the recommended channel separation is 5 channels in US and 4 channels in much of the world in order to avoid interference [1]. Generally, channel spacing or separation can be treated as a distance \(d_{vw}\) so that interference between two transmitters \(v\) and \(w\) may occur when \(|f_v - f_w| < d_{vw}\) (\(|f_v - f_w| = 0\) for co-channel interference).

Interference can be conveniently represented by an interference graph \(G = (V, E)\). Each antenna is represented by a vertex \(v \in V\). Two vertices \(v\) and \(w\) for which their corresponding signals may interfere for at least one pair of transmitting frequencies, are connected by an edge \(\{v, w\} \in E\).

In fact, multiple signals may disturb the communication at the same time and thus interference can be considered cumulative. In the literature, only

---

\(^1\)Nondeterministic Polynomial-time
a few approaches explicitly take into account this cumulative interference, see [47], [117], [10], [128], [66] and [65]. According to Aardal et al. [5], cumulative interference is ignored in most models where only interference between pairs of connections or antennae is measured. This is considered as binary interference.

We consider both binary interference and cumulative interference in the thesis.

3 Classification and formulations

To model interference, a penalty $p_{vwfg}$ can be given depending on the interference level for each pair of frequencies $f \in F_v$ and $g \in F_w$ of vertices $v$ and $w$ with the associated allowable frequency sets $F_v$ and $F_w$. In most models this penalty depends only on $v$, $w$, and the frequency distance $d_{vw}$. FAPs with this structure is called "Distance FAPs".

Distance FAP can be represented by a mathematical programming formulation which consists of a set of variables, constraints, and an objective function. Aardal et al. [5] have summarized the work in the literature and suggested a formulation based on variables representing frequency choice for each vertex.

For every vertex $v$ and available frequency $f \in F_v$, they define:

$$x_{vf} = \begin{cases} 1, & \text{if frequency } f \in F_v \text{ is assigned to vertex } v \in V, \\ 0, & \text{otherwise}. \end{cases}$$

Define a demand $D_v$ as the number of required frequencies that should be assigned to a vertex $v$. The following is considered as the demand constraints:

$$\sum_{f \in F_v} x_{vf} = D_v \quad \forall v \in V.$$

Aardal et al. [5] have also classified the distance FAPs based on their objective function. Common objective functions are Maximum Service FAP, Minimum Order FAP, Minimum Span FAP and Minimum Interference FAP.

3.1 Maximum Service FAP

If the complete assignment in that all vertices are assigned according to their required number of frequencies cannot be found ($\sum_{f \in F_v} x_{vf} \leq D_v$), one would attempt to consider an objective to assign as many frequencies as possible to the vertices. This is called Maximum Service FAP or Max-FAP.
Let $n_v$ denotes the number of frequencies assigned to vertex $v \in V$ and $D_v$ the frequency demand, the maximum service FAP formulation can be given as

$$\max \sum_{v \in V} n_v$$ \quad (1.1) \\
subject to \hspace{1cm} \sum_{f \in F_v} x_{vf} = n_v \quad \forall v \in V, \quad (1.2) \\
\hspace{1cm} n_v \leq D_v \quad \forall v \in V, \quad (1.3) \\
\hspace{1cm} x_{vf} + x_{wg} \leq 1 \quad \forall v, w \in E, f \in F_v, g \in F_w \mid p_{vwfg} > p_{\text{max}}, \quad (1.4) \\
\hspace{1cm} x_{vf} \in \{0, 1\} \quad \forall v \in V, f \in F_v, \quad (1.5) \\
\hspace{1cm} n_v \in \mathbb{Z}_+ \quad \forall v \in V. \quad (1.6)$$

Equation (1.1) provides the objective which maximizes number of assigned frequencies governed by constraints (1.2) and (1.3). Equation (1.4) provides interference constraints to pair of frequencies if the penalty incurred by choosing frequencies $f$ and $g$ for vertices $v$ and $w$ exceeds the threshold $p_{\text{max}}$. In case that, the frequency assignment is forbidden if the signal-to-noise ratio (SNR) is less than a predefined threshold, this $p_{vwfg} > p_{\text{max}}$ condition can be replaced with $\text{SNR}_{vwfg} < \text{SNR}_{\text{threshold}}$.

While most of the frequency assignment considers assigning a frequency at a time to the vertices, Jaumard et al. [82, 84] consider assigning a block of contiguous frequencies. Later, Fischetti et al. [55] and Jaumard et al. [83] consider minimizing the total number of unsatisfied frequency demands which is in fact a Max-FAP. Another approach is taken by Mathar and Mattfeldt [118] and Chang and Kim [29] for which frequency assignment in cellular radio networks is considered. Instead of maximizing the number of assigned frequencies, they choose to minimize the the average blocking probability of the whole network. They use Erlang-B formula to calculate blocking probability. Note that the Erlang-B is widely used in telecommunication applications in order to dimension the network according to the given traffic demand. Minimizing the average blocking probability can also be found in [75], [164], [162] and [94].

3.2 Minimum Order FAP

When each single frequency is charged for usage, network operators need to minimize the number of different frequencies in order to minimize their frequency cost. The model to minimize the number of different frequencies is called the Minimum Order FAP (MO-FAP). In order to model this, another binary variable is introduced for each frequency as

$$\max \sum_{v \in V} n_v$$ \quad (1.1) \\
subject to \hspace{1cm} \sum_{f \in F_v} x_{vf} = n_v \quad \forall v \in V, \quad (1.2) \\
\hspace{1cm} n_v \leq D_v \quad \forall v \in V, \quad (1.3) \\
\hspace{1cm} x_{vf} + x_{wg} \leq 1 \quad \forall v, w \in E, f \in F_v, g \in F_w \mid p_{vwfg} > p_{\text{max}}, \quad (1.4) \\
\hspace{1cm} x_{vf} \in \{0, 1\} \quad \forall v \in V, f \in F_v, \quad (1.5) \\
\hspace{1cm} n_v \in \mathbb{Z}_+ \quad \forall v \in V. \quad (1.6)$$

Equation (1.1) provides the objective which maximizes number of assigned frequencies governed by constraints (1.2) and (1.3). Equation (1.4) provides interference constraints to pair of frequencies if the penalty incurred by choosing frequencies $f$ and $g$ for vertices $v$ and $w$ exceeds the threshold $p_{\text{max}}$. In case that, the frequency assignment is forbidden if the signal-to-noise ratio (SNR) is less than a predefined threshold, this $p_{vwfg} > p_{\text{max}}$ condition can be replaced with $\text{SNR}_{vwfg} < \text{SNR}_{\text{threshold}}$. While most of the frequency assignment considers assigning a frequency at a time to the vertices, Jaumard et al. [82, 84] consider assigning a block of contiguous frequencies. Later, Fischetti et al. [55] and Jaumard et al. [83] consider minimizing the total number of unsatisfied frequency demands which is in fact a Max-FAP. Another approach is taken by Mathar and Mattfeldt [118] and Chang and Kim [29] for which frequency assignment in cellular radio networks is considered. Instead of maximizing the number of assigned frequencies, they choose to minimize the the average blocking probability of the whole network. They use Erlang-B formula to calculate blocking probability. Note that the Erlang-B is widely used in telecommunication applications in order to dimension the network according to the given traffic demand. Minimizing the average blocking probability can also be found in [75], [164], [162] and [94].
\[ y_f = \begin{cases} 
1, & \text{if frequency } f \in F \text{ is used}, \\
0, & \text{otherwise}. 
\end{cases} \]

The MO-FAP model can be formulated as

\[
\begin{align*}
\min & \sum_{f \in F} y_f \tag{1.7} \\
\text{s.t.} & \quad x_{vf} \leq y_f \quad \forall v \in V, f \in F_v, \tag{1.8} \\
& \quad \sum_{f \in F_v} x_{vf} = D_v \quad \forall v \in V, \tag{1.9} \\
& \quad x_{vf} + x_{wg} \leq 1 \quad \forall v, w \in E, f \in F_v, g \in F_w \mid p_{vuw} f g > p_{\text{max}}, \tag{1.4} \\
& \quad x_{vf} \in \{0,1\} \quad \forall v \in V, f \in F_v, \tag{1.5} \\
& \quad y_f \in \{0,1\} \quad \forall f \in F. \tag{1.10}
\end{align*}
\]

Equation (1.7) provides the objective which minimizes the number of used frequencies. Constraints (1.8) state that if a frequency is assigned to a vertex, this frequency should be counted as used. Constraints (1.9) concern assigning the number of frequencies according to the demand.

MO-FAP can be found in Aardal et al. [4], Dorne and Hao [46, 70] and Hao et al. [71]. Giortzis and Turner [61] also work on MO-FAP but they call the problem as maximum packing-FCA.

### 3.3 Minimum Span FAP

If one is bounded to pay the frequency cost by the size of frequency spectrum (a block of contiguous frequencies), it is of interest to find the way to assign frequencies using the smallest frequency spectrum as possible. The size of the frequency spectrum is the difference between the maximum frequency and the minimum frequency and is generally denoted as a frequency span. The problem to assign frequencies and minimize the frequency span is called Minimum Span FAP (MS-FAP). MS-FAP can be modelled by introducing two variables representing both ends of the frequency spectrum.

Define variables \(z_{\text{max}}\) and \(z_{\text{min}}\) for the largest frequency and the smallest frequency. The MS-FAP can be formulated as
\[ \min z_{\text{max}} - z_{\text{min}} \] (1.11)

s.t. \[ \sum_{f \in F_v} x_{vf} = D_v \quad \forall v \in V; \] (1.9)

\[ x_{vf} + x_{wg} \leq 1 \quad \forall vw \in E, f \in F_v, g \in F_w \mid p_{vwfg} > p_{\text{max}}, \] (1.4)

\[ z_{\text{max}} \geq f y_f \quad \forall f \in F; \] (1.12)

\[ z_{\text{min}} \leq f y_f + f_{\text{max}}(1 - y_f) \quad \forall f \in F; \] (1.13)

\[ x_{vf} \leq y_f \quad \forall v \in V, f \in F_v; \] (1.8)

\[ x_{vf} \in \{0, 1\} \quad \forall v \in V, f \in F_v; \] (1.5)

\[ y_f \in \{0, 1\} \quad \forall f \in F; \] (1.10)

\[ z_{\text{min}}, z_{\text{max}} \in \mathbb{Z}_+. \] (1.14)

Equation (1.11) provides the objective which minimizes the frequency span. If a frequency is assigned then \( y_f = 1 \) and this frequency \( f \) should be contained in the spectrum. Constraints (1.12) and constraints (1.13) include \( f \) in the spectrum and provide the value of the largest and the smallest frequencies. \( f_{\text{max}} \) denotes the maximum frequency and acts as an upper bound for the \( z_{\text{min}} \).

Minimizing span problem arises with the high demand on frequency resources to cater for the enormous growth in the mobile telephony. Gamst [58] and Sivarajan [145] were among the first who consider this objective. More works on minimum span problem which also concern frequency assignment in cellular networks are found in the late 90’s such as in [132], [160], [81], [146], [148], [149], [115], and [12].

Apart from cellular-related work, Robert [137] proposes T-coloring which is based on [68] in order to minimize either the number of channels or the frequency span. Further results can be found in Raychaudhuri [136].

### 3.4 Minimum Interference FAP

In the past, operators paid for each frequency usage so most problems at that time stressed more on minimizing number of frequencies or the frequency span. Nowadays, it becomes very common that the operators pay for the license fee for a right to use parts of the frequency spectrum. They provide services based on a fixed number of frequencies. Nonetheless, high demand in communications leads to the needs for a lot more frequencies than the licensed ones. According to this, frequency reuse is inevitable and the more the frequencies are reused, the more the need for the operator to reduce the interference. Minimum interference FAP (MI-FAP) thus becomes the topic of
high interest. In fact, contribution to the MI-FAP is much higher than those in other FAPs.

Distance FAP may become infeasible since the interference cannot be avoided by any frequency assignment or frequency plan. Instead of using penalties as part of constraints, here, we deal with it directly by trying to minimize the overall penalties values incurred by the frequency choices as:

$$\min \sum_{vw \in E} \sum_{f \in F} p_{vwfg} x_{vf} x_{wg} \quad (1.15)$$

The terms $x_{vf} x_{wg}$ is not linear; nonetheless, the linearization can be achieved by introducing the variables $z_{vwfg} = x_{vf} x_{wg}$ using the following set of constraints:

$$z_{vwfg} \geq x_{vf} + x_{wg} - 1 \quad \forall vw \in E, f \in F_v, g \in F_w \quad (1.16)$$

$$z_{vwfg} \leq x_{vf} \quad \forall vw \in E, f \in F_v, g \in F_w \quad (1.17)$$

$$z_{vwfg} \leq x_{wg} \quad \forall vw \in E, f \in F_v, g \in F_w \quad (1.18)$$

$$z_{vwfg} \in \{0, 1\} \quad \forall vw \in E, f \in F_v, g \in F_w \quad (1.19)$$

Hard constraints such as the frequency separation constraints can be achieved by setting high penalty values. The models proposed so far consider binary interference. To deal with cumulative interference, interference from multiple sources should be calculated. Generally, this interference should not be greater than a predefined threshold which is mostly set related to the acceptable signal-to-noise ratio value. Together with the penalty values $p_{vwfg}$ derived in the same manner, cumulative interference constraints for a vertex $v$ if frequency $f$ is chosen can be given as

$$\sum_{w \in \text{Interf}} \sum_{g \in F_w} p_{vwfg} x_{vf} x_{wg} \leq I_{vf} x_{vf} \quad \forall v \in V, f \in F_v. \quad (1.20)$$

"Interf" corresponds to a set of interfering vertices to vertex $v$ and $I_{vf}$ corresponds to the interference threshold of vertex $v$. Equation (1.20) can be further linearized by defining a large upper bound on interference such as by setting it equal to the sum of interference to the vertex $v$ if all of its neighbors are interfering. The upper bound of this type is usually named a "big" $M$ in the literature. With this $M$, the linear form of Equation (1.20) can be written as

$$\sum_{w \in \text{Interf}} \sum_{g \in F_w} p_{vwfg} x_{wg} \leq I_{vf} + M(1 - x_{vf}) \quad \forall v \in V, f \in F_v. \quad (1.21)$$

A huge interest in frequency minimization in mobile telephony leads to a lot of research. Various solving methods have been used. MI-FAP with
penalty minimization can be found as Constraint Satisfaction Problem (CSP) or Partial CSP in [17] and [99]. Zerovnik [163] considers minimizing number of constraint violations using a randomized graph coloring algorithm. Borndörfer et al. [19] propose an ILP formulation instead of graph coloring as it could not model the interference minimization correctly. Koster et al. [100, 101, 102] propose tree decomposition to solve FAPs as ILP, dynamic programming, and partial constraint satisfaction problems.

Search heuristics are also considered. Verfaillie et al. [157] propose Russian doll search which replaces one search by $n$ successive searches on nested subproblems. Tsang and Voudouris [152] consider guided local search by augmenting the objective function with penalties. Tiourine et al. [150] consider several local search algorithms which are tabu search, simulated annealing and variable-depth search. Bouju et al. [24] compare tabu search, GENET and double-update Boltzman machine. Instead of consider the penalties or constraints, these methods take constraints in form of cost function, fitness function, or energy function to be minimized. Cost function can be found in work on simulated annealing as in [49], [96] and [8]. Fitness function can be found in work on evolutionary search or genetic algorithm as in [86], [105], [80], [36], [37] and [126]. Energy function used in a modified hopfield network is proposed by Kim et al. [93].

3.5 Other variations

A different approach is proposed recently in Boche et al. [16]. They consider a certain measure of fairness in the allocation of resource. This involves mathematical disciplines such as social choice theory, social welfare theory and axiomatic theory.

Segredo et al. [144] consider multi-objective optimization. They use multiobjectivisation technique $^1$ and propose a Multiobjectivised Memetic Algorithm for solving frequency plans in real-world GSM network instances.

Whitley et al. [161] analyze various forms of the Frequency Assignment Problem using the theory of elementary landscapes. They show that three variants of the Frequency Assignment Problem are either directly an Elementary Landscape, or are a superposition of two Elementary Landscapes. More details on elementary landscape can be found in [147].

$^1$Multiobjectivisation is a technique to transforms a mono-objective optimization problem into a multi-objective one with the aim to avoid local optima [97].
4 Solving methods

4.1 Exact methods

Implicit enumeration methods such as tree search and dynamic programming can provide an optimal solution to the problem. The goal is to find a set of value assignments to certain variables that will satisfy specific mathematical equations and inequations and maximize or minimize a certain function. Such exact solving scheme can be based on mathematical programming formulations, mainly integer or mixed-integer programming formulations or on constraint satisfaction problem (CSP) formulations. Generally the solution space grows exponentially with the size of the problem. Techniques such as instance reduction and node pruning e.g. through no-good recording, LP relaxation, lower bounding methods, etc. are applied in order to reduce the search space and the search time.

Koster et al. [103] propose a dynamic programming approach based on the tree-decomposition of the constraint graph. Sanchez et al. [143] combine Russian doll search with tree decomposition and closed a hard FAP instance that remained open for 10 years. More recently, Allouche et al. [9] closed the last open instance from the CELAR instance set [53] through a parallelization of tree decomposition-based dynamic programming. Dib et al. [43, 41, 42] proposed no-good recording techniques based on tabu lists for solving MS-FAP problems through constraint programming. Montemanni et al. [124, 125] proposed efficient clique subproblem-based lower bounds for the sum of weighted constraint violation in fixed spectrum frequency assignment problems.

Bosio and Yuan [20] present optimization approaches for WLAN Access Point location and frequency assignment. They propose a two-step approach to deal with access point location and frequency assignment in order to maximize access efficiency. For each of the two steps they derive integer hyperbolic formulations and their linearizations, and propose an enumerative integer formulation.

Recently, Mann and Szajkó [116] presents a systematic study of the complexity of different FAP ILP models proposed by Aardal et al. [5]. They examine different types of constraints, different problem sizes and constraint densities, and varying sets of available frequencies. They then conduct empirical measurements with an ILP solver to assess how problem complexity depends on these factors.

4.2 Heuristics and metaheuristics

In order to solve the assignment problem or obtain good solutions in a reasonable amount of time, a large number of heuristic techniques have been
applied in the literature. These techniques produce approximate solutions and there is no guarantee that an optimal solution is found. For a given suboptimal solution, there is generally no information either how far away it is from the optimal solution. Providing that an exact search for the optimal solution is impractical for a large-scale problem due to its exponentially growing computation time, the heuristic method then become a viable alternative. Different approaches have been proposed for solving frequency assignment problems. Each of them are described in the subsections below.

4.2.1 Greedy algorithm

Greedy algorithm is an algorithm that iteratively makes the choice that looks best at the moment. That is, it makes a locally optimal choice in the hope that this choice will lead to a globally optimal solution [34]. Once a decision has been made, it is never reconsidered. The advantage to using a greedy algorithm is that it is simple and fast. The disadvantage is that it is possible that the local optimal choices made iteratively may lead to a bad globally solution.

In frequency assignment, greedy algorithm can be constructed by iteratively selecting a vertex and assign a feasible frequency to it. The vertex selection and frequency assignment follow a given set of rules. Vertices can be ordered statically in that the order remains unchanged over the iterations. They can also be ordered dynamically in which a next vertex is determined at each iteration. Three vertex ordering are generally considered:

- Highest degree first: the vertices are ordered by non-decreasing degree,
- Smallest degree last: the vertices are iteratively ordered so that at each step, the vertex having the least degree is chosen and removed from the vertex set,
- Random order.

The degree of $v$ can be simply the number of vertices adjacent to $v$. Sivaranjan et al. [145] consider the degree by taking into account the demands and frequency distance requirement.

Costa [35] adopts the well known DSATUR [25] by defining the saturation degree of a vertex $v$ as the number of blocked (non-assignable) frequencies. At each iteration, the greedy algorithm selects the vertex having the largest saturation degree and assigns the smallest feasible frequency to it. Borndörfer et al. [18] propose a slight modification in that the frequency assignment should also minimize the cost increase. Valenzuela et al. [153] define a Generalized Saturation Degree (GSD) for a vertex $v$ as the sum of weights of its
blocked frequencies. If the frequency \( f \) is blocked for vertex \( v \), the weight of \( f \) is given by the largest penalty \( p_{v,w,f,g} \) for all adjacent vertices \( w \) to \( v \).

Sung and Wong [148] propose sequential packing algorithm by determining a family of stable sets \( S_1, \ldots, S_n \) such that each vertex \( v \) is contained in exactly \( m_v \) stable sets in the family. All the vertices in stable set \( S_i \) are then assigned frequency \( i \). Sequential packing is achieved by constructing \( S_{i+1} \) after completing \( S_i \).

4.2.2 Local search

Local search (LS) is a neighborhood search method for solving computationally hard optimization problems. According to Papadimitriou [130], local search starts with a given feasible solution and iteratively replaces this solution by selecting a better one from a subset of the solution set. If there is no improvement found, the algorithm stops. The solution subset is depended on the current solution (and is therefore called the neighborhood of the solution) and is defined as a set of solutions that can be obtained by a predefined set of small changes or moves to the current solution. Two moves are commonly found: 1-exchange and 2-exchange moves. The 1-exchange move can be performed by selecting a vertex \( v \) and change its frequency. Consider a frequency assignment problem with the number of frequency \( m \), the number of possible moves for the vertex \( v \) is \( m - 1 \). The 2-exchange move can be performed by selecting two vertices and swapping their frequencies. These moves can be found, for example, in Park and Lee [132] and in Mishra et al. [121].

There is a trade-off in the neighborhood definition. The larger the neighborhood, the higher the probability of finding a good solution in it, but the larger the computational requirements to fully explore it. Large Neighborhood Search (LNS) considers such large neighborhoods, with typically an exponential number of neighbor solutions. This neighborhood is however fully explored by an efficient algorithm, either because the problem of finding the best neighbor is polynomial (it may resort to a shortest path problem or to a min-cost flow problem for example), or because a (truncated) implicit enumeration technique is used to explore it. Palpant et al. [129] propose a LNS scheme for the FAP.

Guided local search is proposed by Tsang and Voudouris [152]. It allows the algorithm to escape the local minima. The basic idea is to augment the objective function with penalties whose the sum is to be minimized. When trapped, the penalties that are associated with the local optima are increased. By minimising the penalty sum, this can direct the search away from local optima.
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4.2.3 Tabu search

Tabu search is a modern heuristic method introduced by Glover [62] as an efficient way of finding high quality solutions to hard combinatorial optimisation problems. In contrast to the standard local search, it allows non-improving moves. At each iteration the best solution in the neighborhood is selected as the new solution. This new solution can be worse than the previous one. The algorithm maintains a tabu list which is a short-term set of the solutions that have been visited in the recent past. Cycling is avoided by not reverting to the recent solutions in this list. Nonetheless, since the tabu list has a fixed definable length, the solution that was in the tabu list can be chosen again once it is removed from the list. The removal is done according to first-in-first-out basis. The algorithm stops after a fixed number of non-improving moves has reached.

Costa [35] solves the MS-FAP by iteratively reducing the frequency span of the spectrum used for assignment. Tabu is used while trying to recolor the conflicting nodes (nodes which are not sufficiently spaced according to the frequency separation requirement). In order to prevent cycling, a tabu list is defined containing nodes and their associated colors that they changed from.

Borgne [17] proposes a sophisticated move which is adapted from the Kempe Chains Interchange. The idea is first select two adjacent vertices \(u\) and \(v\) that are assigned the same frequency \(f_1\). Select another frequency \(f_2\) which is not assigned to the vertices adjacent to \(u\). Then assign \(f_1\) to all vertices which were assigned \(f_2\) and assign \(f_2\) to all vertices which were assigned \(f_1\).

Bouju et al. [23] apply arc consistency as pre-processing procedure before performing the tabu search. This arc consistency help reducing the size of the search space by trimming the available values in the domain of each variable. They define a move as a change of a frequency. Instead of checking all possible moves at each iteration, they define the neighbors as all the vertices within \(N\%\) of the maximum number of constraint violations such that if \(N = 1\), only the vertices with the maximum number of violations are considered. If \(N = 0\), all vertices are considered.

Adjakplé and Jaumard [7] considers two types of moves to solve MI-FAP with block frequency assignment. The first move consists of replacing exactly one frequency block assigned to a vertex with other available blocks. The neighborhood is restricted by fixing the maximum number of moves. Blocks with the largest local violation are chosen first. The second move is performed periodically. It considers reassigning all frequencies in a vertex having the largest local violation. The reassignment is done by a greedy algorithm.

Hao and Perrier [72] use tabu search for solving the MS-FAP. They apply the standard MI-FAP as a fitness function for the search algorithm and use 1-exchange neighborhood for the move. The algorithm is improved further in Hao et al. [71].
A dynamic tabu list is considered by Montemanni et al. [122] for assigning frequencies in cellular networks. The length of the list reduces with every iteration. In addition, after a number of tabu search iterations, all of the cells are re-optimized. The optimization is performed at each cell at a time by fixing frequencies assigned to all cells except those for the selected cells. The assignment of this selected cell is optimized by an exact method.

Vasquez et al. [154] propose a Consistent Neighbourhood to work with Tabu search in order to overcome the risk for narrowly missing the best solution. The consistent neighbourhood method is maintained by an effective propagation of the instantiations through the constraints. They use the developed algorithm to solve four real-life problems which are the frequency assignment problems with polarisation, the daily photograph scheduling problem, the Agile Earth Observing Satellite (AEOS) management and the antenna positioning problem.

Elhachimi and Guennoun [51] propose a hybrid Tabu search with an adaptive Constraint Satisfaction technique. The algorithm uses a local search method to obtain an initial solution that respects all constraints with minimum cost. A global solution is constructed by permutation of all frequencies of a constraint link in its frequency domain in order to obtain the smallest maximum frequency used.

Mabed et al. [113] propose a new fixed channel assignment (FCA) model for GSM radio networks which takes into account both spatial and temporal variation of traffic. They propose an original and effective hybrid Genetic-Tabu search algorithm to get high quality frequency plans. The hybrid algorithm combines a problem specific crossover and a Tabu search procedure. Based on the generated and real data, the proposed algorithm gives better frequency plans in terms of the three quality criteria which are minimizing total interference, minimize the worst performance of the frequency plan over the time and minimize the maximal amount of interference on one station.

4.2.4 Simulated annealing

Simulated annealing (SA) is a probabilistic metaheuristic proposed by Kirkpatrick et al. [95] and Černý [156]. It can be used to find the global optimum of a cost function or an objective that may possess several local minima by providing a means to escape from each of them. It allows hill-climbing moves in hope to find a global optimum. If the move is better than its current position then simulated annealing will always accept it. If the move is worse then it will be accepted based on some probability. The probability of accepting a worse move is a function of both the temperature $T$ of the system and of the change in the cost function. The choice is almost random when $T$ is large, but increasingly selects the better solution as $T$ goes to zero (frozen).
According to Aardal et al. [5], in most algorithms, the neighborhood of SA is defined by 1-exchange moves. Typically a vertex is selected at random and move into the least costly alternative frequency. In some cases, the new frequency is assigned at random. The algorithm’s temperature decreases only after a specified number of iterations have been performed at a constant temperature.

Duque-Antón et al. [49] use the algorithm for solving MI-FAP. The vertex and its frequency are randomly chosen. Occasionally, the frequency is chosen as the mostly assigned one in the nearby non-interfering vertices in order to improve the algorithm performance. The cooling rate is chosen so that the difference between the average solution cost of \( n \) iterations at temperature \( t_1 \) and that of \( n \) iterations at temperature \( t_2 \) is no more than the standard deviation of the solution costs at temperature \( t_1 \). The system is frozen when the current solution does not change during the last \( n \) iterations.

Knälmann and Quellmalz [96] also apply SA for solving MI-FAP. The vertex and its frequency are randomly chosen and changed.

Mathar and Mattfeldt [118] consider a move defined by permutations of the current solution. A solution is represented by \( \pi = \pi_1, \ldots, \pi_m \) where \( \pi_i \) is an ordering of vertices assigned with \( i_t/h \) frequency. The move is done by randomly selecting a frequency \( f \) and a permutation from a set of pre-defined feasible permutations then apply this permutation to \( \pi_f \).

The temperature \( T \) remains constant in the work by Zerovnik [163]. At each iteration a vertex \( v \) with a large number of violated constraints is selected. A new frequency \( f \) is assigned with probability \( e^{-S_f/T} \) where \( S_f \) is equal to the number of constraints that would be violated if \( f \) is assigned to \( v \).

Al-Khaled [8] also apply an adaptive cooling rate which depends on the difference between the average of the accepted solutions of the iterations at temperature \( t_1 \) and those at temperature \( t_2 \).

Threshold accepting is proposed and applied by Hellebrandt and Hellter [73]. The initial temperature is chosen in a way that the acceptance rate is between 0.8 and 0.9. They use 1-exchange moves with a neighborhood restricted to those for which the move does not violate the hard constraints. Before the temperature is reduced, they apply the one-cell optimization algorithm in order to optimize over the neighborhood of the current solution.

4.2.5 Genetic algorithm

Genetic algorithm (GA) is an metaheuristic proposed by Holland [74] and is inspired by Darwin’s theory of evolution. A population of chromosomes represents a solution set. A gene, which is part of a chromosome, represents a variable. Typically, solutions are represented as binary strings (binary encoding), but other encodings are also possible, e.g. permutation encoding.
Solutions (chromosomes) from one population are taken and used to form new solutions (offspring). These chromosomes are selected from their fitness values which reflect how close they are to achieving the objectives or specification. The fitness value is determined by a fitness function which is a particular type of objective function. Offspring are created by performing operations over the selected chromosomes. These operations are crossover and mutation.

The crossover copies the content of the parent’s chromosomes in order to create offspring. In single point crossover, a crossover point is selected; the binary string from the beginning of chromosome to the crossover point is copied from one parent, the rest is copied from the other one. In two point crossover, two crossover points are selected; the binary string from the beginning of the chromosome to the first crossover point is copied from one parent, the part from the first to the second crossover point is copied from the second parent, and the rest is copied from the first parent. In case of uniform crossover, bits are randomly copied from both parents. The arithmetic crossover uses an arithmetic operation on the parents’ chromosomes to make a new offspring.

The mutation can be performed by bit inversion on randomly selected bits or also by any local search or even metaheuristic operator on the chromosome (in which often called memetic algorithms).

The selection-crossover-mutation steps are repetitively performed until the new population is completed. The new population is then used in the next iteration of the algorithm. Commonly, the algorithm terminates when either a maximum number of generations has been produced, or a fitness function has been satisfied.

The fitness function is defined over the genetic representation and measures the quality of the represented solution. It is always problem dependent. According to Aardal et al. [5], the most common way to represent a solution is that each chromosome is a vector $s$ of length equal to the number of vertices. $s_j$ is simply the frequency assigned to $v_j$. To cope with multiple demands, split graph model is used. The split graph is a graph in which the vertices can be partitioned into a clique and an independent set [56].

In a second representation, each chromosome is a partition of vertices in a family of $n$ subsets $S_{f_1}, \ldots, S_{f_n}$ where $S_{f_i}$ is the set of vertices that are assigned the frequency $f_i$. In a third representation, each chromosome is a permutation of the vertices representing the canonical assignment (smallest frequency first). Similar to the first representation, a split graph model is used for multiple demands. These chromosome representations are denoted by Rep1, Rep2 and Rep3 respectively.

Asexual crossover is introduced in Cuppini [38]. It consists of choosing two genes G1 and G2 in a chromosome and apply crossover points in both
genes. A child is created by completing the first part of G1 with the second part of G2 and the first part of G2 with the second part of G1. A chromosome is represented as Rep2 and chosen with probability proportional to its fitness value which is the weighed sum of the interference level and the frequency span.

Kapsalis et al. [85] model the fitness function consisting of a weighted sum of the number of distinct frequencies, of violated constraints, and mobility costs. Two chromosome representations are used. The first is similar to Rep1, the second is Rep2. Two crossovers are used. The first crossover considers exchanging frequencies assigned to a pair of vertices \( u, v \) in one parent to those in another parent if the selected constraint with the corresponding vertices \( u, v \) is satisfied in both parents. The second crossover is a single-point one with a crossover point set by considering hard constraints. Two mutations are used. The first mutation consists of changing a pair of vertices and swapping their frequencies. The second mutation consists of choosing a pair of vertices whose frequency assignments violate a hard constraint, then randomly assign new non-violated frequency to each of them.

In Dorne and Hao [45], the Rep1 chromosome representation is used. The fitness function is the number of unsatisfied constraints. A chromosome is selected from the current population by favoring the elements not yet trapped in local optima. The child is obtained only by mutation, no crossover is applied. The mutation is given by selecting an infeasible assignment (frequency assignment to a vertex that violate one or more constraints) and replacing it with the best alternative. Nonetheless, the child will be accepted either if its fitness function is not worse than its parent’s or randomly with a given probability. The algorithm is extended to cope for multiple demands in [46]. Later, by Hao and Dorne [70], three crossovers are introduced; they are single-point, uniform and conflict based.

A three-point crossover is applied in Lai and Coghill [105] while a random mutation to each gene is applied.

Jaimes-Rimero et al. [80] propose a local search algorithm for generating the new population. After a solution with zero blocking probability is found by a genetic algorithm, a local search is used for minimizing the overall interference level.

In Velenzuela et al. [153], the Rep3 chromosome representation is used. The mutation operator consists of exchanging the position of two vertices. The fitness function is the span of the permutation. The selection of the first parent is made according to the circular ordering. The second parent is chosen with probability proportional to its fitness value.

Genetic-Fix algorithm is proposed by Ngo and Li [126]. A chromosome is represented by Rep2. Crossover and mutation are designed to maintain the number of 1’s in the chromosome (the number of assigned frequencies to each
vertex is unchanged). A two-point crossover is applied by selecting an initial gene and a final gene and then swapping only subsets of genes between this two genes. The mutation is performed by randomly changing the assigned frequency to a different one.

Wang and Gu [158] consider both the objective function and the penalty function. They use stochastic ranking to select the chromosomes.

Kolen [98] proposes a new approach to mutation and crossover. The mutation operator consists of a 1-opt local search that converts the input solution into a 1-optimal solution. This method is applied to every chromosome including the new ones so, at any stage, all of the chromosomes are 1-optimal. The crossover is an optimal operator. Once the two parents are selected, the best possible combination of their genes is calculated to generate a single child.

Luna et al. [110] develop an evolutionary algorithm specifically for automatic frequency planning problem in GSM networks. Later, in [111], Luna et al. use the formulation proposed in [110] to develop and compare four different metaheuristics which are Genetic Algorithms, Scatter Search, Evolutionary Algorithms, and Local Search with Restarts. All of them utilize the same local search method which is customized for GSM network.

Segredo et al. [144] propose a multiobjectivised memetic algorithm which is based on the Non-Dominated Sorting Genetic Algorithm II (NSGA-II) to solve frequency assignment problem. The model provides benefits in terms of solution quality, and in terms of time saving. It has improved that previously known best frequency plans for two real-world network instances.

4.2.6 Ant colony optimization

Ant colony optimization (ACO) is a population-based metaheuristics derived from observation of real ants’ behavior. According to Dorigo and Stützle [44], the main idea is that the self-organizing principles which allow the highly coordinated behavior can be exploited to coordinate populations of artificial ants that collaborate to solve difficult optimization problems. To apply ACO, the optimization problem is transformed into the problem of finding the best path on a weighted graph. The artificial ants (hereafter ants) incrementally build solutions by moving on the graph. A move is controlled by two parameters: the attractiveness and the pheromone trail level. The attractiveness is based on the structure of the problems such as costs and constraints. The pheromone trail level takes into account the times a given move has been successful. A lower bound is required to fix the initial level of pheromones. Over time, the pheromone trail starts to evaporate, thus reducing its attractive strength. Pheromone evaporation also has the advantage of avoiding the convergence to a locally optimal solution. Pheromone trails are updated when all ants have completed the construction of their solution.
4 Solving methods
4.2 Heuristics and metaheuristics

Abril et al. [6] use ACO to solve the frequency assignment based on the interference (constraint) graph. Initially, the vertices are randomly assigned frequencies. A given number of ants are then placed randomly at the vertices. At each iteration, each ant moves from the current vertex to the adjacent vertex having the greatest constraints with a probability $p_n$ and replaces its frequency with a best one with a probability $p_c$. Both probabilities are adjustable parameters.

Maniezzo and Carbonaro [115] use ACO to solve MI-FAP. The initial lower bound is computed by solving the relaxation of the orientation formulation proposed in [19]. Every ant moves to a new vertex and selects a new frequency at each iteration. The solution produced by each ant is locally upgraded by local search.

Montemanni et al. [123] use ACO algorithm to solve MS-FAP. They start by fixing the frequency span to a sufficiently high value and iteratively minimize the interference in the fixed spectrum problem by running the algorithm. Once a zero cost assignment is found, the frequency span is decreased by one and the ACO algorithm is run again. A move is defined as assigning a frequency to a vertex. Instead of defining trail levels on moves from vertex $u$ to $v$, they define them on vertex-frequency pairs giving an indication of how proficient it has been in the past to assign frequency $f$ to the vertex $v$.

Lui et al. [109] combine multi-agent systems and evolutionary algorithms to solve the frequency assignment problem in WLAN network. The algorithm is modelled on the basis of the T-coloring problems. The objective is to minimize the frequency spectrum required for a given level of reception quality over the network.

4.2.7 Artificial neural network

Metaheuristics based on artificial neural network (ANN) mimic the natural learning process. An ANN consists of an interconnected group of artificial neurons. Solutions are generated by this network of neurons whose states represent the values of the variables involved in the model. The objective of the problem is represented by an energy function. In order to minimize it, the neurons change their states dynamically as a function of the states of the neighboring neurons.

Using neural networks for combinatorial optimization problems was first proposed by Hopfield and Tank [76] for solving the traveling salesman problem. In the FAP, a neuron $V_{if}$ is usually associated with each vertex-frequency pair $(i, f)$ where $i \in V$ and $f \in F_v$. Two neurons are coupled if the corresponding vertices are adjacent in the interference graph. The energy function generally consists of a weighted sum of interference constraints and frequency demand constraints. The state of a neuron is updated by a local updating rule.
Kunz [104] applies ANN for the MI-FAP. The coupling weight between two neurons $V_{uf}$ and $V_{wg}$ depends on the interference type of the corresponding frequency assignments (frequency $f, g$ at vertices $u, w$).

In Kim et al. [93], the energy function takes into account several types of interference constraints and the level of the unsatisfied demand. This unsatisfied demand is taken as an additional input to each neuron, forcing the assignment of new frequencies to vertices.

Recently, Elhachimi and Guennoun [52] propose a hybrid approach for solving the FAP based on a neural network whose stimulation is constructed by a partial solution generated by a greedy algorithm. They use searching techniques in conjunction with hierarchical genetic algorithms for the optimization of the parameters and topology of the network.

4.2.8 Hyper-heuristic

Recently, Chaves-González et al. [30] solve frequency assignment problems using a new parallel hyper-heuristic approach. They obtain very high quality solutions that beat any other results published. The parallel hyper-heuristic is based on several complex metaheuristics. It searches within a search space of these heuristics and controls the metaheuristics output to distribute the workload according to the results obtained by each heuristic along the whole execution time of the system. Seven heuristics are used. They are hybridized with the same local search strategy proposed by Luna et al. [111]. These heuristics are Iterated Local Search [135], Variable Neighborhood Search [69], Greedy Randomized Adaptive Search Procedure (GRASP) [54], genetic algorithm, Population Based Incremental Learning [14], Scatter Search [63] and Artificial Bee Colony [87].

5 Frequency assignment in satellite communication system

In literature, frequency interferences in satellite systems are treated in two different ways. The first considers co-channel interference between two or more adjacent satellites (inter-system interference). The second considers a single satellite system where frequency interference comes from frequency reuse, e.g. by multiple spot beams.

Futabiki and Nishikawa [57] propose a Gradual Neural Network (GNN) to minimize co-channel interference between several satellite communication systems. The GNN consists of $N \times M$ binary neurons representing the N-carrier-M-segment system. This is based on the fact that each satellite operate with multiple carriers while each carrier may occupy different frequency
bandwidths. To be able to model the interference, the carriers should be segmented into a number $M$ of fixed-size channels. Co-channel interference is considered for each pair of channels with the same frequency. This interference is represented by an $M \times M$ interference matrix. The energy function is defined to represent the remaining constraint of the N-carrier-M-segment frequency assignment. The binary neural network achieves constraint satisfaction using heuristic methods, whereas the gradual expansion scheme seeks cost optimization.

Salcedo-Sanz et al. [141] also consider inter-system interference with the N-carrier-M-segment channel model. They propose a hybrid Hopfield network-simulated annealing algorithm (HopSA) for minimizing the co-channel interference. The HopSA algorithm consists of a fast digital Hopfield neural network which manages the problem constraints hybridized with a simulated annealing which improves the quality of the solutions obtained. Three different objective functions are considered. The first objective is to minimize the maximum peak of the interference between the systems. The second objective is minimizing the total interference of the systems. The third objective function takes into account the first two objectives. Nonetheless, the authors found that the HopSA shows lack of scalability, which leads to poor results when the size of the problem grows. Salcedo-Sanz and Bousoño-Calzón propose an improvement algorithm in [140].

Wang et al. [159] propose a new approach called a noisy chaotic neural network with variable thresholds (NCNN-VT) in order to solve inter-system frequency assignment problem. The NCNN-VT model consists of $N \times M$ noisy chaotic neurons. The NCNN-VT facilitates the interference minimization by mapping the objective to variable thresholds of the neurons. This technique obtains better solutions compared to both techniques proposed in [57, 141].

Salman et al. [142] present a number of algorithms based on differential evolution to order to solve inter-system frequency assignment problem. By rearranging frequencies of one set of carriers while keeping the other set fixed, the objective is to minimize the largest and total interference among carriers. They have investigate several schemes ranging from adaptive differential evolution to hybrid algorithms in which heuristic is embedded. Based on the same set of benchmark problems used in [57, 141, 159], the proposed algorithms outperform the existing ones both in terms of the quality of the solutions and computational time.

Sara et al. [10] presents an algorithm for resource allocation in a multi-spot satellite network to obtain a quasi-optimal time/frequency plan for a set of terminals with a known geometric configuration, under interference constraints. The study is based on spatial distribution of satellite spots and model interference based on geographical zones in that the users within the same
zone exhibit the same radio propagation condition.

As a conclusion, the problem considered in this thesis differs from the one considered in the literature on frequency assignment for satellite communication. We consider resource allocation in multi-spot satellite similar to that of Sara et al. [10], but our study is based on dedicated spot-to-user concept and model interference based on each user’s radio propagation condition.

The objective of our study is to assign as many users as possible to the system while these users can have different frequency demands. To the problem classification proposed by Aardal et al. [5], our problem is closest to the Max-FAP problem. Nonetheless; instead of assigning as many frequencies as possible to the vertices (users), we look for a solution such that either the frequencies are assigned to the vertices according to their demands or no frequency assignment at all to some vertices.

A large part of the work is motivated by a collaboration between Thales Alenia Space, LAAS and IRIT [77, 11]. In the considered industrial problem, the need for repeated simulations and integration of the FAP solution methods in a dynamic context oriented the choice of fast (greedy) algorithms rather than more time consuming metaheuristics. On the other hand, exact methods are also considered either to measure the distance of the greedy algorithms from optimum or to compare the best performance that can be obtained by different FAP models for satellite communications (cumulative vs. binary interferences, fixed vs. user-dedicated beam).
1 Introduction

This chapter provides description of the problem studied in this thesis. In section 2, an overview of a satellite communication system is given. System and resource assignment concepts are briefly described. These concepts are covered in more details in the subsequent sections. Section 3 depicts how the satellite and users communicate wirelessly. This wireless communication should follow the quality criteria presented in Section 4. Section 5 provides a resource assignment framework. Constraints on resource assignment are then discussed in two subsequent sections. Problem summary, problem classification and the treatments are proposed in the last section.

2 Satellite communication system

A satellite communication system in the context of our study is based on the model and requirements provided by Corbel and Houssin et al. in [33] and [78]. According to Corbel, this study could provide resource assignment for the pre-defined scenarios supported by various air interfaces such as DVB-S2 [3] and DVB-RCS [2].

The system consists of a satellite, a gateway and a number of user terminals. The satellite acts as a relay point between the users and the gateway providing bi-directional communication links between the two parties. The gateway, which is excluded in our study, is a communication node that connects the satellite system to the terrestrial network.

The user terminals are ground-based and can be referred to as the Earth stations. They are randomly generated and randomly positioned within a ficti-
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A satellite communication system.

A contiguous rectangular service area defined by a set of geographic coordinates. The satellite’s orthogonal projection is defined to be at the position \((0, 0)\) of the service area.

The satellite is equipped with antennas or antenna array that can provide a number of satellite beams, one beam for each of the users (this assumption is dropped in Chapter 5 by limiting number of beams). With the SDMA feature, the beam can be directed to any position within the service area. The beam shape is related to the antenna gain described in Section 3.

Each user is associated with a demand with which the system tries to accommodate by assigning a frequency or a block of contiguous frequencies \(f_n, f_{n+1}, \ldots, f_{n+d-1}\) depending on the size of the demand \(d\). There are a limited number of frequencies that the system can assign; nonetheless, assigning the same frequency to other users (i.e. frequency reuse) can be performed providing that this will not cause excessive frequency interference to the users.

It is assumed that there is no adjacent channel interference between frequency pairs \((f_n, f_{n+1})\) or \((f_{n-1}, f_n)\) where \(n\) corresponds to frequency channel number. According to this, we only have to deal with co-channel interference \((f_i \cap f_j \neq \emptyset, i \neq j)\).

The frequency assignment is also associated with a time duration. This time duration is given based on superframe concept, see Section 5. This superframe concept allows several users to access the system resource divided in time or so called Time Division Multiple Access (TDMA). A user could occupy the whole superframe duration or a fraction of it. In the latter case, the remaining time can be allocated to other users. Several users can thus
share the same frequency but at different time. To be exact, we have to deal with both frequency and time so our problem considers \textit{frequency} \times \textit{time} assignment and can be considered as MF-TDMA (Multiple Frequency TDMA).

The \textit{frequency} \times \textit{time} assignment is fixed within a specific superframe instant; nonetheless, in order to support demand change of the existing users or addition or removal of users, it can be modified on the next instant. We only consider a valid assignment within an arbitrary instant.

Several superframes can be constructed simultaneously. Co-channel interference could occur if the same frequency is used at the same time and the users are geographically close to each other. The interference is cumulative; nonetheless, the system can tolerate this interference if its cumulative level does not exceed a predefined threshold, see Section 4 and 6.

The objective of the study is to serve as many users as possible. A user is considered served if it is assigned with a resource in time and frequency satisfying the technical and interference constraints.

3 Antenna gain and satellite beam

Antenna is an essential component in wireless communication systems. It is a device that is used for radiating and receiving radio waves. In addition to receiving or transmitting energy, an antenna is usually required to optimize or accentuate the radiation energy in some directions and suppress it in others [13].

An antenna is characterized by a radiation pattern and other parameters such as operating frequency, gain, aperture, efficiency and polarization. The radiation pattern is a graphical representation of the antenna radiation properties in free space. Typically, the radiation pattern is represented by a three dimensional plot or polar plots of the horizontal and vertical cross sections. The antenna gain is defined as the ratio of the intensity radiated by the antenna in the direction of its maximum output, at an arbitrary distance, divided by the intensity radiated at the same distance by a hypothetical isotropic antenna [31].

In our study, we deal with a simplified version of the radiation pattern having the antenna gain defined by Corbel and Houssin et al. [33], [78] as

\[
G_{Sat}(u, v, u_0, v_0) = G_1 \cdot G_2(u, v, u_0, v_0) \cdot G_3(u, v) \tag{2.1}
\]

where

\[
G_1 = \eta \left( \frac{\pi D}{\lambda} \right)^2, \tag{2.2}
\]
\[ G_2(u, v, u_0, v_0) = \left( \frac{2J_1 \left( \frac{\pi D}{\lambda} \sqrt{(u - u_0)^2 + (v - v_0)^2} \right)}{\frac{\pi D}{\lambda} \sqrt{(u - u_0)^2 + (v - v_0)^2}} \right)^2, \quad (2.3) \]

and

\[ G_3(u, v) = \left( \frac{2J_1 \left( \frac{\pi d}{\lambda} \sqrt{u^2 + v^2} \right)}{\frac{\pi d}{\lambda} \sqrt{u^2 + v^2}} \right)^2. \quad (2.4) \]

\( J_1(x) \) represents the Bessel function of the first kind while \( u, v \) and \( u_0, v_0 \) are geographic coordinates of the user and the position where the antenna’s gain is maximum. \( \eta, D, d \) and \( \lambda \) are the antenna efficiency, the antenna diameter, the diameter of the antenna’s primary source and the carrier wavelength, respectively.

The corresponding antenna radiation pattern is shown in Figure 2.2. The gain is very high at the center and diminishes rapidly elsewhere. This results in concentration of power of satellite signal covering only a limited geographic area on Earth. We call this concentrated signal as a spot beam. The position where the antenna’s gain is maximum is hereafter called the beam center.

SDMA satellite equips with antennas or antenna array that can produce a number of spot beams. With the antenna beam forming technology, these beams can be directed to the required geographic positions. By centering a
beam over a user, this user will get maximum gain hence maximum signal power.

Figure 2.3 shows cross sections ($Y = 0$) of three satellite beams associated to and centered at users $i, j, k$ located at three different geographic positions. Let’s assume uniform receivers, transmitter output power and propagation loss, we can consider the received signal power from the perceived antenna gain. At position $(0, 0)$ the antenna gain from $Beam_i$ is at its maximum. It can be seen that, at this position, there exist also gains from $Beam_j$ and $Beam_k$. Interference occurs if these users share the same frequency (at the same time). The interference is cumulative in that the total interference at user $i$ is the sum of the interferences from user $j$ and $k$.

<table>
<thead>
<tr>
<th>Degree</th>
<th>Antenna gain (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.04</td>
<td>-20</td>
</tr>
<tr>
<td>-0.03</td>
<td>-10</td>
</tr>
<tr>
<td>-0.02</td>
<td>0</td>
</tr>
<tr>
<td>-0.01</td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>0.01</td>
<td>30</td>
</tr>
<tr>
<td>0.02</td>
<td>40</td>
</tr>
<tr>
<td>0.03</td>
<td>50</td>
</tr>
<tr>
<td>0.04</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure 2.3: Cross section of three satellite beams.

4 Link budget

The link budget accounts all of the gains and losses from the transmitter to the receiver. It allows us to verify if the transmitted signal is correctly received at the receiver. The evaluation of the quality of the reception can be done by verifying the signal to noise ratio which is defined as the ratio of the desired signal power to the noise (unwanted signal) power. The noise can be viewed as a combination of thermal noise and interference. We thus represent this signal to noise ratio as $\left( \frac{C}{N+1} \right)$. 
For a successful reception, this \( \frac{C}{N+I} \) should not be less than a given value, a required signal to noise ratio, denoted by \( \left( \frac{C}{N} \right)_{\text{Required}} \), i.e.

\[
\frac{C}{N+I} \geq \left( \frac{C}{N} \right)_{\text{Required}}.
\] (2.5)

The required signal to noise ratio varies depending on type of communication technology and implementation. In our study, this value is initially fixed. It becomes variable later based on the selected symbol rate (Rs), modulation and coding scheme which are altogether denoted by RsModCod.

Our problem concerns a communication link between the gateway and the user. For a typical user \( i \), the signal to noise and interference ratio is given by [33]

\[
\left( \frac{C}{N+I} \right)_{i}^{-1} = \left( \frac{C}{N} \right)_{\text{Feeder}}^{-1} + \left( \frac{C}{T} \right)_{\text{Feeder}}^{-1} + \left( \frac{C}{N} \right)_{i}^{-1} + \left( \frac{C}{T} \right)_{i}^{-1}.
\] (2.6)

\( \left( \frac{C}{N} \right)_{i} \) and \( \left( \frac{C}{T} \right)_{i} \) concern the link between the user \( i \) and the satellite and correspond to the user’s signal to noise ratio and the user’s signal to interference ratio. \( \left( \frac{C}{N} \right)_{\text{Feeder}} \) and \( \left( \frac{C}{T} \right)_{\text{Feeder}} \) concern the link between the gateway and the satellite and correspond to the feeder’s signal to noise ratio and feeder’s signal to interference ratio. \( \left( \frac{C}{T} \right)_{\text{IM}} \) is the system’s signal to intermodulation product ratio. These ratios are depicted in Figure 2.4 where Up and Down refer to uplink and downlink respectively.

There are two types of satellite links: forward and reverse. The forward link concern a communication link from the gateway toward the user while the reverse link concerns the opposite direction. Each link is divided into two parts: user part and feeder part. Forward link consists of an uplink feeder part and a downlink user part while the reverse link consists of an uplink user part and a downlink feeder part.

![Figure 2.4: Satellite links.](image-url)
Positions of the gateway and the satellite are fixed, so as the path between them. The terms \((\frac{C}{N})_{\text{Feeder}}, (\frac{T}{T})_{\text{Feeder}}\) and \((\frac{C}{TM})\) are thus constant in our study. The \((\frac{C}{N})_i\) are defined by

\[
\left( \frac{C}{N} \right)_{\text{Up}}^i = \frac{(EIRP_{\text{Term}}/RS_i)}{L_{\text{AtmoUp}} \cdot L_{\text{FSLUp}}} \cdot \frac{G_{\text{Sat}}(\text{Beam}_i \rightarrow i)}{(T_A + T_{\text{Rep}})} \cdot \frac{1}{k},
\]

(2.7)

\[
\left( \frac{C}{N} \right)_{\text{Down}}^i = \frac{(G_{\text{Sat}}(\text{Beam}_i \rightarrow i) \cdot PD_{\text{Sat}}(\text{Beam}_i) \cdot RS_i)}{L_{\text{AtmoDown}} \cdot L_{\text{FSLDown}}} \cdot \frac{G}{T_{\text{Term}}} \cdot \frac{1}{k}.
\]

(2.8)

In the uplink, \(EIRP_{\text{Term}}\) and \(RS\) represent the Earth terminal’s effective isotropic radiated power and the utilized symbol rate. Note that different symbol rate can be selected based on the demand and the radio link quality. \(L_{\text{AtmoUp}}\) and \(L_{\text{FSLUp}}\) are the uplink atmospheric loss and the uplink free space loss. \(G_{\text{Sat}}(\text{Beam}_i \rightarrow i)\) corresponds to the antenna gain of the associated satellite beam at the user’s position. The antenna and repeater equivalent noise temperature are denoted by \((T_A + T_{\text{Rep}})\) while the Boltzmann constant is denoted by \(k\).

In the downlink, the \(PD_{\text{Sat}}(\text{Beam}_i)\) corresponds to the power spectral density of the antenna beam associated to user \(i\). \(G/T\) is the figure of merit of the ground terminal which is the ratio of the antenna gain to the system noise temperature. Losses are defined in the same way as those in the uplink. The \((\frac{C}{T})_i\) are defined by

\[
\left( \frac{C}{T} \right)_{\text{Up}}^i = \sum_{j \in \text{Inf}} K_i \cdot G_{\text{Sat}}(\text{Beam}_i \rightarrow j),
\]

(2.9)

\[
K_i = \frac{EIRP_{\text{Term}}_i / (RS_i \cdot L_{\text{AtmoUp}} \cdot L_{\text{FSLUp}})}{},
\]

(2.10)

\[
\left( \frac{C}{T} \right)_{\text{Down}}^i = \sum_{j \in \text{Inf}} \frac{(G_{\text{Sat}}(\text{Beam}_i \rightarrow i) \cdot PD_{\text{Sat}}(\text{Beam}_i) \cdot RS_i)}{(G_{\text{Sat}}(\text{Beam}_j \rightarrow i) \cdot PD_{\text{Sat}}(\text{Beam}_j) \cdot RS_j)},
\]

(2.11)

where \(j \in \text{Inf}\) refers to an interferer \(j\) from a set \(\text{Inf}\) of interferers to the user \(i\).

Interference is more critical on the reverse link where signals and interferences from the users are groomed together. According to this, we only need to consider the frequency assignment problem on the reverse link.

5 Superframe structure

Since the time and frequency should be assigned from the shared resources, there should be a reference entity that we can work with. By this, slot,
frame and superframe concept can be created. Each user $i$ has a demand, expressed in terms of bitrate (Mbps). To fulfill this demand each user must be assigned a rectangle in the $frequency \times time$ space, called a slot. A slot can take different shapes for a given user demand. For example, a user with 10 Mbps demand could be assigned one of these slot combinations: $\{(5 \times 10), (10 \times 5), (25 \times 2)\}$. In fact these combinations form a discrete set of assigned frequencies together with the corresponded time duration. Slots are placed inside a larger fixed-size rectangle, called a superframe which is delimited by the available bandwidth $BWA_v$ and a time duration $FrameDuration$. Interference is not allowed inside a superframe thus there is no overlapping among the associated slots.

In practice users may share the same satellite beam. In this case, their slots should be grouped inside a logical structure called a frame. A frame has a fixed time duration which equates $FrameDuration$ but varies in frequency depending on how the associated slots are grouped. A frame is associated exactly to one satellite beam.

A superframe houses a number of frames thus accommodates a group of users that occupy segmentation of time and frequency. It is also repeated over time. If an instant of superframe starts at time $T$, the next instant of it will start at time $T + FrameDuration$. Content of the superframe can be changed between the instants. This allow adjustment of user demand, adding or removing users.

At any instant, more than one superframe can be created in order to accommodate other groups of users. In this sense, the frequency resource is reused. This frequency reuse may create interference among users sharing the same frequency at the same time. We consider frequency assignment in an arbitrary superframe instant.

Figure 2.5 gives an example of two superframes $A$ and $B$ at time instants $N$ and $N + 1$. At time instant $N$, Frame 4 of Superframe $A$ consists of Slot 1 and 2 while Frame 4 of Superframe $B$ consists of Slots 3 and 4. It is mandatory that all slots within the same superframe should not overlap. In other words, there is no interference between Slot 1 and 2 and between Slot 3 and 4. Interference presents when slots from different superframes overlap in time or frequency or both. In this example, there is interference between slot pairs (1-3), (2-3) and (2-4).

Since interference is depended on the overlapping in time and frequency, we define an interference overlapping ratio $r_{ij}$ as

$$r_{ij} = \frac{o_{ij}}{Area_i}, \quad (2.12)$$

while $o_{ij}$ denotes an overlapping area between Slot $i$ and $j$ and $Area_i$ is the area of Slot $i$. 


With this $r_{ij}$, Equations (2.9) and (2.11) can be rewritten as

$$\left(C^U_i\right) = \frac{K_i \cdot G_{Sat(Beam_i \rightarrow i)}}{\sum_{j \in \text{Inf}} r_{ij} \cdot K_j \cdot G_{Sat(Beam_i \rightarrow j)}}, \quad (2.13)$$

$$\left(C^D_i\right) = \frac{(G_{Sat(Beam_i \rightarrow i)} \cdot PD_{Sat(Beam_i)} \cdot RS)_i}{\sum_{j \in \text{Inf}} r_{ij} \cdot (G_{Sat(Beam_j \rightarrow i)} \cdot PD_{Sat(Beam_j)} \cdot RS)_j}, \quad (2.14)$$

Interference overlapping ratio $r_{ij}$ indicates how much user $i$ get interfered by user $j$. Consider the slot pair (1-3), $r_{13} = 1$ while $r_{31} < 1$.

Interference is also cumulative in that (1-3) and (2-3) contribute to cumulative interference in Slot 3 while (2-3) and (2-4) contribute to cumulative interference in Slot 2.

Figure 2.6 shows frame and slot structure. Their associated satellite beams are presented by circles. Slot and frame parameters are provided with their units in order to give a general idea on their sizes.

Several users or slots can share the same satellite beam. In this case, the user which is closer to the center of the beam will get higher antenna gain (corresponding to higher signal power). In a dedicated beam configuration,
each user is assigned to a dedicated beam which is centered to the user’s location. This gives each user the highest possible antenna gain.

Two remarks can be made concerning our study with respect to the superframe structure described in this section:

First, in this study we consider only the static problem, i.e. assignment of slots to frames and then superframes for a fixed time instant $N$. Hence the time flexibility we may use is limited to the $FrameDuration$ parameter.

Second, for mathematical modeling and algorithmic solving the frame and superframe concepts are not necessary. We just need to specify for each user the size of its slot according to its demand and its position in the time. However the frame and superframe concepts are useful for an engineer to visualize the non-interference between slots (i.e. they belong to the same frame/superframe) and the assignment of users to beams (i.e. they belong to the same frame). In practice, the frame concept is not so precisely defined. In most of our methods the concept of frame and superframe will be ignored, concentrating on slot assignment in frequency and time taking account of interference constraints (see Section 6) and with additional constraints on slot positioning (see Section 7).

6 Interference constraints

Considering the reverse link, Equations (2.5), (2.6) and (2.13) can be rewritten in a linear form. By setting
we can express the Equation (2.5) as

\[
\frac{1}{A + B + \sum_{j \in \text{Inf}} r_{ij} K_j G_{\text{Sat}(\text{Beam}_j \to i)}} \geq D,
\]

and finally:

\[
\sum_{j \in \text{Inf}} r_{ij} \cdot \delta_{ij} \leq \alpha_i \tag{2.15}
\]

where

\[
\delta_{ij} = D \cdot K_j \cdot G_{\text{Sat}(\text{Beam}_j \to \text{Beam}_i)}, \tag{2.16}
\]

\[
\alpha_i = K_i \cdot G_{\text{Sat}(\text{Beam}_i \to i)} \cdot (1 - AD - BD) \tag{2.17}
\]

\(\alpha_i\) involves constants and parameters related only to user \(i\) while \(\delta_{ij}\) involves constants, parameters of user \(j\) and gain from \(\text{Beam}_j\) to user \(i\).

If we conceive \(\alpha_i\) as the acceptable interference threshold of user \(i\) and \(\delta_{ij}\) as the interference coefficient of user \(j\) towards user \(i\), the Equation (2.15) can be considered as the cumulative interference constraints for the user \(i\). This cumulative interference constraints will be used by most of the models presented in this thesis.

The \(\alpha_i\) and \(\delta_{ij}\) depend mainly on the user’s position and beam’s position. When the beam center is fixed, parameters \(\alpha_i\) and \(\delta_{ij}\) are fixed and the interference level between two users solely depends on their overlapping in time and frequency. Nevertheless; these parameters may become decision variables when it is possible to move (quasi-continuously) the beams.

For example, consider two users \(i, j\) located at coordinates \((u_i, v_i)\) and \((u_j, v_j)\) which are at \((0.0314, 0.0008)\) and \((0.0398, -0.02)\). The satellite is at position \((0, 0)\) and provides two beams, each center at users \(i, j\) e.g. \((b_{u_i}, b_{v_i}) = (0.0314, 0.0008)\) and \((b_{u_j}, b_{v_j}) = (0.0398, -0.02)\). If a beam is moved by a constant value \(\Delta\). The corresponding antenna gains \(G_i\) and \(G_j\), the threshold \(\alpha\) and the coefficient \(\delta\) are changed as shown in the Table 2.1 below.
Table 2.1: Parameter changes as of beam move.

<table>
<thead>
<tr>
<th></th>
<th>(G_i)</th>
<th>(G_j)</th>
<th>(\alpha_i)</th>
<th>(\alpha_j)</th>
<th>(\delta_{ij})</th>
<th>(\delta_{ji})</th>
</tr>
</thead>
<tbody>
<tr>
<td>((b_{-u_i}, b_{-v_i}))</td>
<td>((b_{-u_j}, b_{-v_j}))</td>
<td>(\times 10^5)</td>
<td>(\times 10^{-19})</td>
<td>(\times 10^{-20})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>((u_i, v_i))</td>
<td>((u_j, v_j))</td>
<td>1.04</td>
<td>0.37</td>
<td>0.88</td>
<td>0.31</td>
<td>8.53</td>
</tr>
<tr>
<td>((u_i, v_i + \Delta))</td>
<td>((u_j, v_j))</td>
<td>0.37</td>
<td>1.04</td>
<td>0.88</td>
<td>0.31</td>
<td>2.20</td>
</tr>
<tr>
<td>((u_i, v_i))</td>
<td>((u_j, v_j + \Delta))</td>
<td>1.04</td>
<td>0.37</td>
<td>0.88</td>
<td>0.31</td>
<td>8.53</td>
</tr>
</tbody>
</table>

7 Technical constraints

Although the frame structure gives two degrees of freedom on time and frequency resource assignment (recall that that a slot must be of rectangular shape); in reality, there are hardware limitations in a way that we cannot freely utilize some configurations in the assignment. These limitations give rise to additional frame structure constraints listed as following [33] (see also Figure 2.7):

(i) The size of the assigned frequency(ies) should be conserved during the frame duration e.g. if a slot is assigned with two frequencies during the first half of the frame, the remaining half can only be assigned with two frequencies basis. It is not allowed to slice the two frequency chunk into two assign more than two frequencies.

(ii) A slot cannot be to assigned with multiple frequencies taking different \(SlotDuration\). The slot assignment should be rectangular in shape.

(iii) A slot should be continuous in time.

8 Problem summary and treatments

Summarily, given \(n\) the number of users, \(U = \{1, \ldots, n\}\) a set of users, \((f_i, t_i)\) the frequency/time sets assigned to user \(i\), \(\alpha_i\) the acceptable interference threshold of user \(i\), \(\delta_{ij}\) the interference coefficient of user \(j\) towards user \(i\) and \(r_{ij}\) the overlapping ratio of user \(i\) by user \(j\), the problem can be formulated as

\[
\max \ |\{i \in U| f_i \neq \emptyset, t_i \neq \emptyset\}|
\]

subject to
Chapter 2

Figure 2.7: Technical constraints on frame structure.

\[ \sum_{j \neq i} r_{ij} \cdot \delta_{ij} \leq \alpha_i \quad \forall i, j \in U \]

and the given technical constraints.

We will treat the problem starting from its simplest form by relaxing a part of constraints and requirements. The simplest problem concerns assignment only one frequency to user using binary interference constraints. Difficulty and complexity increases when we deal with multiple frequency assignment, cumulative interference, and frequency-time assignment. According to these variations, we classify the problems into

- Single carrier frequency assignment
- Multiple carrier frequency assignment
- Frequency-time assignment

Single carrier frequency assignment is covered in the Chapter 3. Interference will be treated first as binary and later as cumulative. Moreover, we will fully consider the possibility of modifying the interference by moving the beams which will yield a mixed discrete / continuous non linear optimization problem.

We will drop the single frequency demand, but, as a counterpart, we will consider fixed beam centered configuration in Chapter 4. Users can ask for
more than one frequency. Both binary and cumulative interference constraints will be covered. Later in the chapter, we treat both frequency and time in the assignment.

Chapter 5 considers full assignments and constraints provided by the industry (except beam moving). Two algorithms will be proposed and compared.
Single carrier models

1 Introduction

In this chapter we consider the frequency assignment problem in a simple form by discarding several constraints and requirements. All users have a uniform demand which equates 1 and a user is considered served if it is assigned a frequency. Apart from this, we omit the concept of FrameDuration and superframe configuration i.e. an assigned user occupies a frequency all the time. Interference occurs if users share the same frequency and for each couple of interferers, the interference overlapping ratio is 1. The objective is to serve as many users as possible.

We begin with a binary interference model. This model is treated as a baseline for performance comparison with the following two models that deal with cumulative interference.

For each of these cumulative interference models, we propose two solving methods to help achieve our objective. They are integer linear programming and greedy algorithm. Two integer linear programming models are devised. These models are solved by a commercial solver: IBM CPLEX [79]. Greedy algorithms are also elaborated.

As a counterpart for simplifying the FAP model, we consider the possibility of beam moving which utilizes SDMA technology to move some of satellite beams from their center positions. The move yields non-linear change of antenna gain and thus interference. By this change, local interference level can be reduced; as a result, more users can be assigned to the system. In addition to the discrete optimization problem of frequency assignment, Beam moving yields a non-linear continuous optimization problem that we solve through specialized methods.
The models are tested with 1,000 randomly generated instances: 100 instances of 20, 40, ..., 200 users. For each instance, users’ geographic coordinates are randomly generated. \( \alpha \) and \( \delta \) values are then calculated based on these coordinates, satellite beam positions, and constants as shown in Equations (2.16) and (2.17). These instances are also used in Chapter 4.

Test results are shown and compared in the Computational experiments section. Conclusions are provided at the end of the chapter.

This chapter is issued from publications [90], [92], [89], in collaboration with Frédéric Messine, Assistant Professor at INPT/IRIT, Toulouse. This study is also a follow-up to a collaboration between Thales Alenia Space and LAAS-CNRS that considered a further simplified model ignoring the beam moving possibilities [77], [78].

Section 2 is devoted to single frequency models with binary interference while cumulative interference models are considered in Section 3. Section 4 presents the beam moving algorithm. Section 5 provides computational experiments on a realistic set of data instances.

2 Single carrier model with binary interference

This model is created as a baseline for performance comparison with other two models. As it can be seen from Chapter 2 that the satellite beam’s footprint is circular in shape. It gives the highest gain at the beam center and the gain diminishes rapidly when moving out of this position. The gain difference is almost 40dB at about 0.01 degree (in geographic coordinate system) away from the beam center. According to this, a beam radius can be chosen in that if we place the beams next to each other in a grid manner similar to the one shown in Figure 3.1, the interference level is low enough (considered as none) that we can reuse the same frequency \( f \) in the second-tier neighbours [33].

The satellite service area defined by a set of geographic coordinates \( u = [-0.043980, 0.048520] \) and \( v = [-0.021152, 0.012348] \) can be covered by 40 beams. The beam positions are fixed and regularly spaced. We call this a fixed-beam configuration. Assigning the same frequency to any adjacent beams is not allowed since it creates interference. This pairwise interference is generally referred to as binary interference.

The beams and their binary interference relations can be represented by a graph \( G = (V, E) \); in which, a vertex \( v \in V \) corresponds to a satellite beam and an edge \( e \in E \) between two vertices \( v, w \in V \) corresponds to interference if both use the same frequency. The graph can be defined by a \( p \times q \) matrix called an incidence matrix, where \( p \) and \( q \) are the number of vertices and edges respectively. The corresponding interference graph with \( 40 \times 40 \) incidence matrix is shown in Figure 3.2.
We are interested in assigning frequencies to all of the beams in which the lowest number of frequencies are used. This problem is indeed a graph (vertex) coloring problem. Answering to the question if a graph is k-colorable (which corresponds to the simplest variant of the problem considered in this thesis) is already NP-complete [59].

To color the graph, we use DSATUR algorithm [25] which is a well-known and efficient constructive heuristic \(^1\). The algorithm provides an exact vertex coloring by sequentially coloring the vertices according to their saturation degrees. As a result, total of four colors are needed. The corresponding frequency assignment is shown in the Figure 3.3.

On the other hand, if we assign two frequencies per beam. With four colors corresponding to four frequency groups, each group assigned to 10 beams; the maximum number of users that can be served is 80: maximum 2 users per beam (providing that each should be assigned the nearest beam center). Nonetheless, if the users are not regularly distributed such as in the way that there are more than two users in some beams or there are less than two in others; the number of served users is reduced. Beams with less than two associated users yield waste of frequency resource.

\(^1\)There are recently improved DSAT-based algorithms, the interested reader is referred to [127].
In this section, we consider two models that deal with cumulative interference constraints which generalize the binary interference constraints. The first one is an extension of the baseline. The second one drops the fixed-beam configuration and uses SDMA-beam instead. Both models employ the same number of frequencies as the baseline.
3.1 Fixed-beam varying-frequency model

In the first model, we preserve the 40 fixed-beam formation of the baseline (Model 1) but instead of fixing two frequencies per beam (leading to waste of frequency in beams having less than two associated users) we freely assign frequencies inside the beam. More than two users could be served per beam.

The frequency assignment is based on the cumulative interference concept given by Equation (2.15) but, in this case, with $r_{ij} = 1$ if $i$ and $j$ use the same frequency (note that the slot time equates $FrameDuration$ for all users).

We limit the number of available frequencies to 8 which is equal to that of the baseline. The user could be assigned any of the 8 frequencies as long as the cumulative interference constraints are not violated. There is another exception in that users reside in the same beam should not be assigned the same frequency. This corresponds to the requirement in Chapter 2 providing that no resource overlapping or no interference is allowed inside a beam.

This model can be formulated as a combinatorial optimization problem as

$$\max \ |\{i \in U | f_i \neq 0\}|$$

subject to

$$f_i \in \{0, 1, \ldots, F\},$$
$$f_i = f_j = 0 \text{ or } f_i \neq f_j \ \forall i, j \in U, i \neq j \text{ and } \forall s \in S,$$
$$\sum_{j \in U \setminus \{i\}} \gamma_{ij} \leq \beta_i \ \forall i, j \in U,$$

giving that

- $n$ the number of users,
- $U = \{1, \ldots, n\}$ a set of users,
- $F$ the number of frequencies,
- $m$ the number of satellite beams,
- $S = \{1, \ldots, m\}$ a set of satellite beams,
- $U_s$ the set of users associated to the satellite beam $s$,
- $\beta_i$ the acceptable interference threshold for user $i$ (given that $i$ is assigned to its nearest beam center),
- $\gamma_{ij}$ the interference coefficient of user $j$ towards user $i$ (given that $i$ is assigned to its nearest beam center).
3.2 SDMA-beam varying-frequency model

In the second model, we do not fix the beam positions. Instead, by assuming that unlimited number of beams can be generated, we use SDMA feature to center them over the users: one beam for each user. The user could be assigned any of the 8 frequencies as long as the cumulative constraints are not violated.

By centering the beam over the user, the user gets the highest gain. This yields higher user’s acceptable interference threshold (cf. Chapter 2, Section 6) and in some case lower interference level. This model can be formulated as

$$\max \ |\{i \in U| f_i \neq 0\}|$$

subject to

$$f_i \in \{0, 1, \ldots, F\},$$

$$\sum_{j \in U\setminus\{i\}} \delta_{ij} \leq \alpha_i \ \forall i, j \in U,$$

giving that

- $n$ the number of users,
- $U = \{1, \ldots, n\}$ a set of users,
- $F$ the number of frequencies,
- $\alpha_i$ the acceptable interference threshold for user $i$ (given that a dedicated beam is centered on $i$),
- $\delta_{ij}$ the interference coefficient of user $j$ towards user $i$ (given that a dedicated beam is centered on $i$).

SDMA-beam model is expected to outperform the fixed-beam model. How the SDMA can provide improvement is illustrated in Figure 3.4. In the figure, in both models, three users $U_A$, $U_B$ and $U_C$ are located at the same geographic positions but the beam configuration is different. There are two fixed-position beams in the left model and three SDMA-beams each centered at the users in the right model. Note that each circle is just a simplification of a beam whose size represents a certain value of gain relative to the maximum at the beam center. Assuming that they are assigned with frequency $f_1, f_2, f_3$ respectively, $U_A$ and $U_C$ interfere with each other but the carrier to interference ratio ($C/I$) is higher in the SDMA case: the uplink
signal power \((C)\) of \(UA\) is higher from having a dedicated beam centered to it. The uplink interference power \((I)\) from \(UC\) towards the beam of \(UA\) is farer (hence weaker) compared to that of the fixed-beam model. This is the same case for \(UC\). The performance improvement is shown numerically in Section 5.

For each of the two models mentioned above, we propose two frequency assignment methods which are integer linear programming and greedy algorithm. Both of them are presented below.

### 3.3 Integer linear programming

The linear interference constraints derived in Chapter 2 allow us to formulate the problems using Integer Linear Programming (ILP). Using the same notations given in the previous section, and by defining a binary decision variable \(x_{i,f}\) as

\[
x_{i,f} = \begin{cases} 
1 & \text{if user } i \text{ is assigned with frequency } f, \\
0 & \text{otherwise},
\end{cases}
\]

the problem can be represented by the following ILPs:

\[
x_{i,f} = \begin{cases} 
1 & \text{if user } i \text{ is assigned with frequency } f, \\
0 & \text{otherwise},
\end{cases}
\]
3.3.1 Fixed-beam varying-frequency model

\[
\max \sum_{i=1}^{n} \sum_{f=1}^{F} x_{if} \tag{3.1}
\]

\[
\sum_{f=1}^{F} x_{if} \leq 1 \quad i = 1, \ldots, n \tag{3.2}
\]

\[
\sum_{i \in U_s} x_{if} \leq 1 \quad s = 1, \ldots, m \quad f = 1, \ldots, F \tag{3.3}
\]

\[
\sum_{j=1}^{n} \gamma_{ij} x_{jf} \leq \beta_i + M_i (1 - x_{if}) \quad i = 1, \ldots, n \quad f = 1, \ldots, F \tag{3.4}
\]

\[
x_{if} \in \{0,1\} \quad i = 1, \ldots, n \quad f = 1, \ldots, F \tag{3.5}
\]

The objective (3.1) maximizes the number of assigned users while constraints (3.2) restrict that at most one frequency has to be selected for each user. Constraints (3.3) impose that only different frequencies are allowed inside a beam. Constraints (3.4) concerns the cumulative interference. The constant \(M_i\) has to be large enough to withdraw these constraints if \(i\) is not assigned a frequency \(f\) (\(x_{if} = 0\)). More precisely, we set \(M_i = \sum_{j=1}^{n} \gamma_{ij} - \beta_i\).

3.3.2 SDMA-beam varying-frequency model

\[
\max \sum_{i=1}^{n} \sum_{f=1}^{F} x_{if} \tag{3.6}
\]

\[
\sum_{f=1}^{F} x_{if} \leq 1 \quad i = 1, \ldots, n \tag{3.7}
\]

\[
\sum_{j=1}^{n} \delta_{ij} x_{jf} \leq \alpha_i + N_i (1 - x_{if}) \quad i = 1, \ldots, n \quad f = 1, \ldots, F \tag{3.8}
\]

\[
x_{if} \in \{0,1\} \quad i = 1, \ldots, n \quad f = 1, \ldots, F \tag{3.9}
\]

This model is similar to the previous one except that there is no constraint inside a satellite beam. The \(\alpha\) and \(\delta\) are different from \(\beta\) and \(\gamma\) since the beams are now centered at the users. In this model, we could also set \(N_i = \sum_{j=1}^{n} \delta_{ij} - \alpha_i\).

3.4 Greedy algorithms

Solving the ILP formulations provides optimal solutions for small instances. For large-sized instance, the ILP solver requires long calculation time to solve
to optimality. In fact, for our problem, short calculation time is preferred in order to cope with demand change or user mobility (adding or removing users between superframes). According to this, we consider heuristic approach such as greedy algorithm.

Greedy algorithm is simple, fast, and based on a no-look-back principle that the decision made in the previous steps cannot be changed. In other words, the decision in the current or next steps should not nullify the past decisions. Nonetheless, the performance of the greedy algorithm could not be guaranteed and is mostly depended on how the algorithm is customized to the problem or problem data.

We propose greedy algorithms taking \( n \) (the number of users) iterations to assign each user a frequency from a set of available frequency \{1, \ldots, F\}. At each iteration, a user is selected according to a given criterion named user priority rule. Then, the selected user is either assigned a frequency or rejected according to a second criterion, the frequency priority rule. The assigned frequency should not create excessive interference to the already assigned users. The greedy algorithms are provided as following:

3.4.1 Fixed-beam varying-frequency model

Greedy algorithm for this model is provided in Algorithm 1. Let \( Q \) denotes a set of users that have not been assigned a frequency yet. Initially we have \( Q = U \). \( f_i \) denotes the frequency allocated to user \( i \). All users are initialized with \( f_i = 0 \). At each step of the greedy algorithm, a user \( i \) is removed from \( Q \) and is either rejected or assigned a frequency if \( 1 \leq f_i \leq F \) and \( f_i = 0 \) indicates that user \( i \) is rejected.

**Input:** \( n, F, \beta, \gamma \)

**Output:** \( f \)

1. \( f_i \leftarrow 0, \forall i = 1, \ldots, n \)
2. for \( q = 1 \) to \( n \) do
3. \( i \leftarrow \text{selectUser}(n, F, \beta, \gamma, f) \)
4. \( f_i \leftarrow \text{selectFrequency}(i, n, F, \beta, \gamma, f) \)
5. end

**Algorithm 1:** Greedy algorithm

There are many ways to select the users in \( \text{selectUser} \) function. Users could be ordered statically in that once the order is fixed, it remain unchanged throughout the calculation. Or users could be ordered dynamically in that the order is determined at each iteration based on the predefined rule. For example, we may use the interference margin, where the margin \( M(i, f) \) of a user \( i \in Q \) for a frequency \( f \) is given by \( M(i, f) = \beta_i - \sum_{j \in U \setminus Q \cup \{i\}} \gamma_{ij} \).
This margin corresponds to the positive or negative slack of the cumulative interference constraint for user $i$ if it is assigned a frequency $f$.

As a preliminary result, we observed that the user priority rule aimed at selecting first the most constrained users in terms of available frequencies while it is well known that, with this environment, the DSATUR algorithm for standard graph coloring problem gives bad results. We thus consider a kind of hybrid reverse DSATUR rule by alternately selecting (1) the user having the largest number of available frequencies and (2) the user having maximum interference with the previously assigned users.

In fact, we tested two following user priority rules:

- **Lexicographic**: the user with the smallest number is selected,

- **Hybrid**: the user having the largest number of available frequencies is selected. A frequency $f$ is available for user $i \in Q$ if $M(i, f) \geq 0$ and if for all users $j \in U \setminus Q$ that have already been assigned frequency $f$, $M(j, f) \geq 0$. In case of a tie, we select the user having the largest total margin for all its available frequencies. Let $i$ denotes the selected user with this rule. For the next iteration, we select the user having maximum interference with $i$, i.e. the user $j$ maximizing $\gamma_{ij} + \gamma_{ji}$ and we alternate the two rules.

For the frequency selection ($\text{selectFrequency}$ function), we tested two following frequency priority rule:

- **Lexicographic**: the smallest available frequency is selected,

- **Most used**: the most used available frequency is selected. In case of a tie, we select the frequency $f$ that maximizes the sum of margins $M(j, f)$ for all users $j \in Q$.

In both user and frequency selections, we verify also that the frequency has not already been used inside the same satellite beam.

### 3.4.2 SDMA-beam varying-frequency model

In this model, we assign each user a dedicated satellite beam. Greedy algorithms for this model is similar to the previous one except that we

- Replace $\beta$ and $\gamma$ with $\alpha$ and $\delta$,

- Do not consider frequency reuse inside a satellite beam.

The proposed greedy algorithms run in $O(n^2 F)$ time.
4 Beam moving algorithm

4.1 Beam moving procedure given a fixed frequency assignment

To further improve the results from the ILPs and greedy algorithms, we propose a subsequent non-linear local optimization, called Beam Moving algorithm. This algorithm exploits the benefit of SDMA technology by moving a number of satellite beams in high interference areas from their center positions.

In fact the $\delta_{ij}$ and $\alpha_i$ in Equations (2.16) and (2.17) can be written as functions of user position $(u, v)$ and beam position $(b_u, b_v)$ which are

$$\delta_{ij} = D \cdot K_j \cdot G_{Sat}(u_i, v_i, b_{u_j}, b_{v_j}),$$

$$\alpha_i = K_i \cdot G_{Sat}(u_i, v_i, b_{u_i}, b_{v_i}) \cdot (1 - AD - BD).$$

The terms $D$ and $(1 - AD - BD)$ are constant. We will keep the user position fixed but alter the beam position; as a result, both $\delta_{ij}$ and $\alpha_i$ change. Nonetheless, the changes are non-linear as of the non-linear antenna gain shown previously in Figure 2.2.

Beam Moving algorithm is shown in Algorithm 2. It takes the output solution $(f)$ from either ILP or greedy algorithm and the user position $u, v$ as its input, identifies the unassigned users, and, for each of these users, moves the most $k$ interfering beams and tries to reassign that user a frequency $f_{BM} \in F$.

Let $i$ denotes an unassigned user from the previous calculation ($f_i = 0$), the algorithm selects (Step 5) a test frequency $f_{BM}$, and identifies (Steps 6-7) a set of interferers $U$ containing all users $j$ having $x_{jf} = 1, \forall j \in U$ (all unassigned users are excluded). A set $B$ which contains beam positions of $U$ is also created.

$U$ and the corresponding $B$ are then tested with LinkBudget function. This function gives "margins" between the interferer $U$’s current signal to noise ratios and their required signal to noise ratio thresholds. The idea is to check if these margins are not too low before we actually perform the beam move. To proceed with beam move, these margins should not be lower than $MAXINEG$ parameter. If not, the remaining frequencies are tried or the user $i$ is rejected. This margin test is based on the fact that when a beam is moved from its center, the corresponding antenna gain is reduced and the associated user’s signal to noise ratio is decreased. Moving beams of these interferers will decrease their signal to noise ratio margins. If the margins are too low, the beams could not be moved too far from their centers.
Input: $F, u, v, f, \alpha, \delta, k, MAXINEG, UTVAR$

Output: Updated $f, b_u, b_v$

1. $b_{u_i} \leftarrow u_i, \forall i = 1, \ldots, n$
2. $b_{v_i} \leftarrow v_i, \forall i = 1, \ldots, n$
3. for $i = 1$ to $n$ do
   4.     if $f_i = 0$ then
   5.         for $f_{BM} = 1$ to $F$ do
   6.             $U \leftarrow \{u_j; v_j\} | f_j = f_{BM} \ \forall j = 1, \ldots, n$
   7.             $B \leftarrow \{b_{u_j}; b_{v_j}\} | f_j = f_{BM} \ \forall j = 1, \ldots, n$
   8.             margin $\leftarrow$ LinkBudget($U, B$)
   9.             if $\min(\text{margin}) > MAXINEG$ then
      10.                bool, bsol $\leftarrow$ BeamMove($i, U, B, k, UTVAR$)
      11.                if bool $= 1$ then
      12.                       $b_u, b_v \leftarrow \text{bsol}$
      13.                       $f_i \leftarrow f_{BM}$
      14.                       Break
      15.                else
      16.                   $f_i \leftarrow 0$
      17.                end
   18.         end
   19.     end
   20. end

Algorithm 2: Beam Moving algorithm
Let $K \subseteq U$ consists of a set of users whose beams will be moved. The parameter $k$ defines the number of strongest interferers to the unassigned user $i$ that are included in the set $K$.

The parameter $UTVAR \in (0, 1)$, if set to 1, tells the algorithm to replace the least interferer in the set $K$ with $i$ thus including beam of user $i$ in the move.

In Step 10 (see also Algorithm 3), the beams of users in the set $K$ are continuously moved from their center positions $(u_{0}^{(k)}, v_{0}^{(k)})$. In each move the new positions are evaluated if the corresponding signal to noise ratios violate the link budget constraints. Any move that violates these constraints is rejected.

**Algorithm 3: BeamMove function**

The move, while reducing signal to noise ratios of the interferers, could benefit the unassigned user by reducing its tentative interference level. The signal to noise ratio of the user $i$ is also tested, which if passes (allowing assigning the test frequency $f$ to user $i$), the move terminates. Perhaps this could be easily viewed as Robin Hood’s concept "robs from the rich and gives to the poor".

The move problem we want to solve can be represented as:

$$
\min \sum_{k \in K} || (u_{0}^{(k)} - u_{k})^2 + (v_{0}^{(k)} - v_{k})^2 ||^2,
$$

(3.12)
\begin{equation}
\left( \frac{C}{N + I} \right) \left( u_i, v_i, u_0^{(i)}, v_0^{(i)} \right) \geq \left( \frac{C}{N} \right)_{\text{Required}} \tag{3.13}
\end{equation}

subject to

\begin{equation}
\left( \frac{C}{N + I} \right) \left( u_k, v_k, u_0^{(k)}, v_0^{(k)} \right) \geq \left( \frac{C}{N} \right)_{\text{Required}} \quad \forall k \in K. \tag{3.14}
\end{equation}

If a decent move could not be found within a number of iterations defined by MAXITER, each of the remaining frequencies is tried. If all frequencies have been tried and there is no possible solution, the user \( i \) is rejected and the algorithm moves to next unassigned users.

Figure 3.5 shows an example of frequency assignment for 5 users with their beams centered on them. Four users can be allocated with the Frequency 1 or 2 as shown next to the users. Frequency 0 means that the user cannot be assigned a frequency. The corresponding \( \alpha_i \) and \( \delta_{ij} \) are shown in Table 3.1.

![Figure 3.5: A frequency assignment example.](image)

If we assign a frequency to the unassigned user, the cumulative interference will surpass the acceptable interference threshold (the difference becomes negative) as shown in the Table 3.2 with Frequency Set 2 and 3. These allocations are not allowed.

Result of Beam Moving algorithm is shown in Figure 3.6. Frequency 1 was tested at the unassigned users. In order to reduce interference incurred from this assignment, beams of the two interferers (those already assigned with Frequency 1) and the unassigned user’s beam itself are moved. The move allows us to confirm Frequency 1 assignment. Note that the algorithm searches for the minimum move distance from the center positions.
4 Beam moving algorithm

4.2 Closed-loop implementation

Table 3.1: $\alpha$ and $\delta$ of the users in the given example.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\alpha_i \times 10^{19}$</th>
<th>$\delta_{ij} \times 10^{19}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.10</td>
<td>0.04</td>
</tr>
<tr>
<td>2</td>
<td>8.08</td>
<td>0.67</td>
</tr>
<tr>
<td>3</td>
<td>9.31</td>
<td>0.57</td>
</tr>
<tr>
<td>4</td>
<td>9.64</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>8.05</td>
<td>86.29</td>
</tr>
</tbody>
</table>

Table 3.2: Cumulative interference constraints of the users in different frequency sets.

<table>
<thead>
<tr>
<th>$i$</th>
<th>Freq set 1 Constraints</th>
<th>Freq set 2 Constraints</th>
<th>Freq set 3 Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>-4.46</td>
<td>7.83</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6.31</td>
<td>6.94</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>9.31</td>
<td>-47.42</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>-4.03</td>
<td>-49.50</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>8.04</td>
<td>7.47</td>
</tr>
</tbody>
</table>

* $(\alpha_i - \sum_{j \in \text{Interf}} \delta_{ij})$

4.2 Closed-loop implementation

The ILP solver or the greedy algorithm would have more possibility to find the optimal solution or provide a better feasible solution if an initial feasible solution is given. Consider an iteration as a combination of ILP - Beam Moving algorithm or Greedy algorithm - Beam Moving algorithm. We propose the closed-loop implementation in that, in the next iteration of ILP or greedy algorithm, the frequency assignment result from Beam Moving algorithm is used as their initial solution. The moved beam positions are used for updating the $\alpha_i$ and $\delta_{ij}$ values. This method is actually a hill-climbing heuristic for solving the integrated frequency assignment/beam positioning mixed-integer non linear problem.

The ILP starts with the new initial solution, continues to improve the solution, and by the given CPU time, outputs the best found solution.

We implemented two variations of greedy algorithm. The first variation (Greedy 1) considers both the frequency assignment result and the updated $\alpha_i$ and $\delta_{ij}$ values and works further on the unassigned users. The second
variation (Greedy 2) only considers the updated $\alpha_i$ and $\delta_{ij}$ values and restarts the frequency assignment from scratch.

5 Computational experiments

The ILP formulations are solved using IBM/ILOG CPLEX [79]. The greedy algorithm is coded in C++. We tested the proposed algorithms with $F = 8$; increasing stepwise the number of users by 20 from 20 to 200 users with 100 instances each. The user positions are randomly generated and uniformly distributed over the service area defined by a set of geographic coordinates $u = [-0.043980, 0.048520]$ and $v = [-0.021152, 0.012348]$. The results were obtained on a 2.7GHz Intel Core i5 machine with 4GB RAM. The CPU times for the ILP resolutions were limited to 60s, 120s, and 180s after which the best integer solution was obtained. The CPU times for the greedy algorithm were negligible. The Beam Moving algorithm was performed with the maximum of 40 iterations for each unassigned users with no limitation on the calculation time.

The Beam Moving algorithm is coded in Matlab [119]. The function fmincon with active-set algorithm is used for computing the minimum move distance according to the given non-linear constraints.

The proposed models are denoted as follows:

- Model 1: fixed-beam binary interference
• Model 2: fixed-beam varying-frequency
• Model 3: SDMA-beam varying-frequency

We first present a comparison of the greedy algorithms from both Model 2 and Model 3. Table 3.3 reports the average number of accepted users over 1,000 instances. The results of the greedy algorithms are very close. It is difficult to give better results than the simple lexicographic rules which is consistent with the results previously obtained in [78]. The algorithm that uses Hybrid and Most used rules gives the best result. As of this, we use it for further performance comparison with the results from ILP and Beam Moving.

Table 3.3: Average number of accepted users over 1,000 instances.

<table>
<thead>
<tr>
<th></th>
<th>Fixed-beam</th>
<th>SDMA-beam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexicographic (user + frequency)</td>
<td>64.20</td>
<td>93.83</td>
</tr>
<tr>
<td>Lexicographic (user) + Most used (frequency)</td>
<td>64.28</td>
<td>93.84</td>
</tr>
<tr>
<td>Hybrid (user) + Most used (frequency)</td>
<td>65.38</td>
<td>94.19</td>
</tr>
</tbody>
</table>

Figure 3.7 presents performance comparison in term of the average number of accepted (served) users. Results of Model 1 are saturated at close to 80 users which is the maximum number of users that the model can support. Model 2 Greedy gives slightly better results than that of Model 1. A lot of improvement can be seen in Model 3 Greedy compared to both Model 2 Greedy and Model 2 ILP. This confirms the benefit of using SDMA since even a simple greedy algorithm can take advantage of the offered flexibility to assign more users than with the fixed-beam technology. There is indeed a significant improvement from Model 3 greedy solutions compared to the Model 2 solutions that were proved optimal by Model 2 ILP.

Model 3 ILP gives the best results; nonetheless, the performance gap between it and Model 3 Greedy is small at up to 120 users. The gap increases at 140-180 users then at 200 users the gap decreases again. The gap for Model 2 pair follows the same manner. The degradation indicates that the ILP needs longer time to solve the problem. The difference between Model 2 ILP and Model 3 ILP is the prohibition of using the same frequency inside the same beam. This makes the Model 2 ILP a difficult problem to solve than Model 3 ILP. This can also be seen from the number of optima found from these models in Table 3.4.

In order to determine the performance of the ILP, we increased the solving time to 120s and 180s. We can gain a few more optima at 120 and 140 users but none afterwards, see Table 3.5.
Table 3.4: Number of optima provided by ILP Model 2 (fixed-beam) and Model 3 (SDMA-beam).

<table>
<thead>
<tr>
<th>Number of users</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>120</th>
<th>140</th>
<th>160</th>
<th>180</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-beam Model</td>
<td>100</td>
<td>100</td>
<td>95</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SDMA-beam Model</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>97</td>
<td>54</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.6 presents lower bounds and upper bounds for ILP180s. These large gaps signify that the ILP formulation yields poor relaxations.

To proceed to the subsequent improvement, firstly, we tested 32 configurations of $k$-MAXINEG-UTVAR for the Beam Moving algorithm over 20 instances of 200 users. Test results are provided in Figure 3.8. It can be seen that increasing any of $k$ (the number of moved beams: from 3 to 10) or MAXINEG (the minimum margin to the required signal to noise ratio: from 1 to 2) or enabling UTVAR (exclude (0) or include (1) the unassigned user’s beam to the move) yields higher number of reassigned users, at an expense of longer calculation time. Both configuration 7-2-0 ($k = 7$, MAXINEG = 2, UTVAR = 0) and 6-2-1 provide good performances with acceptable calculation times. We pick configuration 7-2-0 for improving the results from the ILP and greedy
Table 3.5: Number of optima provided by ILPs.

<table>
<thead>
<tr>
<th>Number of users</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>120</th>
<th>140</th>
<th>160</th>
<th>180</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILP60s</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>97</td>
<td>54</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ILP120s</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>61</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ILP180s</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>67</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.6: Average upper and lower bounds for ILP180s.

<table>
<thead>
<tr>
<th>n</th>
<th>LB</th>
<th>UB</th>
<th>(\frac{(UB - LB)}{UB})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min.</td>
<td>avg.</td>
<td>max.</td>
</tr>
<tr>
<td>120</td>
<td>119.79</td>
<td>119.81</td>
<td>0.00</td>
</tr>
<tr>
<td>140</td>
<td>138.17</td>
<td>139.18</td>
<td>0.00</td>
</tr>
<tr>
<td>160</td>
<td>151.07</td>
<td>158.21</td>
<td>1.25</td>
</tr>
<tr>
<td>180</td>
<td>160.69</td>
<td>177.19</td>
<td>5.06</td>
</tr>
<tr>
<td>200</td>
<td>165.22</td>
<td>194.36</td>
<td>9.33</td>
</tr>
</tbody>
</table>

algorithm.

Figure 3.9 displays, for each algorithm and number of users, the average number of accepted users in the computed frequency assignment plans. The greedy algorithm performs as good as the other two ILPs at up to 120 users (ILP can solve to optima for all or almost all of 100 instances up to this point). For 140-200 users, the performance gap becomes larger as the number of user increases. Performance degradation is found in ILP60s at 200 user instances, contrast to that of ILP180s. This signifies that, though not reaching the optima, the ILP needs more time for a larger instance to provide a better results.

Beam Moving gives performance improvement for both greedy algorithm and ILP. Significant improvements can be seen in the greedy algorithm case. It could provide comparable results at 200 users compared to ILP60s. Nonetheless, the algorithm’s calculation time is high, see Table 3.7 and 3.8.

The results for closed-loop simulations are shown in Table 3.9. Greedy 1 continuously improves the solutions over the iterations and approaches saturation after Iteration 3. Degraded performance is found for Greedy 2 in ILP Iteration 2 and 3. These are caused by restarting frequency assignment from scratch. For both ILPs, small improvement can be seen in the second iteration but no improvement in the third. ILPs converge to the saturation faster than Greedy algorithms.
Figure 3.8: Average number of reassigned users and calculation time per reassigned user for different beam moving configurations over 20 instances of 200 users with, (a) UTVAR=0 and (b) UTVAR=1.
Figure 3.9: Average number of accepted users before and after beam moving for Greedy algorithm and (a) ILP 60s or and (b) ILP 180s.
Table 3.7: Average calculation time (s) performed by Beam Moving algorithm.

<table>
<thead>
<tr>
<th>Number of users</th>
<th>80</th>
<th>100</th>
<th>120</th>
<th>140</th>
<th>160</th>
<th>180</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy</td>
<td>9.19</td>
<td>22.85</td>
<td>67.60</td>
<td>241.67</td>
<td>570.69</td>
<td>1017.28</td>
<td>1542.53</td>
</tr>
<tr>
<td>ILP60s</td>
<td>-</td>
<td>-</td>
<td>13.57</td>
<td>29.65</td>
<td>125.26</td>
<td>365.21</td>
<td>1032.01</td>
</tr>
<tr>
<td>ILP180s</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>28.40</td>
<td>114.91</td>
<td>272.85</td>
<td>622.00</td>
</tr>
</tbody>
</table>

Table 3.8: Average calculation time (s) per reassigned users performed by Beam Moving algorithm.

<table>
<thead>
<tr>
<th>Number of users</th>
<th>80</th>
<th>100</th>
<th>120</th>
<th>140</th>
<th>160</th>
<th>180</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy</td>
<td>9.19</td>
<td>12.45</td>
<td>31.91</td>
<td>44.90</td>
<td>62.26</td>
<td>95.75</td>
<td>129.68</td>
</tr>
<tr>
<td>ILP60s</td>
<td>-</td>
<td>-</td>
<td>13.57</td>
<td>26.84</td>
<td>68.70</td>
<td>108.54</td>
<td>119.76</td>
</tr>
<tr>
<td>ILP180s</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>28.40</td>
<td>67.66</td>
<td>104.86</td>
<td>125.12</td>
</tr>
</tbody>
</table>

6 Conclusion

The baseline model with binary interference is simple and clearly shows the relation between the frequency assignment problem and graph coloring. It serves as a starting point for developing the subsequent models and solving methods which are ILP formulations, greedy algorithms and non-linear continuous algorithms. All of these consider cumulative interference which makes the calculation a lot more complicated but more realistic.

The greedy algorithm, though simple, but is very fast and efficient enough to provide comparable results to ILP up to a certain number of users. ILP can give optimal results but require long calculation time. Nonetheless, ILP could be improved further using a technique such as column generation.

By utilising SDMA, the Beam Moving algorithm offers performance improvement for both ILP and greedy algorithm; the latter gains significant improvement. Closed-loop implementation provides further improvement yet marginal and requires long CPU time. To improve these results, a fast heuristic to solve the continuous optimization problem could be designed. Furthermore, an integrated approach where frequency allocation and beam position are determined simultaneously and not sequentially, could be proposed. This yields highly complex mixed non-linear integer programming formulations.
<table>
<thead>
<tr>
<th></th>
<th>Iteration 1</th>
<th>Iteration 2</th>
<th>Iteration 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ILP</td>
<td>BD *</td>
<td>ILP</td>
</tr>
<tr>
<td>Greedy 1</td>
<td>69.15</td>
<td>75.29</td>
<td>76.05</td>
</tr>
<tr>
<td>Greedy 2</td>
<td>69.15</td>
<td>75.29</td>
<td>70.27</td>
</tr>
<tr>
<td>ILP 60s</td>
<td>76.53</td>
<td>81.05</td>
<td>81.58</td>
</tr>
<tr>
<td>ILP 180s</td>
<td>82.66</td>
<td>85.49</td>
<td>85.53</td>
</tr>
<tr>
<td>No. ** (Greedy 1)</td>
<td>-</td>
<td>100</td>
<td>73</td>
</tr>
<tr>
<td>No. ** (Greedy 2)</td>
<td>-</td>
<td>100</td>
<td>7</td>
</tr>
<tr>
<td>No. ** (60s)</td>
<td>-</td>
<td>100</td>
<td>14</td>
</tr>
<tr>
<td>No. ** (180s)</td>
<td>-</td>
<td>100</td>
<td>4</td>
</tr>
</tbody>
</table>

* (Beam moving), ** (Number of improved solutions)
Multiple carrier models

1 Introduction

By means of multiple carrier models, the frequency assignment problems are not limited to unity user demand. User can request for one or more frequency and, in case of multiple frequencies, the frequencies should be assigned in blocks of \( f_n, f_{n+1}, \ldots, f_{n+d_i-1} \) where \( d_i \) is the frequency demand for user \( i \). Interference will be treated first as binary and then cumulative. Unlike the single carrier models that the interference overlapping ratio is 1 (one frequency over same period of time), here, the interference overlapping ratio is between 0 and 1 inclusive. The objective remains the same that is to serve as many users as possible. Nonetheless, in some parts of this chapter, another objective is included which is to provide complete assignment to all users using the lowest number of frequencies.

Since utilising SDMA to center the beams over the users gives superior performance than the fixed beam cases, we will consider only SMDA-based models.

We will begin with binary interference models in Section 2. First we underline the similarities between the multiple frequency assignment problem and a class of scheduling problem and then as an interval graph coloring problem. At the end of the section, we also propose an ILP formulation for the problem. In Section 3, the scheduling model and the ILP model are extended further to cope with the cumulative interference. We also propose other ILP variations by treating the frequency index and overlapping area differently.

All the models proposed so far consider frequency assignment within the same time period. In Section 4, we attempt to include assignment in time. User demand then consists of both frequency and time. We propose a 2-dimensional (2D) ILP model for this problem.
The models are tested with 1,000 randomly generated instances: 100 instances of 20, 40, ..., 200 users, which are the same set of instances used in Chapter 3. Test results are shown and compared in the Computational experiments section. Conclusions are provided at the end of the chapter.

2 Multiple carrier models with binary interference

In this section we present three models for the multiple carrier frequency assignment problem with binary interference constraints. Since frequency assignment is closely related to graph coloring, we can model the problems in several ways. Here, we provide models based on scheduling, interval coloring, and ILP.

2.1 Binary interference

In the previous chapter, we consider binary interference between the satellite beams which are placed in a fixed-pattern manner. This binary interference is no longer valid for the SDMA-beam case where beams are centered at users. Instead of creating new binary interference matrices, we construct them based on our existing test instances (100 instances of each of 20, 40, ... 100 users). Binary interference between user \(i\) and \(j\) denoted by \(\Delta_{ij}\) is generated from interference coefficients \(\delta_{ij}\) according to the following definition:

\[
\Delta_{ij} = \begin{cases} 
1, & \text{if } \delta_{ij} \geq LF \cdot \overline{\delta_{ij}} \lor \delta_{ji} \geq LF \cdot \overline{\delta_{ij}}, \\
0, & \text{otherwise.}
\end{cases}
\]  

(4.1)

\(LF \in [0, 1]\) corresponds to a loading factor and \(\overline{\delta_{ij}} = \frac{\sum_{k} \delta_{ij} k_{ij}}{\sum_{k} k_{ij}}\) if \(\delta_{ij} \geq 0\) corresponds to the mean of all non-zero \(\delta_{ij}\) values.

\(LF\) determines how load the binary interference matrix is. If it is set to 1, binary interference between user \(i, j\) presents if either one of their interference coefficients is not less than the mean \(\overline{\delta_{ij}}\). The lower the \(LF\) the more load the binary interference matrix is.

Note that \(\delta_{ij} \neq \delta_{ji}\) since we consider the perceived interference at the satellite while distances between the satellite and the two users are different, but, for binary interference, it is necessary to set \(\Delta_{ij} = \Delta_{ji}\). According to Equation (4.1), they are set to 1 if any of the \((\delta_{ij}, \delta_{ji})\) pair is greater than the \(LF \cdot \overline{\delta_{ij}}\) value.

Nonetheless, to ensure that the binary interference is a good estimation of the actual interference, we need to verify that each of the feasible solutions based on this binary interference constraints does not violate the actual cumulative interference constraints. In case of violation, \(LF\) should be reduced in order to induce more binary interference relations.
2.2 Scheduling

According to Pinedo [133], scheduling is a decision making process that deals with the allocation of resources to tasks over given time periods while the resources and tasks can take many different forms so as to the objectives.

Scheduling is a large and broad subject and mostly concern industrial applications. In a paper proposed by de Werra [39], a link between chromatic scheduling, graph coloring, and frequency assignment is established. Nonetheless, to our knowledge, research considering scheduling and frequency assignment problem explicitly is rare. Yet, we find that it is interesting to model our frequency assignment problem as a scheduling problem.

If we treat a user as a task or an operation and user demand (in number of frequencies) as the task’s processing time. Maximizing the number of assigned users in frequency assignment problem could be viewed as maximizing the number of scheduled tasks or operations having their common deadlines equal to the number of available frequencies in scheduling problem. Binary interference constraints between each couple of users can be treated as non-overlapping constraints between each couple of tasks.

If instead we consider a common parameter in scheduling problem, the makespan \( C_{\text{max}} \), we could link it to frequency assignment problem in that minimizing the total makespan of the schedule gives us the minimum number of frequencies used for a complete frequency assignment (all users are assigned).

In fact, our multiple carrier frequency assignment problem with binary interference could be viewed as a disjunctive scheduling problem without precedence constraints.

A disjunctive scheduling is also commonly defined as a set of uninterrupted tasks with fixed durations that have to be performed on a set of machines while the machine can handle one task at a time [27]. The goal in this case is to order the tasks on the different machines according to the objective such as minimizing the total makespan of the schedule. Binary interference in our frequency assignment problem can be treated as disjunctive constraints in that two interfering users refer to two non-overlapping tasks. In non-interference case, tasks can be overlapped. As we explain in the next section, this overlapping can be viewed as having tasks processed on different machines.

2.2.1 Disjunctive graph and clique

The problem can be represented by a disjunctive graph \( G = (V, E) \) in which the vertices represent the users and an edge between two vertices represent their binary interference pair. Each edge of this disjunctive graph is treated as a disjunctive or non-overlapping constraint in scheduling.
We can model our scheduling by directly including each of these constraint pairs. Consider \( n \) as a number of vertices, there are at most \( n(n - 1)/2 \) disjunctive constraints. Alternatively, we can choose to deal with a group of constraints using maximal cliques concept.

A clique in a graph is defined as a subset of the vertices such that every two vertices in the subset are connected by an edge. A maximal clique is a clique that cannot be extended by including one more adjacent vertex, that is, a clique which does not exist exclusively within the vertex set of a larger clique.

A maximal clique in this case consists of a group of users that are all interfered, i.e., in terms of scheduling, a machine shared by a group of tasks. By dealing with maximal cliques in the scheduling is similar to dealing with groups of constraints simultaneously which may lead to more efficient approaches. Among others (see e.g. [15]), the well known edge finding technique is able to detect implied precedence relations given the time windows of a set of tasks sharing the same machine.

The problem is that there may be an exponential number of maximal cliques given an arbitrary binary interference graph.

Below is an example of a disjunctive graph with \{1, 2\}, \{2, 3\}, \{2, 4\}, \{3, 5\} and \{4, 5, 6\} as its maximal cliques.

![Figure 4.1: A disjunctive graph.](image)

A clique can be viewed as a machine in disjunctive scheduling. In this example, there are 5 machines \( m_1, ..., m_5 \). We can represent these machines by a binary matrix with rows for machines \( m_1, ..., m_5 \) and columns for tasks 1, ..., 6 as

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1
\end{bmatrix}
\]

Tasks associated to the same machine cannot be overlapped. According to this disjunctive graph, if we model the disjunctive constraints directly, 7 pairs
of constraints are needed. If we use maximal clique concept, we can model the constraints based on 5 cliques.

2.2.2 Disjunctive scheduling models

By considering a user as a task $i$ and its frequency demand $d_i$ as a processing time, we can model the equivalent scheduling problem as following:

For a minimum makespan problem, let the variable $f_i$ denotes the starting time of the task $i$ and the problem can be modelled as

$$\min \ C_{\text{max}}$$

subject to

$$C_{\text{max}} - f_i \geq d_i, \ \forall i,$$  \hspace{1cm} (4.3)

$$f_i \geq 0, \ \forall i,$$  \hspace{1cm} (4.4)

$$f_i - f_j \geq d_j \vee f_j - f_i \geq d_i, \ \forall i,j \in I.$$  \hspace{1cm} (4.5)

Set $I$ contains all the pairs of tasks that are independent (non-overlapping) to one another. These pairs correspond to the pairs of vertices of the disjunctive graph mentioned above.

In case of cliques, set $I$ is replaced with a number of sets which each contains tasks that are all independent. Constraint (4.5) becomes

$$f_i - f_j \geq d_j \vee f_j - f_i \geq d_i, \ \forall i,j \in C, \forall C \in C.$$  \hspace{1cm} (4.6)

where $C$ is the set of all considered cliques.

Equations (4.5) and (4.6) are equivalent provided that $C$ is a set of cliques of the disjunctive graph such that each disjunctive constraint is included in a clique of $C$. This holds true in particular if $C$ is the set of maximal cliques. The minimum makespan problem described above is equivalent to minimising the number of frequencies to serve all users with no interference.

Maximizing the number of scheduled tasks with a common due date $BW$ is equivalent to minimizing the number of tardy tasks with a common due date $BW$, which is

$$\min \ \sum_{i=1}^{n} U_i$$

$$U_i = \begin{cases} 1, & \text{if } f_i + d_i \geq BW, \\ 0, & \text{otherwise}, \end{cases}$$  \hspace{1cm} (4.8)
subject to (4.5) and (4.6).

This scheduling problem is equivalent to the FAP with maximization of the number of served users with no interference. Remark that when the interference graph is complete, there is a single maximal clique, i.e. a single machine. The corresponding scheduling problem is denoted \(1|D_i = D| \sum U_i\) and is simply solved by sorting the tasks with the SPT rule (shortest processing time) and by scheduling the maximum number of tasks before \(D\) in that order. For the general case, the problem is NP-hard as it includes for instance the job-shop problem. \(^1\)

These models are solved by CP Optimizer in [79]. Results are shown in the Computational experiments sections.

### 2.3 Interval graph coloring

Graph coloring is one of the most studied NP-hard combinatorial optimization problems [59]. There are a large number of variations and generalizations of graph coloring to cope with different applications. This includes interval coloring which is introduced by Punter [134].

Punter [134] introduced the concept of vertex-composite graphs coloring to model a school timetabling problem with lectures of different lengths. According to Golumbic [64], this concept is a version of an interval coloring of a weighted graph. This idea is further elaborated in Clementson and Elphick [32] and de Werra and Hertz [40] while an exact coloring algorithm is provided by Čangalović and Schreuder [155].

In [22], Bouchard et al. generalizes interval coloring to determine a bandwidth coloring with minimum difference between the largest and the smallest colors used. This is, in fact, a minimum span problem.

Our frequency assignment problem can be modelled by a weighted graph \(G = (V, E, c)\) with the vertices \(V\) representing users, the edges \(E\) representing binary interference, and the weights \(c\) representing the frequency demand. A graph \(G\) is considered having an interval k-coloring if \(c_i \in c\) distinct and consecutive integers from the set \(\{1, 2, \ldots, k\}\) are assigned to each \(v_i \in V\) in such a way that no two adjacent vertices have a color in common. The interval chromatic number of the graph \(G\) denoted by \(\chi(G)\) is the smallest number \(k\) such that \(G\) has an interval k-coloring; the corresponding coloring is optimal.

Finding the interval chromatic number of the graph is similar to solving a frequency assignment problem by assigning frequency to all of the users using the lowest number of frequencies.

\(^1\)The notation \(D_i\) is used instead of \(d_i\) which is generally encountered in scheduling since in this thesis \(d_i\) stands for the user demand.
Bouchard et al. [21] discussed about k-interval graph coloring problem with a minimum number of conflicting edges whereas an edge is said to be conflicting if the two corresponding vertices have common colors. Assigning as many users as possible based on a number of available frequencies could also be dealt by k-interval graph coloring; nonetheless, in this case, not all the vertices are colored. Instead, the problem is to maximize number of colored vertices.

\section*{2.4 Integer linear programming}

For binary interference case, overlapping between two users $i, j$ is allowed if they are not connected by an edge in the interference graph. Define a set $D$ which contains pairs of $i, j$ whose edges exist in this graph. Let $f_i$ and $f_j$ the starting frequency of user $i, j$; $d_i$ and $d_j$ their corresponding frequency demands, $BW$ the available bandwidth and

\[ x_i = \begin{cases} 1 & \text{if user } i \text{ is assigned}, \\ 0 & \text{otherwise}. \end{cases} \]

The ILP formulation is given as

\begin{align*}
\max & \sum_{i \in U} x_i & & (4.9) \\
f_j & \geq f_i + d_i - BW(1 - y_{ij}) - BW(2 - x_i - x_j) & & \forall i, j \in D \quad (4.10) \\
y_{ij} & + y_{ji} \leq 1 & & \forall i, j \in U, d_i \geq d_j \quad (4.11) \\
y_{ij} & \in \{0, 1\} & & \forall i, j \in U \quad (4.12) \\
x_i & \in \{0, 1\} & & \forall i \in U \quad (4.13) \\
0 & \leq f_i \leq BW - 1 & & \forall i \in U \quad (4.14)
\end{align*}

We define binary variable $y_{ij}$ and $y_{ji}$ such that $y_{ij} = 1 \implies f_j \geq f_i + d_i$, constraints (4.10) impose non-overlapping between $i, j \in D$. Here $f_i$ variables do not need be integer as $x_i, y_{ij}$ and $d_i$ being integer ensure that integer values can be derived from any continuous $f_i$ value satisfying constraints (4.10).

\section*{3 Multiple carrier models with cumulative interference}

To cope with cumulative interference, models presented in the previous sections can be extended. Binary interference constraints should be replaced
with cumulative interference constraints. Overlapping is allowed as long as the interference does not exceed the limit value.

### 3.1 Scheduling

By using cumulative constraints, we can no longer use concept of maximal clique. Nonetheless, the problem can still be treated as a scheduling problem but how the constraints are handled is different. Tasks can be overlapped and the overlap length should be taken into consideration in the constraints.

Let $o_{ij}$ the overlap length between task $i$ and $j$. The minimum makespan problem can be modelled as

\[
\min C_{\text{max}} \quad (4.15)
\]

subject to

\[
C_{\text{max}} - f_i \geq d_i, \quad \forall i, \quad (4.16)
\]

\[
f_i \geq 0, \quad \forall i, \quad (4.17)
\]

\[
o_{ij} = \begin{cases} 
  d_i, & \text{if } f_i \geq f_j \land f_j + d_j \geq f_i + d_i, \\
  d_j, & \text{if } f_j \geq f_i \land f_i + d_i \geq f_j + d_j, \\
  f_i + d_i - f_j, & \text{if } f_j \geq f_i \land f_i + d_i \geq f_j + d_j, \\
  f_j + d_j - f_i, & \text{if } f_i \geq f_j \land f_j + d_j \geq f_i + d_i, \\
  0, & \text{otherwise},
\end{cases} \quad (4.18)
\]

\[
\sum_{j \neq i} o_{ij} \delta_{ij} \leq d_i \alpha_i, \quad (4.19)
\]

while the variable $f_i$ denotes the starting time of the task $i$ and $d_i$ denotes task $i$’s processing time. Equation (4.19) provides cumulative interference constraints.

Minimizing the number of tardy tasks with a common due date $BW$ can be modelled as

\[
\min \sum_{i=1}^{n} U_i \quad (4.20)
\]

\[
U_i = \begin{cases} 
  1, & \text{if } f_i + d_i \geq BW, \\
  0, & \text{otherwise},
\end{cases} \quad (4.21)
\]
subject to

$$o_{ij} = \begin{cases} 
  d_i, & \text{if } f_i \geq f_j \land f_j + d_j \geq f_i + d_i, \\
  d_j, & \text{if } f_j \geq f_i \land f_i + d_i \geq f_j + d_j, \\
  f_i + d_i - f_j, & \text{if } f_j \geq f_i \land f_j + d_j \geq f_i + d_i, \\
  f_j + d_j - f_i, & \text{if } f_i \geq f_j \land f_i + d_i \geq f_j + d_j, \\
  0, & \text{otherwise}, 
\end{cases} \quad (4.22)$$

$$\sum_{j \neq i} o_{ij} \delta_{ij} \leq d_i \alpha_i, \quad (4.23)$$

while the variable \(y_i\) denotes the completion time of task \(i\).

In CP Optimizer [79], instead of modelling the overlapping \(o_{ij}\) directly as provided above, the \(o_{ij}\) can be handled easily by the function \(IloOverlapLength\). The cumulative interference constraints can be rewritten as

$$\sum_{j \neq i} IloOverlapLength(i, j) \delta_{ij} \leq d_i \alpha_i. \quad (4.24)$$

3.2 Integer linear programming

We can extend the ILP model given in the binary interference section to cope with cumulative interference. To do this, we have to compute the overlapping \(o_{ij}\). In fact, the contiguous frequency and overlapping area can be treated in several ways. We will start with the extended ILP model as below. Then we will provide other alternatives in the subsequent subsections.

3.2.1 Direct frequency model

Let \(f_i\) and \(f_j\) the starting frequency of user \(i, j\); \(d_i\) and \(d_j\) their corresponding frequency demands, \(BW\) the available bandwidth and

$$x_i = \begin{cases} 
  1 & \text{if user } i \text{ is assigned}, \\
  0 & \text{otherwise}. 
\end{cases}$$

The ILP formulation is given as
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\[
\max \sum_{i \in U} x_i \quad (4.25)
\]

\[
f_j \geq f_i - BW y_{ij} \quad \forall i, j \in U, d_i \geq d_j \quad (4.26)
\]

\[
f_i + d_i \geq f_j + d_j - BW y_{ji} \quad \forall i, j \in U, d_i \geq d_j \quad (4.27)
\]

\[
y_{ij} + y_{ji} \leq 1 \quad \forall i, j \in U \quad (4.28)
\]

\[
o_{ij} \geq f_j + d_j - f_i - BW (1 - y_{ij}) - BW (1 - x_j) \quad \forall i, j \in U, d_i \geq d_j \quad (4.29)
\]

\[
o_{ij} \geq f_i + d_i - f_j - BW (1 - y_{ji}) - BW (1 - x_j) \quad \forall i, j \in U, d_i \geq d_j \quad (4.30)
\]

\[
o_{ij} \geq d_j - BW (y_{ij} + y_{ji}) - BW (1 - x_j) \quad \forall i, j \in U, d_i \geq d_j \quad (4.31)
\]

\[
o_{ij} = o_{ji} \quad \forall i, j \in U \quad (4.32)
\]

\[
\sum_{j \neq i} \alpha_i d_i \quad \forall i \in U \quad (4.33)
\]

\[
y_{ij} \in \{0, 1\} \quad \forall i, j \in U \quad (4.34)
\]

\[
x_i \in \{0, 1\} \quad \forall i \in U \quad (4.35)
\]

\[
f_i \in \{0, \ldots, BW - 1\} \quad \forall i \in U \quad (4.36)
\]

\[
o_{ij} \geq 0 \quad \forall i, j \in U \quad (4.37)
\]

We define binary variable \(y_{ij}\) and \(y_{ji}\) for \(d_i \geq d_j\) such that \(y_{ij} = 0 \Rightarrow f_j \geq f_i\) (4.26) and \(y_{ji} = 0 \Rightarrow f_i + d_i \geq f_j + d_j\) (4.27). With, additional constraints (4.28), the overlap \(o_{ij}\) can be one of the following cases:

- \(y_{ij} = 1, y_{ji} = 0\) and \(o_{ij} \geq f_i + d_i - f_j\),
- or \(y_{ij} = 0, y_{ji} = 1\) and \(o_{ij} \geq f_j + d_j - f_i\),
- or \(y_{ij} = 0, y_{ji} = 0\) and \(o_{ij} \geq d_j\),

which are stated by constraints (4.29-4.31). Nonetheless, contrarily to the binary interference case, variables \(f_i\) have to be integer, otherwise the continuous values can be used to decrease the overlapping.

3.2.2 Frequency-indexed model (INDEXED1)

Instead of modelling the \(f_i\) and \(x_i\) separately, we index the frequency statically from 1 to \(BW\) and use the variable \(x_{if}\) which is defined as

\[
x_{if} = \begin{cases} 
1 & \text{if user } i \text{ starts at frequency } f, \\
0 & \text{otherwise}.
\end{cases}
\]

Then the ILP formation can be written as
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\[
\begin{align*}
\text{max} & \sum_{i \in U} \sum_{f=1}^{BW} x_{if} \\
\sum_{f=1}^{BW} x_{if} & \leq 1 \quad \forall i \in U \quad (4.39)
\end{align*}
\]

\[
o_{ij} - d_j x_{if} + d_j (1 - \sum_{f'=1}^{BW} x_{jf'}) + \sum_{f'=0}^{f-1} (f - f') x_{jf'} + \\
\sum_{f'=f+d_i+1-d_j}^{BW-d_j} (f' + d_j - f - d_i) x_{jf'} & \geq 0 \quad \forall i, j \in U, d_i \geq d_j, \forall f \quad (4.40)
\]

\[
o_{ij} = o_{ji} \quad \forall i, j \in U, d_i \geq d_j \quad (4.41)
\]

\[
\sum_{j \neq i} o_{ij} \delta_{ij} \leq o_i \delta_i \quad \forall i \in U \quad (4.42)
\]

\[
x_{if} \in \{0, 1\} \quad \forall i \in U, \forall f \quad (4.43)
\]

\[
o_{ij} \geq 0 \quad \forall i, j \in U \quad (4.44)
\]

We call this a frequency-indexed model or "INDEXED1". The overlapping constraints (4.40) sets a lower bound on the overlapping \(o_{ij}\) between \(i\) and \(j\) when the demand of \(i\) is not less than the demand of \(j\) \((d_i \geq d_j)\). In this case, for each frequency \(f\), if \(i\) starts at \(f\) \((x_{if} = 1)\) and if \(j\) is assigned to a non zero set of frequencies \((1 - \sum_{f'=1}^{BW} x_{jf'}) = 0\), the overlapping is larger than or equal to \(d_j\) minus the frequency units to be removed if \(j\) is not assigned inside the interval \([f, f + d_i]\). More precisely, if \(j\) starts at \(f' \leq f - 1\), \(o_{ij} \geq d_j - (f - f')\). If \(j\) starts after \((f + d_i) + 1 - d_j\), \(o_{ij} \geq d_j - ((f' + d_j) - (f + d_i))\).

3.2.3 Frequency-indexed model (INDEXED2)

Overlapping constraints in the INDEXED1 model can be expressed by introducing continuous variables \(o_{ijf}\) which state whether \(i\) and \(j\) overlap at frequency \(f\). In that case constraints (4.40) can be replaced by the following constraints:

\[
o_{ijf} \geq \min(f, BW-d_i) \sum_{f'=\max(0,f-d_i+1)}^{\min(f,BW-d_j)} x_{if'} + \sum_{f'=\max(0,f-d_j+1)}^{\min(f,BW-d_j)} x_{jf'} - 1 \quad \forall i, j, f \quad (4.45)
\]

\[
o_{ij} = \sum_{f} o_{ijf} \quad \forall i, j \quad (4.46)
\]

\[
0 \leq o_{ijf} \leq 1 \quad \forall i, j, f \quad (4.47)
\]
3.2.4 Frequency-indexed model (INDEXED3)

As an alternative, the $o_{ij}$ in the INDEXED2 model can be further replaced by $o_{ijf_1f_2}$ which represents overlap when $i$ and $j$ start at $f_1$ and $f_2$ as:

$$o_{ij} \geq o_{ijf_1f_2}(x_{if_1} - x_{jf_2} - 1) \quad \forall i, j, f_1, f_2$$

3.2.5 On-off $z_{if}$ model

In this model the frequency is indexed statically by $f \in \{0, \ldots, BW - 1\}$. Let $z_{if} \in \{0, 1\}$ and $z_{jf} \in \{0, 1\}$ where $i \in \{1, \ldots, n\}$, $j \in \{1, \ldots, n\}$ in that $z_{if}$ (or $z_{jf}$) = 1 if user $i$ (or $j$) uses frequency $f$. Define $w_{ijf} = z_{if} \cdot z_{jf}$ as an overlap when both $z_{if}$ and $z_{jf} = 1$. The ILP can be given as:

$$\max \sum_{i \in U} x_i \quad (4.48)$$

$$w_{ijf} \geq z_{if} + z_{jf} - 1 \quad \forall i, j, f \quad (4.49)$$

$$w_{ijf} \leq z_{if} \quad \forall i, j, f \quad (4.50)$$

$$w_{ijf} \leq z_{jf} \quad \forall i, j, f \quad (4.51)$$

$$0 \leq w_{ijf} \leq 1 \quad \forall i, j, f \quad (4.52)$$

$$z_{ig} \leq z_{if} + 1 - z_{i,f-1} \quad \forall i, \forall g > f \quad (4.53)$$

$$z_{ig} \leq z_{if} + 1 - z_{i,f+1} \quad \forall i, \forall g < f \quad (4.54)$$

$$\sum_f z_{if} = d_i x_i \quad \forall i, f \quad (4.55)$$

$$o_{ij} \geq \sum_f w_{ijf} \quad \forall i, j \quad (4.56)$$

$$o_{ij} = o_{ji} \quad \forall i, j \quad (4.57)$$

$$\sum_{j \neq i} o_{ij} \delta_{ij} \leq \alpha_i d_i \quad \forall i, j \quad (4.58)$$

$$x_i \in \{0, 1\} \quad \forall i \quad (4.59)$$

Constraints (4.49) to (4.52) are linear programmings representing the product $w_{ijf} = z_{if} \cdot z_{jf}$. In order to ensure that the allocation of each user is contiguous within the bandwidth BW we add contiguity constraints (4.53)-(4.54).

3.2.6 Column generation model

As an attempt to define models that can be used with column generation method, we propose a vertical model, in which we define a pattern as an
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assignment of users-frequencies with no overlapping. Let \( p \) denotes a pattern in a set of patterns \( \mathcal{P} \) and \( y_p \in \{0, 1\} \) while \( y_p = 1 \) if the pattern \( p \) is in the solution and 0 otherwise.

Let \( a_{ip} = 1 \) if user \( i \) is in pattern \( p \) and 0 otherwise, \( z_{ifp} = 1 \) if user \( i \) uses frequency \( f \) in pattern \( p \). By replacing \( z_{if} \) in the \( z_{if} \) model by \( \sum_p z_{ifp} y_p \), the problem becomes

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{n} \sum_{p \in \mathcal{P}} a_{ip} y_p \\
\sum_{p} a_{ip} y_p & \leq 1 \quad \forall i \\
w_{ijf} & \geq \sum_{p} z_{ifp} y_p + \sum_{p} z_{jfp} y_p \quad \forall i, j, f \\
0 & \leq w_{ijf} \leq 1 \quad \forall i, j, f \\
o_{ij} & \geq \sum_{f} w_{ijf} \quad \forall i, j \\
o_{ij} &= o_{ji} \quad \forall i, j \\
\sum_{j \neq i} o_{ij} \delta_{ij} & \leq o_{id_i} \quad \forall i, j \\
y_p & \in \{0, 1\} 
\end{align*}
\]

If we consider in the master only the constraints involving \( y_p \) variables, we have
max $\sum_i \sum_p a_{ip} y_p$  \hspace{1cm} (4.68)

$\sum_p a_{ip} y_p \leq 1$ \hspace{1cm} \forall i \hspace{1cm} (4.69)$

$w_{ijf} \geq \sum_p z_{ifp} y_p + \sum_p z_{jfp} y_p - 1$ \hspace{1cm} \forall i, j, f \hspace{1cm} (4.70)$

in the dual we consider only the constraints linked to $y_p$ variables (we use $\lambda_i$ for the dual variable of constraints (4.69) and $\gamma_{ijf}$ for the dual variable of constraints (4.70).

This gives the following dual constraints:

$\sum_i a_{ip} \lambda_i - \sum_i \sum_j \sum_f (z_{ifp} + z_{jfp}) \gamma_{ijf} \geq \sum_i a_{ip} \forall p \hspace{1cm} (4.71)$

to find a violated dual constraint we have to find a column $p$ such that

$\sum_i a_{ip} \lambda_i - \sum_i \sum_j \sum_f (z_{ifp} + z_{jfp}) \gamma_{ijf} < \sum_i a_{ip} \hspace{1cm} (4.72)$

or

$\sum_i \sum_j \sum_f (z_{ifp} + z_{jfp}) \gamma_{ijf} + \sum_i (1 - \lambda_i) a_{ip} > 0 \hspace{1cm} (4.73)$

As a pattern defines an overlapping schedule we cannot have $z_{ifp}$ and $z_{jfp}$ equal to 1 at the same time. Furthermore if $a_{ip} = 0$ (task is not in the pattern) we have also $z_{ifp} = 0$ for all $f$.

It follows that we have to find a subset of tasks to schedule before $BW$ that maximizes

$\sum_i f_i(C_i)(1 - U_i)$ \hspace{1cm} (4.74)$

where

$f_i(C_i) = \sum_{f=C_i-d_i}^{C_i-1} \sum_j \gamma_{ijf} - \lambda_i + 1 \hspace{1cm} (4.75)$

if a column $p$ is found such that this objective function is strictly positive it can be added to the master problem.

The subproblem is a kind of knapsack but the profit of getting an item $i$ (scheduling a task $i$ before $BW$) depends on the position of $i$. 
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4.1 Mathematical model

All the models proposed so far consider frequency assignment within the same time period. In this section, we include assignment in time. User demand then consists of both frequency $h_i$ and time $w_i$. Both frequency and time are treated separately corresponding to the given demands. Then they are linked with the overlapping condition and interference constraints. According to this, we call the model the 2-dimensional (2D) ILP model.

4.1 Mathematical model

The problem can be represented mathematically as

$$\max \{|\{i \in U | f_i \neq 0 \land t_i \neq 0\}|$$ (4.76)

subject to

$$f_i = \begin{cases} (q_i, q_i + 1, \ldots, q_i + |f_i| - 1), q_i \in \{1, \ldots, (BW - h_i)\}, \\ \emptyset, \quad \end{cases}$$ (4.77)

$$t_i = \begin{cases} (p_i, p_i + 1, \ldots, p_i + |t_i| - 1), p_i \in \{1, \ldots, \text{FrameDuration} - w_i\}, \\ \emptyset, \quad \end{cases}$$ (4.78)

$$|f_i| = h_i \text{ and } |t_i| = w_i \text{ or } f_i = t_i = \emptyset$$ (4.79)

$$f_i = f_j = 0 \text{ or } f_i \cap f_j = 0 \text{ if } t_i \cap t_j \neq 0 \text{ or } t_i \cap t_j = 0 \text{ if } f_i \cap f_j \neq 0 \quad \forall i, j, i \neq j,$$

$$f_i \in \{0, \ldots, BW - h_i\} \quad \forall i, j, \quad (4.80)$$

$$t_i \in \{0, \ldots, \text{FrameDuration} - w_i\} \quad \forall i, j, \quad (4.81)$$

$$\sum_{\substack{j \in U \setminus \{i\} \\atop f_j \neq 0}} o_{ij} \delta_{ij} \leq \alpha_i w_i h_i \quad \forall i \in U, \quad (4.82)$$

giving that
• \( n \) the number of users,

• \( U = \{1, \ldots, n\} \) a set of users,

• \( FrameDuration \) the frame duration,

• \( BW \) the available bandwidth,

• \( w_i \) the user demand in time,

• \( h_i \) the user demand in frequency,

• \( \alpha_i \) the acceptable interference threshold for user \( i \),

• \( \delta_{ij} \) the interference coefficient of user \( j \) towards user \( i \).

### 4.2 Direct frequency-time indexed model for 2D

Let \( f_i \) and \( f_j \) the starting frequency of user \( i, j \); \( h_i \) and \( h_j \) their corresponding frequency demands; \( w_i \) and \( w_j \) their corresponding time demands, \( BW \) the available bandwidth, \( FrameDuration \) the available frame duration and 

\[
x_i = \begin{cases} 1 & \text{if user } i \text{ is assigned,} \\ 0 & \text{otherwise,} \end{cases}
\]

\[
x_{it} = \begin{cases} 1 & \text{if user } i \text{ uses time } t, \\ 0 & \text{otherwise.} \end{cases}
\]

The ILP formulation is given as
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\[
\max \sum_{i \in U} x_i \quad (4.83)
\]

\[
f_j \geq f_i - BW y_{ij} \quad \forall i, j \in U, d_i \geq d_j \quad (4.84)
\]

\[
f_i + h_i \geq f_j + h_j - BW y_{ji} \quad \forall i, j \in U, d_i \geq d_j \quad (4.85)
\]

\[
y_{ij} + y_{ji} \leq 1 \quad \forall i, j \in U \quad (4.86)
\]

\[
o_{ij} \geq f_j + h_j - f_i - BW(1 - y_{ij}) - BW(1 - x_j) \quad \forall i, j \in U, d_i \geq d_j \quad (4.87)
\]

\[
o_{ij} \geq f_i + h_i - f_j - BW(1 - y_{ji}) - BW(1 - x_j) \quad \forall i, j \in U, d_i \geq d_j \quad (4.88)
\]

\[
o_{ij} \geq h_j - BW(y_{ij} + y_{ji}) - BW(1 - x_j) \quad \forall i, j \in U, d_i \geq d_j \quad (4.89)
\]

\[
o_{ij} = o_{ji} \quad \forall i, j \in U, d_i < d_j \quad (4.90)
\]

\[
o_{ij} \geq 0 \quad \forall i, j \in U \quad (4.91)
\]

\[
x_i \geq x_{it} \quad \forall i \in U, \forall t \quad (4.92)
\]

\[
x_i \leq \sum_t x_{it} \quad \forall i \in U, \forall t \quad (4.93)
\]

\[
\sum_t x_{it} = w_i - w_i(1 - x_i) \quad \forall i \quad (4.94)
\]

\[
x_{is} \leq x_{it} - x_{i,t-1} + 1 \quad \forall i, s > t \quad (4.95)
\]

\[
x_{is} \leq x_{it} - x_{i,t+1} + 1 \quad \forall i, s < t \quad (4.96)
\]

\[
o_{ijt} \geq o_{ij} - \min(h_i, h_j)(2 - x_{it} - x_{jt}) \quad \forall i, j, t \quad (4.97)
\]

\[
G_{oij} = \sum_t o_{ijt} \quad \forall i, j \quad (4.98)
\]

\[
\sum_{j \neq i} G_{oij} \delta_{ij} \leq o_i w_i h_i \quad \forall i \in U \quad (4.99)
\]

\[
y_{ij} \in \{0, 1\} \quad \forall i, j \in U \quad (4.100)
\]

\[
x_i \in \{0, 1\} \quad \forall i \in U \quad (4.101)
\]

\[
x_{it} \in \{0, 1\} \quad \forall i \in U \quad (4.102)
\]

\[
f_i \in \{0, \ldots, BW - 1\} \quad \forall i \in U \quad (4.103)
\]

\[
t \in \{0, \ldots, FrameDuration - 1\} \quad (4.104)
\]

Similar to 1D case, we define binary variable \(y_{ij}\) and \(y_{ji}\) for \(d_i \geq d_j\) such that \(y_{ij} = 0 \Rightarrow f_j \geq f_i \quad (4.84)\) and \(y_{ji} = 0 \Rightarrow f_i + d_i \geq f_j + d_j \quad (4.85)\). With, additional constraints (4.86), the overlap in frequency \(o_{ij}\) can be one of the following cases:

- \(y_{ij} = 1, y_{ji} = 0\) and \(o_{ij} \geq f_i + d_i - f_j\),

- or \(y_{ij} = 0, y_{ji} = 1\) and \(o_{ij} \geq f_j + d_j - f_i\),
• or \( y_{ij} = 0, y_{ji} = 0 \) and \( o_{ij} \geq d_j \),

which are stated by constraints (4.87-4.89).

Constraints (4.92) and (4.93) impose that the user \( i \) should also be assigned a starting time whose duration set by constraints (4.94). Constraints (4.95) and (4.96) ensure contiguous time in the time resource assignment. The overlap in time is given by constraints (4.97) while the overall overlap \( G_{O_{ij}} \) in both frequency and time is given in (4.98). Finally the cumulative interference constraints is given by (4.99).

## 5 Computational experiments

### 5.1 Binary interference

The scheduling models are coded in C++ and solved using IBM CP Optimizer [79]. The results were obtained on a 2.7GHz Intel Core i5 machine with 4GB RAM. The CPU times for the calculations were limited to 60s, unless stated otherwise.

For each of the test instances generated in the previous chapter and instances for 500 and 1,000 users generated solely for the maximal clique test in this chapter, a frequency demand vector having its length equal to the number of users is randomly generated from a set of \{5, 10, 15, 20\} MHz values.

We started the experiments by studying the benefit of using maximal cliques. In order to do this, we solved for the minimum makespan and the number of scheduled tasks over 100 instances of 500 and 1,000 users by varying the maximal cliques usage in the model from 100% (using all maximal cliques) to 0% (using all constraint pairs). The number of optima was also counted. Note that maximal cliques were enumerated using Bron-Kerbosch algorithm [26], [131], [28] which is Algorithm 457 in ACM collection. The algorithm is also coded in C++.

The results are shown in Figure 4.3 and 4.4. It can be seen that maximal cliques help improving the performance of the calculation. In Figure 4.3, Makespan is considerably lower in 100% maximal cliques usage compared to none. The trend is similar even in 1,000 user case which is considered hard to solve. The number of optima and the number of scheduled tasks are shown in Figure 4.4, tests on 500 users show consistent result that maximal cliques give us calculation benefit. Nonetheless, tests on 1,000 users show another interesting result. Note that, in this case, the number of optima is none even in the case of 100% maximal cliques usage. This means that the problem is much harder to solve. The number of scheduled tasks reduces as the percentage of maximal clique usage decreases from 100% to 80% then it increases afterwards, yet the difference between the minimum and the maximum value is
marginal. This indicates that the benefit from maximal clique usage is limited for hard problem when the graph is too loaded.

Average numbers of maximal cliques and the average time needed to list all of them are shown in Table 4.1. The maximal clique listing time is low for 500 users but rather high for 1,000 users. Note that, for a large number of users, a faster depth-first search algorithm [151] which employs the same pruning method as Bron-Kerbosh algorithm could be used.

<table>
<thead>
<tr>
<th>Table 4.1: Average number of maximal cliques.</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 users</td>
</tr>
<tr>
<td>Average number of maximal cliques</td>
</tr>
<tr>
<td>Average time to list all maximal cliques (s)</td>
</tr>
</tbody>
</table>

In order to perform further tests, we need to find good binary interference matrices to base on. We added constraint violation check for all assigned users of each feasible solutions got from solving our makespan binary interference model. By varying the loading factor values, the total number of constraint violations and number of optima are provided in the Tables 4.2 and 4.3.

<table>
<thead>
<tr>
<th>Table 4.2: Number of constraint violations for different values of loading factors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of violations</td>
</tr>
<tr>
<td>0.8</td>
</tr>
<tr>
<td>0.6</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>0.4</td>
</tr>
</tbody>
</table>

Reducing the LF causes more interference load (higher number of interference pairs) resulting in harder instances to solve as can be seen from reduction of the number of optima; however, the number of constraint violations decreases. We thus chose the interference matrices based on the loading factor 0.4 (no constraint violation) for further tests.

For minimizing makespan problem, we conducted a test comparing the results when using constraints from maximal cliques (MC) and constraints
Table 4.3: Number of optima for different values of loading factors.

<table>
<thead>
<tr>
<th>Number of optima</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>120</th>
<th>140</th>
<th>160</th>
<th>180</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>97</td>
<td>97</td>
<td>99</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>0.6</td>
<td>100</td>
<td>95</td>
<td>98</td>
<td>95</td>
<td>93</td>
<td>84</td>
<td>77</td>
<td>66</td>
<td>46</td>
<td>34</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>98</td>
<td>94</td>
<td>95</td>
<td>87</td>
<td>76</td>
<td>55</td>
<td>49</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>0.4</td>
<td>100</td>
<td>97</td>
<td>95</td>
<td>92</td>
<td>82</td>
<td>64</td>
<td>47</td>
<td>21</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

directly from binary interference matrix (IM). Results are shown in Figure 4.5.

As expected, the model utilizing maximal cliques gives better results both in terms of makespan and the number of optima found. Nonetheless, the gap is small for makespan. The performance gap is small also when comparing the maximum number of scheduled tasks with a common due date (bandwidth) set to 60 MHz and 100 MHz, see Figure 4.6.

Both models show the consistent trends when the frequency resource is increased from 60 MHz to 100 MHz. The number of optima gap between both models is the same in 60MHz and 100 MHz bandwidth.

Maximal cliques gives slightly worse results in term of the number of scheduled tasks. But in terms of number of optima, it still performs better. Nonetheless; when looking into more details on the solver’s parameter shown in Table 4.4, we can see that the models with constraints based directly on interference matrix (IM_1 to IM_3) yields almost twice the number of searching branches, requires higher number of variables and constraints. Thus, we could infer that if we allow longer solving time, the models with constraints based on maximal cliques (MC_1 to MC_3) have more potential to give better results.

5.2 Cumulative interference

Based on scheduling model, we solved the multiple carrier frequency assignment problem with cumulative interference in term of number of assigned users. Similar to the binary interference case, two bandwidth settings are used: 60 MHz and 100 MHz. Results are compared with the corresponded binary case with different loading factors, see Figure 4.7.

The number of assigned users saturate at 60 users for 60 MHz bandwidth case and 120 users for 100 MHz bandwidth case. Both are much lower than the results based on binary interference even that with loading factor (LF) of 0.4 with no constraint violation. This poses an interesting finding in that
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5.2 Cumulative interference

Table 4.4: CP Optimizer solver status at 60MHz bandwidth and 60s solving time.

<table>
<thead>
<tr>
<th>Instances</th>
<th># branches</th>
<th># fails</th>
<th># Choice points</th>
<th># variables</th>
<th># constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC_1</td>
<td>61464</td>
<td>19831</td>
<td>42707</td>
<td>2050</td>
<td>3501</td>
</tr>
<tr>
<td>MC_2</td>
<td>65981</td>
<td>24436</td>
<td>42225</td>
<td>2167</td>
<td>3735</td>
</tr>
<tr>
<td>MC_3</td>
<td>53513</td>
<td>19140</td>
<td>34592</td>
<td>2563</td>
<td>4527</td>
</tr>
<tr>
<td>IM_1</td>
<td>107787</td>
<td>38501</td>
<td>71892</td>
<td>2781</td>
<td>4963</td>
</tr>
<tr>
<td>IM_2</td>
<td>120988</td>
<td>43058</td>
<td>80548</td>
<td>2959</td>
<td>5319</td>
</tr>
<tr>
<td>IM_3</td>
<td>109413</td>
<td>38081</td>
<td>74319</td>
<td>3001</td>
<td>5403</td>
</tr>
</tbody>
</table>

solving the problem with the binary interference constructed from the actual interference matrix is easier and gives better results. This finding is consistent with a recent paper proposed by Graham et al. [67].

We would like to know how well this CP-based formulation perform compared to the ILP-based formulation. So we solved the single carrier cumulative interference problem presented in Chapter 3 using this CP formation (scheduling-based) by setting the demand of all users to 1. It turns out that the CP performs slightly worse than the ILP. Comparison is shown in Figure 4.8. Note that the calculation time is limited to 60 seconds in both cases.

Would this be the same for the multiple carrier case? We compare this CP-based formulation for multiple carrier case with three ILP formulations proposed in the chapter which are: ILP Model 1 (direct frequency model), ILP Model 2 (frequency-indexed model INDEXED1) and ILP Model 3 (frequency-indexed model INDEXED2). On the contrary, it can be clearly seen from the Figure 4.9 that, at more than 40 users, all of the ILPs perform much worse than the CP.

At 20 users, all the ILP models perform the same. After that, ILP Model 3 gives the worst performance. ILP Model 1 generally performs better than Model 2 except at 60 users. At 100 users or more, only Model 1 that can output feasible solutions. Note that the calculation is limited to 60 seconds.
6 Conclusion

Frequency assignment can be treated as scheduling problem which can be solved efficiently by CP Optimizer. For binary interference environment, the concept of maximal clique can also be applied to improve the solving performance.

It is shown that for single carrier case, scheduling-based formulation performs as well as the ILP-based formulation while for multiple carrier case, this scheduling-based outperforms those of ILP, with a large performance gap. The performance is even better when we transform the cumulative interference to binary interference and solve the problem using the combined scheduling-based formulation and maximal clique concept (the solution should also cause no constraint violation based on the cumulative interference).

We have not tested all the proposed ILP formulations especially the pattern-based which lead to an interaction with column generation method, which could greatly improve the performance. Heuristic based on interval graph coloring, though not tested here, could also provide fast solving speed. Nonetheless, we have not extended the model to cope with cumulative interference. Both pattern-based ILP and interval graph coloring with cumulative interference would be interesting topics to explore further.

We also proposed an ILP formulation for 2-dimensional frequency assignment problem. Based on the 1D performance, this complex model would need long calculation time. Nonetheless, it would be interesting if we could combine this with a local search technique in order to improve it.
Figure 4.3: Number of optima and makespan versus percentage of maximal clique usage (a) 500 users (b) 1,000 users.
Figure 4.4: Number of optima and scheduled tasks versus percentage of maximal clique usage (a) 500 users (b) 1,000 users, both with 300MHz bandwidth.
Figure 4.5: Makespan and number of optima by using constraints either from maximal cliques or binary interference matrix.
Figure 4.6: Number of scheduled tasks by using constraints either from maximal cliques (MC) or binary interference matrix (IM).
Figure 4.7: Comparison between the cumulative interference and binary interference with difference loading factors in term of number of assigned users (a) 60 MHz bandwidth (b) 100 MHz bandwidth.
Figure 4.8: Comparison between CP and ILP for single carrier case.

Figure 4.9: Comparison between CP and ILP for multiple carrier case.
Industrial application

1 Introduction

This chapter presents greedy algorithms for frequency assignment in a SDMA satellite communication system based on parameters and requirements from the industry [33]. The study is a follow-up of a collaboration between Thales Alenia Space, LAAS-CNRS, and IRIT [11]. It is based on publication [91].

This frequency assignment problem requires assignment on both frequency and time. Unlike the single and multiple carrier models that the required signal to noise ratio is constant for all users, in this application, users can have different values which is depended on terminal type, traffic type, bitrate demand, and the selected RsModCod. Interference thresholds ($\alpha_i$) and interference coefficients ($\delta_{ij}$) also vary from an assignment to another. Moreover, user can be assigned a resource taken from a set of $frequency \times time$ rectangles having identical frequency-time product.

Additional requirements are provided in the section below. The objective is to serve as many number of users as possible according to the given constraints. The uplink is considered in the study.

In the industrial specifications, the solution method should be fast so as to be used in a dynamic context. Hence ILP and CP methods experienced in the previous chapters could not be selected. Therefore, two greedy algorithms are proposed and tested. Results are provided in the Computational experiments section.
2 Additional requirements

2.1 Resource optimization constraints

- For a given bitrate, the RsModCod configuration should be selected with the lowest possible symbol rate (see RsModCod section).
- The number of satellite beams should not exceed $NbBeamsMax$.
- The total system bandwidth which is sum of all frequency carriers used, should not exceed $BWMax$. A frequency carrier is considered utilized if any part of it is assigned to users. Same frequency carriers $f_n$ are counted separately if they are from different superframes.
- The maximum number of frequency carriers that can be assigned to each user is provided by $FrameBWM$. $Max$.

2.2 User priority

A user is associated with a priority. There are four different priority classes ranging from 0 (the highest) to 3 (the lowest). These priority classes determine user ordering for the resource allocation. Users with higher priority are considered first. Nonetheless, if only following this rule, low priority users would never been treated. To avoid this, the Weighted Round-Robin (WRR) algorithm is applied. The algorithm selects (4-Priority) users from each of the class, see the WRR ordering (right to left) in Figure 5.1.

![Figure 5.1: Weighted Round Robin user selection.](image)

2.3 Terminal type

User’s demand is treated in form of bitrate. A user can request for any bitrate not greater than a supported value based on the terminal type. Two terminal
types are employed: Type 1 and 2. Type 1 supports up to 24 Mbps while Type 2 supports up to 12 Mbps.

These two terminal types have different output powers. Type 1’s maximum effective isotropic radiated power (EIRPTerm) is 50 dBW and Type 2’s maximum EIRPTerm is 45 dBW.

### 2.4 Traffic type

Traffic type separates users into guaranteed (Type 1) and non-guaranteed (Type 0). Guaranteed users will be rejected if the system could not assign resources corresponding to their bitrate demands whereas for non-guaranteed users, the system has possibility to consider providing them with bitrate at one step lower than their initial demands except that the current bitrate demand is already the lowest that the system can support.

### 2.5 Symbol rate, modulation and coding scheme (RsModCod)

Before proceeding to the resource allocation, a user should be associated with a symbol rate (RS), a modulation (Mod), and a coding scheme (Cod). For each of terminal type, there are 64 predefined combinations of RsModCod. These combinations are based on the following parameters:

- Modulation and coding scheme (ModCod): 16 configurations
- Required signal to noise ratio: 16 values, corresponding to each of ModCod configurations
- Bandwidth: 5, 10, 15 and 20 MHz
- Symbol rate: 4.167, 8.333, 12.5 and 16.677 Msymb/s
- Support bitrate
- Estimated signal to noise plus interference ratio

Signal in form of digital bit stream is coded and then modulated prior to transmission. Coding adds robustness to the original bit stream in order to combat with noise and interference. Different coding schemes provide different levels of protection. Generally, the better the protection, the more overhead is added and the less original message presents in the coded bit stream.

Modulation maps $2^M$ coded bits to $M$ symbols (e.g. $M = 2$ for QPSK and $M = 3$ for 8PSK) which each corresponds to a waveform to be transmitted. One of these $M$ possible waveforms is transmitted in a given time period $T$. 
The communication rate $R$, in bits per second, is thus $\log_2(M)/T$. The signal occupies a given bandwidth $BW$ Hz so the normalized rate of communication is $R/BW$ and is measured in bits/second/Hz. Larger $M$ also requires higher signal to noise ratio for a successful communication.

A combination of a coding scheme and a modulation type (ModCod) provides unique communication rate (bits/second/Hz) and requires a specific signal to noise ratio. Total of 16 ModCod configurations are listed (see Appendix A). RsModCod is created by combining these 16 ModCod configurations with 4 different symbols rates which are 4.167, 8.333, 12.5 and 16.677 Msymb/s corresponding to 5, 10, 15 and 20 MHz signal bandwidth.

Each RsModCod thus provides different support bitrate and requires different signal to noise ratios. For a successful communication, the user’s actual signal to noise plus interference ratio should not be lower than the signal to noise ratio requirement. Nonetheless, the actual signal to noise plus interference ratio will only be available after the connection is assigned with a RsModCod and the frequency × time resources and interference from other users is determined.

Since the actual signal to noise plus interference ratio is not available at the time of RsModCod selection, the estimated value of it is used instead. The estimated signal to noise plus interference ratio is calculated based on the required signal to noise ratio, a set of system and wave propagation parameters and a fixed interference level. Only the combinations having the estimated signal to noise plus interference ratio not less than the required signal to noise ratio will be considered valid.

For each user, the system searches the RsModCod table for the valid combinations having their support bitrates immediately better than the bitrate demand. According to the resource optimization constraints given above, the combination that has the lowest symbol rate should be chosen. If there is no RsModCod available and the user’s traffic type is non-guaranteed, valid combinations having bitrates immediately lower than the bitrate demand will be considered and, among these, the one with the lowest symbol rate will be chosen. If none of this case is true, the user is rejected.

The chosen combination will be proceeded for the frequency and time assignment. If the assignment is failed and the user’s traffic type is non-guaranteed, combinations having their support bitrates immediately lower than bitrate demand and their required signal to noise ratios lower than that of the previously chosen one will be considered. Again, the combination having the lowest symbol rate should be chosen.

Consider a user with Terminal Type 1 and Traffic Type 0 requesting for a 10 Mbps bitrate demand as an example. From the RsModCod table provided in Appendix A, Combinations 15, 22, 36, and 50 offer bitrate immediately better than 10 Mbps. Combination 15 cannot be chosen since its estimated
signal to noise plus interference ratio is lower than the required signal to noise ratio. Combination 22 is chosen since it has the lowest symbol rate (requires 10 MHz bandwidth in this case). This combination is tried in the frequency and time resource assignment.

Suppose that the assignment is failed, since the user has Traffic Type 0, the system then lists other RsModCod combinations that support immediately lower bitrate than 10 Mbps and have their required signal to noise ratios lower than 3.7 dB. They are Combination 21, 35, and 49. Combination 21 is then chosen as it has the lowest symbol rate.

2.6 Beam positioning method

We consider two beam positioning methods which are fixed-beam and SDMA-beam. For fixed-beam configuration, the number of satellite beams is fixed at 40. Beams are positioned in the same manner as in the fixed-beam model provided in the Chapter 3. In this case, the users are assigned to the closest beam. Users within the same beam can only be assigned to the same frame.

For SDMA-beam, the number of beams should not be greater than the NbBeamsMax. In case that there are more users than beams, the beam assignment will be performed on the first-come, first-served basis. The first NbBeamsMax users will get their dedicated beams centered to them. Each of the following users will be assigned to the beam which is closest to it. Different beam users cannot share the same frame.

In both cases, there is no interference among users sharing the same superframe.

2.7 Uplink power control

Uplink power control function is employed in order to reduce the interference in the system. It provides possibility for the user terminals to reduce its transmission power to a level that is sufficient for their maintaining communication links.

In the resource assignment phase, all user terminals use their maximum output power. Then power control is performed, each user terminal’s transmitted power (EIRPTerm) is evaluated if it can be reduced without impairing the communication link. The reduction is done in conjunction with a predefined power margin, PCMargin. This power control reduction should be made after the frequency assignment phase.
3 Greedy algorithms

Greedy algorithm is proposed as of its simplicity and speed. It can be tailored according to the given specifications. The drawback of the algorithm lies on no-look-back concept in that the already assigned users or rejected users will not be reconsidered again. We are trying to assign each user with its demand to a slot, a frame, and a superframe. Slot, frame and superframe are defined by an assignment of time and frequency. Slot can vary in size while one or more slots could be fit inside a frame. A frame is a slice of a superframe and can have different in size measured by number of frequencies. Assignment of slots inside a frame and a superframe follows constraints provided in Chapter 2 and additional requirements provided above.

Two greedy algorithms are provided namely Minimum Interference (MI) and Minimum Bandwidth (MB). Both share the same core concept but differ in the priority of the search for available slots and positions in that MB provides more possibility of utilizing lower bandwidth.

Input to the algorithm is a user profile consisting of a number of users with randomly generated demand, priority, terminal type, traffic type, and coordinates. These users are ranked first by their priority levels. From this ranked list, a user is then selected based on Weighted Round-Robin algorithm.

Before entering the assignment phase, each of the selected users will be assigned with an RsModCod. Note that a user might not get an RsModCod if there is no valid RsModCod corresponding to its demand. In this case, no further resource assignment will be performed.

For an RsModCod, the corresponding signal to noise plus interference radio and the bandwidth are provided. The former will be used for calculating the user’s acceptable interference threshold \( \alpha_i \) and interference coefficients towards other users \( \delta_{ij} \). The latter will determine a set of valid combinations of slot size \( (\text{frequency} \times \text{time}) \) for the assignment.

Among all of the user’s valid combinations of slot size, the one with lower bandwidth requirement is chosen first for an assignment try. This chosen slot size is tested in available positions \( (x_1, y_1 \text{ and } x_2, y_2) \) of a superframe in which the X-axis represents time and Y-axis frequency. If there is no space left in a given superframe, a new superframe is created and tested. Nonetheless, the total number of superframe cannot be greater than the number of the satellite beams.

No overlapping both in time and frequency between slots is allowed within the same superframe; nonetheless, overlapping either in time or frequency or both could exist between users from different superframes. In this case, an interference between overlapping slots (or users) present. Interference between two users is mutual and the level of interference is depended on how large the overlapping area is. A user can get interference from more than one user and
interference level adds up. This cumulative interference should not exceed the user’s acceptable interference threshold.

### 3.1 Slot combinations

A slot size is defined by the resource demand in $\text{frequency} \times \text{time}$ which is an output of RsModCod selection and given in form of bandwidth. 5 MHz bandwidth corresponds to a slot size of $\text{FrameDuration} \times 5$ whereas $\text{FrameDuration}$ is the maximum possible slot length and 5 means 5 frequency carriers.

This slot size will be tested in the resource assignment. If it fails, other slot sizes, having the same frequency-time product are tested.

$\text{FrameBWMin}$ and $\text{FrameBWMax}$ define possible values of slot frequency. In this study, they are 1 and 30 MHz respectively: the possible values of slot width are $1, 2, \ldots, 30$.

$\text{SlotDuration}$ and $\text{FrameDuration}$ define possible values of slot time. In this study, they are 0.01 and 0.1 seconds respectively: the possible values of slot length are $1, 2, \ldots, 10$ per unit (of 0.01 seconds).

Slot combinations are listed based on these possible values. For example, slot combinations for a 5 MHz resource demand are \{(5 \times 10), (10 \times 5), (25 \times 2)\}. These combinations correspond to $n \times m$ in the algorithms where $n \in \{1, \ldots, 30\}$ and $m \in \{1, \ldots, 10\}$.

### 3.2 Minimum interference

In Minimum Interference, the algorithm searches, based on the slot combinations, for superframe and slot position that gives lowest interference. At the beginning of the assignment process, the first user is assigned at the bottom-most position in the first superframe. Next user’s slot will be searched starting from free position on top of the first user. If there is no space available, the next superframe becomes active. With greedy algorithm concept, slot position will be assigned where it results in the lowest interference at the moment of the calculation. Figure 5.2 below presents an example of a slot assignment in the second superframe. The assigned position yields the lowest interference.

### 3.3 Minimum bandwidth

In general, minimum bandwidth is conflicting with minimum interference. Nonetheless, since the system is limited by interference, we choose to implement Minimum Bandwidth based on minimum interference concepts.

Instead of moving up in frequency within the same superframe to search for minimum interference position, Minimum Bandwidth searches first for an
unallocated area in another superframe and select the position which results in the lowest interference. Minimum bandwidth can thus be considered as minimum interference with modified search priority. Figure 5.3 below presents an example of a slot assignment in the second superframe. The assigned position yields the lowest interference. If it were to be Minimum interference algorithm, instead of choosing this position, a position in Superframe 1 at higher frequency (and no interference) will be chosen.

Minimum interference and minimum bandwidth algorithms are given in Algorithm (6) and (7) respectively.
3 Greedy algorithms

3.6 Power control

3.4 Algorithm implementation details

Testing all slot sizes in all superframes and all available positions is time consuming and inefficient. Instead, we introduce five controlling parameters in order to limit the search space.

*SpecificS* provides a specific superframe that should be tested. It is used when assigning users served by the same satellite beam as the already assigned user(s).

*CapacityS* checks for the remaining capacity of a superframe whether it can support the given slot size (*frequency* × *time*). If the superframe has not enough capacity, it will be skipped and the next superframe will be considered.

*YLevel* acts like a water level in that the test starts from this level and moves upwards, not every time from the bottom of each superframe.

*OverlapOwnS* determines if there is an overlap between the test position and the already assigned positions within the same superframe (i.e. no interference allowed for users residing in the same superframe). The overlapping case is skipped and test moves forward.

*LastS* provides the updated number of the active superframes and the search is performed at up to *LastS* + 1 superframe not to the maximum number of superframe which is equal to *NbBeamMax*.

Frame structure constraints are verified by *c6check* variable.

*totalSlack* denotes interference gap between the acceptable interference threshold and the current cumulative interference level.

Greedy algorithm is given in Algorithm (4) for Assignment CASE 1 (fixed-beam) and 2 (SDMA-beam with the number of users not greater than the number of satellite beams). Assignment CASE 3 (SDMA-beam with the number of users greater than the number of satellite beams) is given as modification of Algorithm (4) in Algorithm (5).

3.5 C/(N+I) Calculation

Since the interference pattern changes after every user assignment; at the end of the user assignment phase, C/(N + I) calculation is performed. The calculation result is used as input to the power control phase.

3.6 Power control

Uplink power control is performed in the final phase of the algorithm. Output power of each user is reduced to a lowest possible level but still maintaining *PCMargin* which is a gap between the calculated C/(N + I) and the required C/N. The reduction is performed to all users at the same time. After the
reduction, interference pattern changes, and since the change is non-linear, further power reduction is possible.

Thus power reduction is performed iteratively. After each reduction, $C/(N + I)$ is updated. If the power gap is lower than the $PCMargin$, no power reduction is performed. The iteration continues until there is no user terminal eligible for reduction.

4 Computational experiments

Greedy algorithms are coded in Matlab [119]. Simulations are performed on five different test environment: Env. 1 - Env. 5, each with 100 test instances. Each instance consists of 30 users, half of them are Terminal Type 1’s and another half are Terminal Type 2’s. Each user is associated with a bitrate demand, a priority class, a traffic type, and a pair of geographic coordinates. The bitrate demand is randomly generated from a predefined range $[a, b]$ inclusive corresponding to the terminal type and the test environment as shown below:

<table>
<thead>
<tr>
<th>Instance</th>
<th>Category</th>
<th>Bitrate demand (Mbps)</th>
<th>BW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Terminal Type 1</td>
<td>Terminal Type 2</td>
</tr>
<tr>
<td>Env. 1</td>
<td>low demand</td>
<td>[1, 12]</td>
<td>[1, 5]</td>
</tr>
<tr>
<td>Env. 2</td>
<td>average demand</td>
<td>[1, 24]</td>
<td>[1, 10]</td>
</tr>
<tr>
<td>Env. 3</td>
<td>high demand</td>
<td>[12, 24]</td>
<td>[5, 10]</td>
</tr>
<tr>
<td>Env. 4</td>
<td>low bandwidth</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Env. 5</td>
<td>high bandwidth</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Fixed demand is applied in Env. 4 and Env. 5 in that the bitrate demand for all users is fixed to 10 Mbps. Priority, traffic type and geographic coordinates are randomly generated. The superframe bandwidth $BW$ is set to 60 MHz for Env. 1 to Env. 4 and 100 MHz for Env. 5. The system bandwidth is set to 300 MHz.

The simulations were performed on an Intel Core2 Duo 2.4 GHz machine with 4 GB RAM over variations of algorithms and satellite beam configurations. Four indicators i.e. Assignment time, Number of rejected users, Total slack, and Frequency utilization are compared and presented in the sections below. The following abbreviations are used:

- MI: Minimum Interference
- MB: Minimum Bandwidth
4 Computational experiments

4.2 Number of rejected users

- FB: Fixed Beams (40 beams)
- BC30: Beam-centered with 30 beams
- BC25: Beam-centered with 25 beams

4.1 Assignment time

Assignment time measures the duration of the resource assignment (RsModCod selection and frequency and time assignment) of all users. The average assignment time is calculated over 100 instances and listed in Table 5.2.

Table 5.2: Average assignment time (seconds).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Env. 1</th>
<th>Env. 2</th>
<th>Env. 3</th>
<th>Env. 4</th>
<th>Env. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIFB</td>
<td>5.34</td>
<td>6.49</td>
<td>6.65</td>
<td>5.77</td>
<td>8.72</td>
</tr>
<tr>
<td>MBFB</td>
<td>1.03</td>
<td>4.77</td>
<td>6.53</td>
<td>5.77</td>
<td>7.52</td>
</tr>
<tr>
<td>MIBC30</td>
<td>8.50</td>
<td>10.64</td>
<td>10.15</td>
<td>6.95</td>
<td>14.96</td>
</tr>
<tr>
<td>MBBC30</td>
<td>2.55</td>
<td>10.49</td>
<td>10.11</td>
<td>8.19</td>
<td>13.58</td>
</tr>
<tr>
<td>MIBC25</td>
<td>6.32</td>
<td>10.49</td>
<td>10.40</td>
<td>6.95</td>
<td>14.00</td>
</tr>
<tr>
<td>MBBC25</td>
<td>1.89</td>
<td>9.54</td>
<td>9.97</td>
<td>9.23</td>
<td>13.41</td>
</tr>
</tbody>
</table>

Beam-centered configurations require longer assignment time than fixed-beams configuration for both MI and MB cases. This is based on the facts that (1) beam-centered configurations give higher acceptable interference thresholds granting the algorithm more calculation possibility and (2), in the fixed-beam configurations, frame constraints limit the search space for users assigned to the same beam.

For beam-centered configurations, lower number of beams requires less assignment time. This is also resulted from frame constraints imposition.

With average and high demands, MI takes about the same assignment time as MB. Nonetheless, with low demand, the former takes much longer. This indicates that the user demand impacts a lot on the algorithm performances.

High bandwidth requires longer time since there is more search space in each superframe. Note that the MATLAB environment was selected due to compatibility with the industrial requirements. The assignment times could be further reduced by recoding the algorithms in a more appropriate language, e.g. C++. 
4.2 Number of rejected users

Rejected users are users that the algorithm fails to assign the resources, either the RsModCod or the frequency and time assignment. Average number of rejected users are shown in Table 5.3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Env. 1</th>
<th>Env. 2</th>
<th>Env. 3</th>
<th>Env. 4</th>
<th>Env. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIFB</td>
<td>5.79</td>
<td>11.95</td>
<td>15.29</td>
<td>15.61</td>
<td>10.51</td>
</tr>
<tr>
<td>MBFB</td>
<td>1.98</td>
<td>14.54</td>
<td>17.40</td>
<td>18.01</td>
<td>11.00</td>
</tr>
<tr>
<td>MIBC30</td>
<td>0.93</td>
<td>10.58</td>
<td>14.17</td>
<td>14.71</td>
<td>10.27</td>
</tr>
<tr>
<td>MBBC30</td>
<td>1.40</td>
<td>14.03</td>
<td>17.24</td>
<td>17.74</td>
<td>10.73</td>
</tr>
<tr>
<td>MIBC25</td>
<td>4.15</td>
<td>10.60</td>
<td>14.17</td>
<td>14.71</td>
<td>10.27</td>
</tr>
<tr>
<td>MBBC25</td>
<td>2.13</td>
<td>14.03</td>
<td>17.24</td>
<td>17.74</td>
<td>10.73</td>
</tr>
</tbody>
</table>

It is not surprising that the number of rejected users depends largely on the demand or bandwidth.

For Env. 1 (low demand), the results are highly satisfactory as only few users are rejected. The best method, for which almost no user is rejected in average, is the MI with beam centered and 30 beams (thus fully exploiting the SDMA technology). Surprisingly, the MB becomes the best choice for beam centering allocation when the number of beams reduces to 25. MB shows also a much better performance than MI when the beams are fixed.

When demand increases the MI algorithm uniformly performs better than the MB. However the number of rejected users dramatically increases. Comparison between Env. 4 and Env. 5 shows the high impact of the bandwidth availability when the demand is fixed to a high value. For these highly constrained scenarios the MI always performs better than the MB.

4.3 Total slack

Total slack for a user is initialized by its interference threshold ($\alpha$). This gap is reduced when there is interference from other users. Larger interference gap means lower interference. Total interference gap is the summation of interference gap of all assigned users. The average total slacks are shown in Table 5.4.

As expected, MI gives higher total slack than MB; nonetheless the gap is wider in the low demand case. The fixed-beam configurations give slightly better total slack than that of the beam-centered, this is understandable if we
4 Computational experiments

4.4 Frequency utilization

A frequency is considered utilized if any part of it is assigned to users. Same frequencies from different superframes are treated as different ones. Total number of utilized frequencies are counted, averaged over 100 instances and rounded up to the nearest integer values. This indicator generally portrays how much the frequency resource is utilized. In fact, this figure is considered as the total utilized bandwidth. Results are shown in Table 5.5.

Note that the satellite system supports a certain amount of bandwidth, which is 300 MHz in this case.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Env. 1</th>
<th>Env. 2</th>
<th>Env. 3</th>
<th>Env. 4</th>
<th>Env. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIFB</td>
<td>3.66</td>
<td>1.66</td>
<td>0.82</td>
<td>1.19</td>
<td>1.49</td>
</tr>
<tr>
<td>MBFB</td>
<td>2.20</td>
<td>1.31</td>
<td>0.68</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>MIBC30</td>
<td>3.84</td>
<td>1.64</td>
<td>0.79</td>
<td>1.21</td>
<td>1.41</td>
</tr>
<tr>
<td>MBBC30</td>
<td>2.13</td>
<td>1.27</td>
<td>0.69</td>
<td>0.98</td>
<td>1.00</td>
</tr>
<tr>
<td>MIBC25</td>
<td>3.72</td>
<td>1.65</td>
<td>0.79</td>
<td>1.21</td>
<td>1.42</td>
</tr>
<tr>
<td>MBBC25</td>
<td>2.17</td>
<td>1.27</td>
<td>0.69</td>
<td>0.98</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The MB configurations require lower number of frequencies than MI configurations. Nonetheless, a contradicting result can be found in a low demand case (MIFB vs. MBFB). This result also relates to the number of rejected users that MBFB yields much lower number of rejection than MIFB. This
could be the case that since MB does not always assign the least interfered position and the user demands are low, more users could be packed in the same manner as shown in Figure 5.3.

5 Conclusion

Specifications and constraints provided by the industry render the resource allocation problem highly complex. This complexity and the fact that frequency assignment plans must be recomputed frequently in order to cope for user mobility yield classic optimization tool such as Integer Linear Programming impractical. Greedy algorithms have to be proposed for this problem. Two greedy algorithms are devised and tested.

When the user demand is reasonable, the proposed greedy algorithms obtain a user acceptance rate that has been judged as satisfactory by the industrial partner. Nevertheless, when the problem becomes highly constrained, especially when the demand increases or when the available bandwidth is limited the performance dramatically decrease. Future work could be focused on computing upper bounds on the number of accepted user to be able to estimate the possible performance gain in highly constrained environment. Then local search heuristics could be proposed to further improve the greedy algorithm.
**Input:** Input parameters, User profile, Beam positions

**Output:** userAllocation, nbReject, totalSlack, Allocation time, numberFrequencyUsed

1. $s_i, c6check_i \leftarrow 0, \forall i = 1, \ldots, nbSuperframeMax$
2. $capacityS_i \leftarrow \text{size of } s, \forall i = 1, \ldots, nbSuperframeMax$
3. $yLevel_i \leftarrow \text{height of } s, \forall i = 1, \ldots, nbSuperframeMax$
4. $nbReject \leftarrow 0$
5. $allocationTry_i, allocationFail_i, \alpha_i, \delta_{ij}, RS_i, CsN_i, ...$
   ModCodSelected_i, totalSlack_i, userAllocation_i \leftarrow 0, \forall i = 1, \ldots, nbUser$
6. sort User profile (by priority and demand)
7. for $allocationTry = 1$ to $nbUser$ do
8.   $i = \text{WRR}(allocationTry)$
9.   $(RS_i, CsN_i, ModCodSelected_i, d_i, allocationFail_i) = \text{RsModCodSelect}(i, bitrate_i, terminalType_i)$
10. if $allocationFail_i = 0$ then
11.     calculate $\alpha_i, \delta_{ij}, \forall j | RS_j \neq 0$
12.     totalSlack_i \leftarrow totalSlack_i + \alpha_i
13.     specificS_i \leftarrow k$ if $i$ shares the same beam $k$ of $j$ and $RS_j \neq 0$
14.     $(allocationResult, slackResult, c6Check) = \text{allocation_MI}(nbUser, nbSuperframeMax, i, d_i, S, \delta_{ij}, ...$
   c6check, totalSlack, beam_i, lastS, capacityS, yLevel, specificS)
15. if $allocationResult = 0$ then
16.     $allocationFail_i \leftarrow 1$
17.     $nbReject \leftarrow nbReject + 1$
18.     $RS_i, CsN_i, ModCodSelected_i, \alpha_i, \delta_{ij} \leftarrow 0$
19.     totalSlack_i \leftarrow totalSlack_i - \alpha_i
20. else
21.     calculate numberFrequencyUsed
22.     if $numberFrequencyUsed \leq \text{BWMax}$ then
23.        userAllocation_i \leftarrow allocationResult
24.        totalSlack \leftarrow slackResult
25.        update capacityS, yLevel, lastS
26.     else
27.        $allocationFail_i \leftarrow 1$
28.        $nbReject \leftarrow nbReject + 1$
29.        $RS_i, CsN_i, ModCodSelected_i, \alpha_i, \delta_{ij} \leftarrow 0$
30.        totalSlack_i \leftarrow totalSlack_i - \alpha_i
31. end
32. end
33. end
34. end

**Algorithm 4:** CASE 1 (fixed-beam), CASE 2 (SDMA-beam with the number of users not greater than the number of satellite beams)
Modify Algorithm for CASE 1,2 as following:

1. Line (4) to \( nbReject, beamCount \leftarrow 0 \)
2. Insert if-else statement after Line (7)
   3. if \( beamCount < nbBeams \) then
      4. \( beam_i \leftarrow user_i \)
      5. \( beamCount \leftarrow beamCount + 1 \)
   6. else
      7. \( beam_i \leftarrow beam_j \ | \ gain_{j\rightarrow i} \) is maximum
5. Insert if statement after Line (19) and (30)
   6. if \( beamCount < nbBeams \) then
      7. \( beamCount \leftarrow beamCount - 1 \)
      8. \( beam_i \leftarrow 0 \)

\textbf{Algorithm 5:} CASE 3 (SDMA-beam with the number of users greater than the number of satellite beams)
Algorithm 6: Minimum interference
**Input:** nbUser, nbSuperframeMax, i, di, S, δij, c6check, totalSlack, beami, lastS, capacityS, yLevel, specificS

**Output:** allocationResult, slackResult, c6check

```plaintext
maxSlack, allocationResult ← 0
M = findM(di)
if specificS = 0 then nbs ← {1, ..., lastS + 1} else nbs ← specificS
for m = M1, ..., Mn ∈ M do
    n ← di/m
    for y1 = BWAvial − n + 1, BWAvail − n, ..., 1 do
        y2 ← y1 + n − 1
        for x1 = 1, ..., FrameDuration − m + 1 do
            x2 ← x1 + m − 1
            for NBS = 1, ..., nbs do
                if NBS > nbSuperframeMax then break
                if capacityS_{NBS} ≥ di then
                    overlapOwnS = overlap(nbUser, S_{NBS}, x1, x2, y1, y2)
                    if overlapOwnS = 0 then slack ← totalSlack
                    for otherS = 1, ..., lastS do
                        if otherS ≠ NBS then
                            overlapOtherS = overlap(nbUser, S_{otherS}, x1, x2, y1, y2)
                            addInterference = interference(nbUser, i, di, overlapOtherS, δ_{ij})
                            slack ← slack − addInterference
                        end
                    end
                    if slack > 0 then
                        if slack_{i} > maxSlack then
                            if c6check PASS then
                                update allocationResult
                                slackResult ← slack
                                maxSlack ← slack_{i}
                            end
                        end
                    end
                end
            end
        end
    end
end
end
end
end
if allotionResult ≠ 0 then break
end
if allocationResult ≠ 0 then break
end
if allotionResult ≠ 0 then update c6check else
slackResult ← totalSlack
```

**Algorithm 7:** Minimum bandwidth
**Algorithm 8: Overlap function**

**Input:** $nbUser, S_{NBS}, x_1, x_2, y_1, y_2$

**Output:** $overlapResult$

1. for $i = y_1, \ldots, y_2$ do
2.   for $j = x_1, \ldots, x_2$ do
3.     if $S(i, j) \neq 0$ then
4.       $overlapResult(S(i, j), 1) = 1$
5.       $overlapResult(S(i, j), 2) \leftarrow overlapResult(S(i, j), 2) + 1$
6.     end
7.   end
8. end
9. if there is at least an overlap then
10.   for $i = 1, \ldots, \text{height of } S$ do
11.     for $j = 1, \ldots, \text{width of } S$ do
12.       $overlapResult(S(i, j), 3) \leftarrow overlapResult(S(i, j), 3) + 1$
13.     end
14. end
15. end

**Algorithm 9: Interference function**

**Input:** $nbUser, i, d_i, overlap, \delta_{ij}$

**Output:** $add\_interference$

1. $add\_interference \leftarrow 0$
2. for $j = 1, \ldots, nbUser$ do
3.   if $overlap(j, 1) = 1$ then
4.     $add\_interference(j) \leftarrow \delta(j, i) \cdot overlap(j, 2)/overlap(j, 3)$
5.     $add\_interference(i) \leftarrow add\_interference(i) + \delta(i, j) \cdot overlap(j, 2)/d_i$
6.   end
7. end
\textbf{Input:} userAllocation, $CsN, EIRPTerm, PCM\text{a}rgin
\textbf{Output:} powerMargin, powerAdjustment, $\alpha_i$, $\delta_{ij}$, finalTotalSlack

1. $powerMargin, powerAdjustment \leftarrow 0, \forall i = 1, \ldots, nbUser$
2. calculate $CsNplusI\_dB, CsN\_dB$
3. $powerMargin \leftarrow CsNplusI\_dB - CsN\_dB$
4. $powerAdjustment \leftarrow \max(0, \text{floor}(CsNplusI\_dB -\)
   \quad CsN\_dB - PCM\text{a}rgin)$
5. \textbf{if} $powerAdjustment \neq 0$ \textbf{then}
6. \hspace{1em} \textbf{while} $powerAdjustment \neq 0$ \textbf{do}
7. \hspace{2em} $EIRPTerm \leftarrow EIRPTerm - powerAdjustment$
8. \hspace{2em} update $CsNplusI\_dB$
9. \hspace{2em} $powerMargin \leftarrow CsNplusI\_dB - CsN\_dB$
10. \hspace{2em} $powerAdjustment \leftarrow \max(0, \text{floor}(CsNplusI\_dB -\)
    \quad CsN\_dB - PCM\text{a}rgin)$
11. \hspace{1em} \textbf{end}
12. \textbf{end}
13. calculate $\alpha_i$, $\delta_{ij}$, finalTotalSlack

\textbf{Algorithm 10:} Uplink power control
Part III

Conclusion
Conclusion and perspectives

We have solved frequency assignment problems in an SDMA satellite communication system by considering intra-system co-channel interference between users. Within this interference-limited environment, our objective is to assign as many users as possible using a short calculation time. Two types of interference are considered i.e. binary and cumulative interference. The latter, though more complicated, yields a more realistic representation. For each of them, single carrier and multiple carrier frequency assignment models are taken into account. We also dealt with 2-dimensional frequency × time assignments which is more complicated and harder to solve.

Single carrier FAPs are solved by greedy algorithms and ILP. The proposed greedy algorithm is efficient and can provide good quality solutions. We have solved a non-linear algorithm called Beam Moving problem to further improve the solutions from both ILP and greedy algorithm; nonetheless, its calculation time is long. To improve these results, a fast heuristic to solve the continuous optimization problem could be designed. Furthermore, an integrated approach where frequency assignment and beam position are determined simultaneously could be proposed. This yields highly complex mixed non-linear integer programming formulations. More improvements could be achieved by allowing temporary decrease of the objective functions via metaheuristics framework such as tabu search. Better upper bounding techniques could also be helpful to stop the search earlier.

In this thesis, we have also established connections between FAP and scheduling theory. More precisely, multiple carrier FAPs are modelled as scheduling problem and ILPs. We have shown that the scheduling model offers superior performance than the proposed ILP. It is worth noting that, by transforming the cumulative interference into binary interference, scheduling method together with clique-induced constraints yields much better results.

This cumulative-to-binary transformation yields easier problem and will open us to more solving possibilities. In the thesis, we propose a simple
transformation based on the average value and a loading factor. This simple transformation tends to overload the graph. A better transformation could help improve the overall performance. Instead of relying only on the average value, statistical analysis could be applied.

We have not tested all the proposed ILP formulations especially the pattern-based one which lead to an interaction with column generation method, which could greatly improve the performance. Heuristic based on interval graph coloring, though not covered here, could also provide fast solving speed. It would be interesting to extended the graph coloring model to cope with cumulative interference or to apply the graph coloring methods to the cumulative-transformed binary interference. Thus, both pattern-based ILP and interval graph coloring would be interesting topics to explore further.

The problem could be also treated as 2-dimensional bin packing problem with constraints on overlapping between users represented by rectangular boxes.

We have also proposed an ILP formulation for 2-dimensional frequency assignment problem. This complex model would need long calculation time. Nonetheless, it would be interesting if we could combine this with a local search technique in order to improve it.

The recently proposed hyper-heuristic [30] method could also be applied to this problem. The key is to define a common local search that can be used by different heuristics. Starting from a solution that could be constructed by a simple greedy algorithm, one could deal simultaneously with both frequency and time or by fixing the time and explore the frequency domain or vice versa.

We also consider the frequency assignment problem which incorporates the specifications and constraints provided by the industry. These requirements render the resource allocation problem highly complex. This complexity and the fact that frequency assignment plans must be recomputed frequently in order to cope for user mobility yield classic optimization tool such as Integer Linear Programming impractical. According to this, we thus proposed greedy algorithms, although it does not provide an optimal solution. Two greedy algorithms are devised and tested. These algorithms are based on two different concepts: minimizing interference or minimizing bandwidth.

When the user demand is reasonable, the proposed greedy algorithms obtain a user acceptance rate that has been judged as satisfactory by the industrial partner. Nevertheless, when the problem becomes highly constrained, especially when the demand increases or when the available bandwidth is limited the performance dramatically decrease. Future work could be focused on computing upper bounds on the number of accepted user to be able to estimate the possible performance gain in highly constrained environment. Then local search heuristics could be proposed to further improve the greedy algorithm.

So far we have not considered the feature that supports temporal demand
changes or adding/removing of users. Unlike in the cellular network that considers temporal traffic volume changes to support a number of users either by adding more frequency (each supports multiple users) or considering the worst case interference, change of traffic to the satellite users (ground stations) mean adding or removing frequencies or modifying the assigned time which, in all cases, should strictly respect the resulted signal-to-noise ratio of each connection. In other words, demand change of a satellite user impact other users and resource reassignment would be inevitable. Regarding to this, one would consider a fast local optimization algorithm which could provide resource reassignment to the impacted users. The local optimization could also be used to support mobile users.
Part IV

Appendix
RsModCod tables

Table A.1: RsModCod Table for Terminal Type 1

<table>
<thead>
<tr>
<th>No.</th>
<th>ModCod</th>
<th>Required C/N (dB)</th>
<th>BW (MHz)</th>
<th>Symbol Rate (Msymb/s)</th>
<th>Bitrate (Mb/s)</th>
<th>Estimated C/(N+I) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>5</td>
<td>4.167</td>
<td>1.994</td>
<td>9.065</td>
</tr>
<tr>
<td>2.</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>5</td>
<td>4.167</td>
<td>2.670</td>
<td>9.065</td>
</tr>
<tr>
<td>3.</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>5</td>
<td>4.167</td>
<td>3.211</td>
<td>9.065</td>
</tr>
<tr>
<td>4.</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>5</td>
<td>4.167</td>
<td>4.022</td>
<td>9.065</td>
</tr>
<tr>
<td>5.</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>5</td>
<td>4.167</td>
<td>4.833</td>
<td>9.065</td>
</tr>
<tr>
<td>6.</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>5</td>
<td>4.167</td>
<td>5.378</td>
<td>9.065</td>
</tr>
<tr>
<td>7.</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>5</td>
<td>4.167</td>
<td>6.050</td>
<td>9.065</td>
</tr>
<tr>
<td>8.</td>
<td>S2-QPSK4s5</td>
<td>5.32</td>
<td>5</td>
<td>4.167</td>
<td>6.456</td>
<td>9.065</td>
</tr>
<tr>
<td>9.</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>5</td>
<td>4.167</td>
<td>6.730</td>
<td>9.065</td>
</tr>
<tr>
<td>10.</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>5</td>
<td>4.167</td>
<td>7.185</td>
<td>9.065</td>
</tr>
<tr>
<td>12.</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>5</td>
<td>4.167</td>
<td>7.248</td>
<td>9.065</td>
</tr>
<tr>
<td>13.</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>5</td>
<td>4.167</td>
<td>8.065</td>
<td>9.065</td>
</tr>
<tr>
<td>15.</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>5</td>
<td>4.167</td>
<td>10.093</td>
<td>9.065</td>
</tr>
<tr>
<td>16.</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>5</td>
<td>4.167</td>
<td>10.775</td>
<td>9.065</td>
</tr>
<tr>
<td>17.</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>10</td>
<td>8.333</td>
<td>3.988</td>
<td>7.068</td>
</tr>
<tr>
<td>18.</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>10</td>
<td>8.333</td>
<td>5.340</td>
<td>7.068</td>
</tr>
<tr>
<td>19.</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>10</td>
<td>8.333</td>
<td>6.422</td>
<td>7.068</td>
</tr>
<tr>
<td>20.</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>10</td>
<td>8.333</td>
<td>8.044</td>
<td>7.068</td>
</tr>
<tr>
<td>21.</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>10</td>
<td>8.333</td>
<td>9.667</td>
<td>7.068</td>
</tr>
</tbody>
</table>
Table A.1: RsModCod Table for Terminal Type 1 (continued)

<table>
<thead>
<tr>
<th>No.</th>
<th>ModCod</th>
<th>Required C/N (dB)</th>
<th>BW (MHz)</th>
<th>Symbol Rate (Msymb/s)</th>
<th>Bitrate (Mb/s)</th>
<th>Estimated C/(N+I) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>10</td>
<td>8.333</td>
<td>10.757</td>
<td>7.068</td>
</tr>
<tr>
<td>23.</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>10</td>
<td>8.333</td>
<td>12.101</td>
<td>7.068</td>
</tr>
<tr>
<td>24.</td>
<td>S2-QPSK4s5</td>
<td>5.32</td>
<td>10</td>
<td>8.333</td>
<td>12.912</td>
<td>7.068</td>
</tr>
<tr>
<td>25.</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>10</td>
<td>8.333</td>
<td>13.461</td>
<td>7.068</td>
</tr>
<tr>
<td>26.</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>10</td>
<td>8.333</td>
<td>14.370</td>
<td>7.068</td>
</tr>
<tr>
<td>27.</td>
<td>S2-QPSK9s10</td>
<td>7.32</td>
<td>10</td>
<td>8.333</td>
<td>14.550</td>
<td>7.068</td>
</tr>
<tr>
<td>28.</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>10</td>
<td>8.333</td>
<td>14.496</td>
<td>7.068</td>
</tr>
<tr>
<td>29.</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>10</td>
<td>8.333</td>
<td>16.130</td>
<td>7.068</td>
</tr>
<tr>
<td>30.</td>
<td>S2-8PSK3s4</td>
<td>9.21</td>
<td>10</td>
<td>8.333</td>
<td>18.146</td>
<td>7.068</td>
</tr>
<tr>
<td>31.</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>10</td>
<td>8.333</td>
<td>20.186</td>
<td>7.068</td>
</tr>
<tr>
<td>32.</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>10</td>
<td>8.333</td>
<td>21.549</td>
<td>7.068</td>
</tr>
<tr>
<td>33.</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>15</td>
<td>12.500</td>
<td>5.982</td>
<td>5.705</td>
</tr>
<tr>
<td>34.</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>15</td>
<td>12.500</td>
<td>8.010</td>
<td>5.705</td>
</tr>
<tr>
<td>35.</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>15</td>
<td>12.500</td>
<td>9.633</td>
<td>5.705</td>
</tr>
<tr>
<td>36.</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>15</td>
<td>12.500</td>
<td>12.067</td>
<td>5.705</td>
</tr>
<tr>
<td>37.</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>15</td>
<td>12.500</td>
<td>14.500</td>
<td>5.705</td>
</tr>
<tr>
<td>38.</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>15</td>
<td>12.500</td>
<td>16.135</td>
<td>5.705</td>
</tr>
<tr>
<td>39.</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>15</td>
<td>12.500</td>
<td>18.151</td>
<td>5.705</td>
</tr>
<tr>
<td>40.</td>
<td>S2-QPSK4s5</td>
<td>5.32</td>
<td>15</td>
<td>12.500</td>
<td>19.368</td>
<td>5.705</td>
</tr>
<tr>
<td>41.</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>15</td>
<td>12.500</td>
<td>20.191</td>
<td>5.705</td>
</tr>
<tr>
<td>42.</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>15</td>
<td>12.500</td>
<td>21.555</td>
<td>5.705</td>
</tr>
<tr>
<td>43.</td>
<td>S2-QPSK9s10</td>
<td>7.32</td>
<td>15</td>
<td>12.500</td>
<td>21.826</td>
<td>5.705</td>
</tr>
<tr>
<td>44.</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>15</td>
<td>12.500</td>
<td>21.745</td>
<td>5.705</td>
</tr>
<tr>
<td>45.</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>15</td>
<td>12.500</td>
<td>24.196</td>
<td>5.705</td>
</tr>
<tr>
<td>46.</td>
<td>S2-8PSK3s4</td>
<td>9.21</td>
<td>15</td>
<td>12.500</td>
<td>27.219</td>
<td>5.705</td>
</tr>
<tr>
<td>47.</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>15</td>
<td>12.500</td>
<td>30.278</td>
<td>5.705</td>
</tr>
<tr>
<td>48.</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>15</td>
<td>12.500</td>
<td>32.324</td>
<td>5.705</td>
</tr>
<tr>
<td>49.</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>20</td>
<td>16.667</td>
<td>7.976</td>
<td>4.669</td>
</tr>
<tr>
<td>50.</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>20</td>
<td>16.667</td>
<td>10.680</td>
<td>4.669</td>
</tr>
<tr>
<td>51.</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>20</td>
<td>16.667</td>
<td>12.844</td>
<td>4.669</td>
</tr>
<tr>
<td>52.</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>20</td>
<td>16.667</td>
<td>16.089</td>
<td>4.669</td>
</tr>
<tr>
<td>53.</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>20</td>
<td>16.667</td>
<td>19.334</td>
<td>4.669</td>
</tr>
<tr>
<td>54.</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>20</td>
<td>16.667</td>
<td>21.513</td>
<td>4.669</td>
</tr>
<tr>
<td>55.</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>20</td>
<td>16.667</td>
<td>24.201</td>
<td>4.669</td>
</tr>
<tr>
<td>56.</td>
<td>S2-QPSK4s5</td>
<td>5.32</td>
<td>20</td>
<td>16.667</td>
<td>25.824</td>
<td>4.669</td>
</tr>
<tr>
<td>57.</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>20</td>
<td>16.667</td>
<td>26.921</td>
<td>4.669</td>
</tr>
</tbody>
</table>
Table A.1: RsModCod Table for Terminal Type 1 (continued)

<table>
<thead>
<tr>
<th>No.</th>
<th>ModCod</th>
<th>Required C/N (dB)</th>
<th>BW (MHz)</th>
<th>Symbol Rate (Msymb/s)</th>
<th>Bitrate (Mb/s)</th>
<th>Estimated C/(N+I) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>58.</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>20</td>
<td>16.667</td>
<td>28.740</td>
<td>4.669</td>
</tr>
<tr>
<td>60.</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>20</td>
<td>16.667</td>
<td>28.993</td>
<td>4.669</td>
</tr>
<tr>
<td>61.</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>20</td>
<td>16.667</td>
<td>32.261</td>
<td>4.669</td>
</tr>
<tr>
<td>63.</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>20</td>
<td>16.667</td>
<td>40.371</td>
<td>4.669</td>
</tr>
<tr>
<td>64.</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>20</td>
<td>16.667</td>
<td>43.099</td>
<td>4.669</td>
</tr>
</tbody>
</table>

Table A.2: RsModCod Table for Terminal Type 2

<table>
<thead>
<tr>
<th>No.</th>
<th>ModCod</th>
<th>Required C/N (dB)</th>
<th>BW (MHz)</th>
<th>Symbol Rate (Msymb/s)</th>
<th>Bitrate (Mb/s)</th>
<th>Estimated C/(N+I) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>5</td>
<td>4.167</td>
<td>1.994</td>
<td>5.519</td>
</tr>
<tr>
<td>2.</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>5</td>
<td>4.167</td>
<td>2.670</td>
<td>5.519</td>
</tr>
<tr>
<td>3.</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>5</td>
<td>4.167</td>
<td>3.211</td>
<td>5.519</td>
</tr>
<tr>
<td>4.</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>5</td>
<td>4.167</td>
<td>4.022</td>
<td>5.519</td>
</tr>
<tr>
<td>5.</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>5</td>
<td>4.167</td>
<td>4.833</td>
<td>5.519</td>
</tr>
<tr>
<td>6.</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>5</td>
<td>4.167</td>
<td>5.378</td>
<td>5.519</td>
</tr>
<tr>
<td>7.</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>5</td>
<td>4.167</td>
<td>6.050</td>
<td>5.519</td>
</tr>
<tr>
<td>8.</td>
<td>S2-QPSK4s5</td>
<td>5.32</td>
<td>5</td>
<td>4.167</td>
<td>6.456</td>
<td>5.519</td>
</tr>
<tr>
<td>9.</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>5</td>
<td>4.167</td>
<td>6.730</td>
<td>5.519</td>
</tr>
<tr>
<td>10.</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>5</td>
<td>4.167</td>
<td>7.185</td>
<td>5.519</td>
</tr>
<tr>
<td>11.</td>
<td>S2-QPSK9s10</td>
<td>7.32</td>
<td>5</td>
<td>4.167</td>
<td>7.275</td>
<td>5.519</td>
</tr>
<tr>
<td>12.</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>5</td>
<td>4.167</td>
<td>7.248</td>
<td>5.519</td>
</tr>
<tr>
<td>13.</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>5</td>
<td>4.167</td>
<td>8.065</td>
<td>5.519</td>
</tr>
<tr>
<td>14.</td>
<td>S2-8PSK3s4</td>
<td>9.21</td>
<td>5</td>
<td>4.167</td>
<td>9.073</td>
<td>5.519</td>
</tr>
<tr>
<td>15.</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>5</td>
<td>4.167</td>
<td>10.093</td>
<td>5.519</td>
</tr>
<tr>
<td>16.</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>5</td>
<td>4.167</td>
<td>10.775</td>
<td>5.519</td>
</tr>
<tr>
<td>17.</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>10</td>
<td>8.333</td>
<td>3.988</td>
<td>2.928</td>
</tr>
<tr>
<td>18.</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>10</td>
<td>8.333</td>
<td>5.340</td>
<td>2.928</td>
</tr>
<tr>
<td>19.</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>10</td>
<td>8.333</td>
<td>6.422</td>
<td>2.928</td>
</tr>
<tr>
<td>20.</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>10</td>
<td>8.333</td>
<td>8.044</td>
<td>2.928</td>
</tr>
<tr>
<td>21.</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>10</td>
<td>8.333</td>
<td>9.667</td>
<td>2.928</td>
</tr>
<tr>
<td>22.</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>10</td>
<td>8.333</td>
<td>10.757</td>
<td>2.928</td>
</tr>
</tbody>
</table>
Table A.2: RsModCod Table for Terminal Type 2 (continued)

<table>
<thead>
<tr>
<th>No.</th>
<th>ModCod</th>
<th>Required C/N (dB)</th>
<th>BW (MHz)</th>
<th>Symbol Rate (Msymb/s)</th>
<th>Bitrate (Mb/s)</th>
<th>Estimated C/(N+I) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>10</td>
<td>8.333</td>
<td>12.101</td>
<td>2.928</td>
</tr>
<tr>
<td>24</td>
<td>S2-QPSK3s5</td>
<td>5.32</td>
<td>10</td>
<td>8.333</td>
<td>12.912</td>
<td>2.928</td>
</tr>
<tr>
<td>25</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>10</td>
<td>8.333</td>
<td>13.461</td>
<td>2.928</td>
</tr>
<tr>
<td>26</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>10</td>
<td>8.333</td>
<td>14.370</td>
<td>2.928</td>
</tr>
<tr>
<td>27</td>
<td>S2-QPSK9s10</td>
<td>7.32</td>
<td>10</td>
<td>8.333</td>
<td>14.550</td>
<td>2.928</td>
</tr>
<tr>
<td>28</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>10</td>
<td>8.333</td>
<td>14.496</td>
<td>2.928</td>
</tr>
<tr>
<td>29</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>10</td>
<td>8.333</td>
<td>16.130</td>
<td>2.928</td>
</tr>
<tr>
<td>30</td>
<td>S2-8PSK3s4</td>
<td>9.21</td>
<td>10</td>
<td>8.333</td>
<td>18.146</td>
<td>2.928</td>
</tr>
<tr>
<td>31</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>10</td>
<td>8.333</td>
<td>20.186</td>
<td>2.928</td>
</tr>
<tr>
<td>32</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>10</td>
<td>8.333</td>
<td>21.549</td>
<td>2.928</td>
</tr>
<tr>
<td>33</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>15</td>
<td>12.500</td>
<td>5.982</td>
<td>1.316</td>
</tr>
<tr>
<td>34</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>15</td>
<td>12.500</td>
<td>8.010</td>
<td>1.316</td>
</tr>
<tr>
<td>35</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>15</td>
<td>12.500</td>
<td>9.633</td>
<td>1.316</td>
</tr>
<tr>
<td>36</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>15</td>
<td>12.500</td>
<td>12.067</td>
<td>1.316</td>
</tr>
<tr>
<td>37</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>15</td>
<td>12.500</td>
<td>14.500</td>
<td>1.316</td>
</tr>
<tr>
<td>38</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>15</td>
<td>12.500</td>
<td>16.135</td>
<td>1.316</td>
</tr>
<tr>
<td>39</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>15</td>
<td>12.500</td>
<td>18.151</td>
<td>1.316</td>
</tr>
<tr>
<td>40</td>
<td>S2-QPSK4s5</td>
<td>5.32</td>
<td>15</td>
<td>12.500</td>
<td>19.368</td>
<td>1.316</td>
</tr>
<tr>
<td>41</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>15</td>
<td>12.500</td>
<td>20.191</td>
<td>1.316</td>
</tr>
<tr>
<td>42</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>15</td>
<td>12.500</td>
<td>21.555</td>
<td>1.316</td>
</tr>
<tr>
<td>43</td>
<td>S2-QPSK9s10</td>
<td>7.32</td>
<td>15</td>
<td>12.500</td>
<td>21.826</td>
<td>1.316</td>
</tr>
<tr>
<td>44</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>15</td>
<td>12.500</td>
<td>21.745</td>
<td>1.316</td>
</tr>
<tr>
<td>45</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>15</td>
<td>12.500</td>
<td>24.196</td>
<td>1.316</td>
</tr>
<tr>
<td>46</td>
<td>S2-8PSK3s4</td>
<td>9.21</td>
<td>15</td>
<td>12.500</td>
<td>27.219</td>
<td>1.316</td>
</tr>
<tr>
<td>47</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>15</td>
<td>12.500</td>
<td>30.278</td>
<td>1.316</td>
</tr>
<tr>
<td>48</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>15</td>
<td>12.500</td>
<td>32.324</td>
<td>1.316</td>
</tr>
<tr>
<td>49</td>
<td>S2-QPSK1s4</td>
<td>-1.32</td>
<td>20</td>
<td>16.667</td>
<td>7.976</td>
<td>0.143</td>
</tr>
<tr>
<td>50</td>
<td>S2-QPSK1s3</td>
<td>-0.7</td>
<td>20</td>
<td>16.667</td>
<td>10.680</td>
<td>0.143</td>
</tr>
<tr>
<td>51</td>
<td>S2-QPSK2s5</td>
<td>0.25</td>
<td>20</td>
<td>16.667</td>
<td>12.844</td>
<td>0.143</td>
</tr>
<tr>
<td>52</td>
<td>S2-QPSK1s2</td>
<td>1.56</td>
<td>20</td>
<td>16.667</td>
<td>16.089</td>
<td>0.143</td>
</tr>
<tr>
<td>53</td>
<td>S2-QPSK3s5</td>
<td>2.81</td>
<td>20</td>
<td>16.667</td>
<td>19.334</td>
<td>0.143</td>
</tr>
<tr>
<td>54</td>
<td>S2-QPSK2s3</td>
<td>3.7</td>
<td>20</td>
<td>16.667</td>
<td>21.513</td>
<td>0.143</td>
</tr>
<tr>
<td>55</td>
<td>S2-QPSK3s4</td>
<td>4.65</td>
<td>20</td>
<td>16.667</td>
<td>24.201</td>
<td>0.143</td>
</tr>
<tr>
<td>56</td>
<td>S2-QPSK4s5</td>
<td>5.32</td>
<td>20</td>
<td>16.667</td>
<td>25.824</td>
<td>0.143</td>
</tr>
<tr>
<td>57</td>
<td>S2-QPSK5s6</td>
<td>5.84</td>
<td>20</td>
<td>16.667</td>
<td>26.921</td>
<td>0.143</td>
</tr>
<tr>
<td>58</td>
<td>S2-QPSK8s9</td>
<td>6.95</td>
<td>20</td>
<td>16.667</td>
<td>28.740</td>
<td>0.143</td>
</tr>
</tbody>
</table>
Table A.2: RsModCod Table for Terminal Type 2 (continued)

<table>
<thead>
<tr>
<th>No.</th>
<th>ModCod</th>
<th>Required C/N (dB)</th>
<th>BW (MHz)</th>
<th>Symbol Rate (Msymb/s)</th>
<th>Bitrate (Mb/s)</th>
<th>Estimated C/(N+I) (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>59.</td>
<td>S2-QPSK9s10</td>
<td>7.32</td>
<td>20</td>
<td>16.667</td>
<td>29.101</td>
<td>0.143</td>
</tr>
<tr>
<td>60.</td>
<td>S2-8PSK3s5</td>
<td>7.57</td>
<td>20</td>
<td>16.667</td>
<td>28.993</td>
<td>0.143</td>
</tr>
<tr>
<td>61.</td>
<td>S2-8PSK2s3</td>
<td>7.84</td>
<td>20</td>
<td>16.667</td>
<td>32.261</td>
<td>0.143</td>
</tr>
<tr>
<td>62.</td>
<td>S2-8PSK3s4</td>
<td>9.21</td>
<td>20</td>
<td>16.667</td>
<td>36.292</td>
<td>0.143</td>
</tr>
<tr>
<td>63.</td>
<td>S2-8PSK5s6</td>
<td>10.78</td>
<td>20</td>
<td>16.667</td>
<td>40.371</td>
<td>0.143</td>
</tr>
<tr>
<td>64.</td>
<td>S2-8PSK8s9</td>
<td>12.28</td>
<td>20</td>
<td>16.667</td>
<td>43.099</td>
<td>0.143</td>
</tr>
</tbody>
</table>

**System and Link parameters**

The system and link parameters used in the experiment are listed below:

- Effective Isotropic Radiated Power (EIRPTerm) of Terminal Type 1 and 2: 50dBW, 45dBW
- Antenna equivalent temperature (TA): 300K
- Repeater equivalent temperature (TRep): 500K
- Uplink frequency (FUp): 8.4GHz
- Uplink free space loss (LFSLUp): 203dB
- Uplink atmospheric loss (LAtmoUp): 3.2dB
- Intermodulation product signal to noise ratio (CsIM): 20dB
- Feeder link signal to interference ratio (CsFeeder): 100dB
- Feeder link signal to noise ratio (CsNFeeder): 20dB
- LDepTerm: 1
- Antenna efficiency (eta): 0.8
- Antenna diameter (D): 1m
- Primary source diameter (d): 0.13m
- Maximum number of satellite beams (NbBeamsMax): 30
- Superframe bandwidth (BWAval): 60MHz, 100MHz
- System bandwidth (BWMax): 300MHz
- Frame’s minimum frequency size (FrameBWMmin): 1MHz
- Frame’s maximum frequency size (FrameBWMmax): 30MHz
- Frame duration: 0.1s
- Slot duration: 0.01s
- Power control margin (PCMargin): 2dB
C++ code for scheduling using CP Optimizer

1 Multiple carrier with binary interference

/* Find maximum profit (number of assigned operations)
   * This is a scheduling problem equivalent to a frequency assignment problem.
   * Inputs are an interference coefficient matrix (delta) and a demand vector of each user.
   * The problem is to assign each user a range of frequency in that the interfering users do not overlap and the overall frequency usage is minimum.
   * The problem is reduced to scheduling problem by representing each user as an operation, demand as a duration and frequency as time. Each maximal clique corresponds to a set of disjunctive operations in which overlapping of users are not allowed.
   */

#include <ilcp/cp.h>
#include <stdlib.h>
#include <iostream>
#include <fstream>
using namespace std;
#include <vector>
#include <string>
#include <algorithm>

class FileError: public IloException {
public:
    FileError() : IloException("Cannot open data file") {});
}

int main(int argc, const char* argv[]) {
    try {
        IloEnv env;
        IloInt nbUser;
        IloInt instNb;
        IloNum loadingFactor;
        IloInt timeLimit = 60;
        IloInt bandwidth;
        if (argc > 1)
            nbUser = atoi(argv[1]);
        if (argc > 2)
            instNb = atoi(argv[2]);
        if (argc > 3)
            loadingFactor = atof(argv[3]);
        if (argc > 4)
            bandwidth = atoi(argv[4]);
        if (argc > 5)
            timeLimit = atoi(argv[5]);
    } catch (FileError) {
        std::cout << "Error: Cannot open data file.
    }
}
// open the delta file
char fileDelta[80];
stringstream fileDelta("PL_data/delta_scenario3_bd.txt", nbUser, instNb);
ifstream fileA(fileDelta);
IloNum sumDelta = 0.0;
IloNum avgDelta = 0.0;
IloInt countDelta = 0;
IloNumArray2 delta(env, nbUser);
IloIntArray2 newDelta(env, nbUser);
for (IloInt i = 0; i < nbUser; i++) {
    delta[i] = IloNumArray(env, nbUser);
    newDelta[i] = IloIntArray(env, nbUser);
    for (IloInt j = 0; j < nbUser; j++) {
        fileA >> delta[i][j];
        delta[i][j] *= 1e20;
        sumDelta += delta[i][j];
        if (delta[i][j] > 0)
            countDelta ++;
    }
}
fileA.close();
avgDelta = (loadingFactor * sumDelta) / countDelta;
for (IloInt i = 0; i < nbUser; i++)
    for (IloInt j = 0; j < nbUser; j++) {
        if (i == j) {
            newDelta[i][j] = 0;
            newDelta[j][i] = 0;
        } else if (j > i && (delta[i][j] < avgDelta)) {
            newDelta[i][j] = 0;
            newDelta[j][i] = 0;
        } else if (j > i && (delta[i][j] >= avgDelta)) {
            newDelta[i][j] = 1;
            newDelta[j][i] = 1;
        }
    }
if (!fileA) {
    env.out() << "usage: " << argv[0] << " <fileA>" << endl;
    throw FileError();
}

// open the demand file
char fileDemand[80];
stringstream fileDemand("PL_data/Demand_scenario3_bd.txt", nbUser, instNb);
ifstream fileB(fileDemand);
IloNumArray demand(env, nbUser);
for (IloInt i = 0; i < nbUser; i++)
    fileB >> demand[i];
fileB.close();
if (!fileB) {
    env.out() << "usage: " << argv[0] << " <fileB>" << endl;
    throw FileError();
}

// open the alpha file
char fileAlpha[80];
stringstream fileAlpha("PL_data/alpha_scenario3_bd.txt", nbUser, instNb);
ifstream fileD(fileAlpha);
IloNumArray alpha(env, nbUser);
IloNum max_alpha = -IloInfinity;
IloNum min_alpha = IloInfinity;
for (IloInt i = 0; i < nbUser; i++) {
    fileD >> alpha[i];
    alpha[i] *= 1e20;
    if (alpha[i] < min_alpha)
        min_alpha = alpha[i];
    if (alpha[i] > max_alpha)
        max_alpha = alpha[i];
}
fileD.close();
if (!fileD) {
    env.out() << "usage: " << argv[0] << " <fileD>" << endl;
    throw FileError();
}

// start modeling
IloModel model(env);

// define operations
IloIntervalVarArray operations(env, nbUser);
IloIntArray profit(env);
for (IloInt i = 0; i < nbUser; i++) {
    // define constraints
    // define objective function
}
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operations[i] = IloIntervalVar(env, demand[i]);
operations[i].setOptional();
operations[i].setEndMax(bandwidth);
profit += IloPresenceOf(env, operations[i]);
}

// create non-overlapping constraints
for (IloInt i = 0; i < nbUser; i++) {
  for (IloInt j = 0; j < nbUser; j++) {
    if (i > j) && (newDelta[i][j] == 1) {
      IloIntervalVarArray disjunctive(env);
      disjunctive.add(operations[i]);
      model.add(IloNoOverlap(env, disjunctive));
    }
  }
}

// create model objective
IloObjective objective = IloMaximize(env, profit);
model.add(objective);

// solve the model and output the solution
IloCP cp(model);
cp.setParameter(IloCP::LogVerbosity, IloCP::Quiet);
cp.setParameter(IloCP::TimeLimit, timeLimit);
if (cp.solve()) {
  char namefileout[80];
  sprintf(namefileout,"Output6_%d_%d.txt",nbUser,instNb);
  ofstream fileout(namefileout);
  fileout << "Number of assigned operations 	: " << cp.getValue(objective) << std::endl;
  int opt;
  if (cp.getStatus() == IloAlgorithm::Optimal)
    opt = 1;
  else if (cp.getStatus() == IloAlgorithm::Feasible)
    opt = 2;
  else if (cp.getStatus() == IloAlgorithm::Infeasible)
    opt = 3;
  else if (cp.getStatus() == IloAlgorithm::Unbounded)
    opt = 4;
  else if (cp.getStatus() == IloAlgorithm::Unknown)
    opt = 5;
  else
    opt = 0;
  fileout << "Opt 	: " << opt << std::endl;
  fileout << "checking constraints" << endl;
  IloBool check = true;
  IloInt countViolation = 0;
  fileout << "checking constraints" << endl;
  for (IloInt i = 0; i < nbUser; i++) {
    if (cp.isPresent(operations[i])) {
      fileout << "constr " << i << " : ";
      IloNum slack = 0.0;
      for (IloInt j = 0; j < nbUser; j++) if (i!=j) { // slack <= alpha[i];
        if (cp.isPresent(operations[j])) {
          int overlap = 0;
          if (cp.getStart(operations[i]) <= cp.getEnd(operations[j])) \\
            overlap = max(cp.getStart(operations[i]),cp.getEnd(operations(j)));
          slack += overlap * delta[i][j] / demand[i];
        }
      }
      fileout << "slack = " << slack << " <= " << alpha[i];
      if (slack <= alpha[i])
        fileout << " OK" << endl;
      else {
        check = false;
        fileout << " VIOLATED" << endl;
        countViolation ++;
      }
    }
  }
  fileout.close();
  out << nbUser << "\t" << instNb << "\t" << cp.getValue(objective) << "\t" << opt << "\t" << countViolation << endl;
} else {
2 Multiple carrier with cumulative interference

/* Find maximum number of assigned operations */
/* This is a scheduling problem reduced from a frequency assignment problem.
* Inputs are an interference matrix delta, a threshold matrix alpha and
* a demand vector of each user.
* The problem is to assign each user a range of frequency in that the interfering users are allowed in that
* the interference does not exceed the threshold and the overall frequency usage is minimum.
* The problem is reduced to scheduling problem by representing each user as an operation,
* the demand as a time interval, the frequency resource as time.
* Each maximal clique corresponds to a set of disjunctive operations in which overlapping of users are not allowed.
*/

#include <ilcp/cp.h>
#include <stdlib.h>
#include <iostream>
#include <fstream>
using namespace std;

class FileError: public IloException {
public:
  FileError() : IloException("Cannot open data file") {} 
};

int main(int argc, const char* argv[]) {
  IloEnv env;
  try {
    IloInt nbUser;
    IloInt instNb;
    IloInt timeLimit = 60;
    IloInt bandwidth;
    if (argc > 1)
      nbUser = atoi(argv[1]);
    if (argc > 2)
      instNb = atoi(argv[2]);
    if (argc > 3)
      bandwidth = atoi(argv[3]);
    if (argc > 4)
      timeLimit = atoi(argv[4]);

    // open the alpha file
    char fileAlpha[80];
    sprintf(fileAlpha,"Pb_data/alpha_scenar3_bd kd.txt",nbUser,instNb);
    ifstream fileA(fileAlpha);
    IloNumArray alpha(env, nbUser);
    IloNum max_alpha = -IloInfinity;
    IloNum min_alpha = IloInfinity;
    for (IloInt i=0; i < nbUser; i++) {
      fileA >> alpha[i];
      if (alpha[i] > max_alpha)
        max_alpha = alpha[i];
      if (alpha[i] < min_alpha)
        min_alpha = alpha[i];
    }
    if (fileA) {
      env.out() << "usage: * " << argv[0] << " * <fileAlpha>* " << endl;
      throw FileError();
    }
// open the delta file
char fileDelta[80];
sprintf(fileDelta, "PL_data/delta_scenar3_%d_%d.txt", nbUser, instNb);
ifstream fileB(fileDelta);

// read data from fileB to delta
IloNum min_delta = IloInfinity;
IloNum max_delta = -IloInfinity;
IloNumArray2 delta(env, nbUser); // IloNumArray<IloNumArray> delta(env);
for (IloInt i = 0; i < nbUser; i++) {
    for (IloInt j = 0; j < nbUser; j++) { // delta.add(IloNumArray(env, nbUser);
        fileB >> delta[i][j];
        delta[i][j] *= 1e20;
        if (delta[i][j] < min_delta)
            min_delta = delta[i][j];
        if (delta[i][j] > max_delta)
            max_delta = delta[i][j];
    }
}
fileB.close();

if (!fileB) {
    env.out() << "usage: " << argv[0] << " <fileDelta>" << endl;
    throw FileError();
}

// open the demand file
char fileDemand[80];
sprintf(fileDemand, "PL_data/Demand_%d_%d.txt", nbUser, instNb);
ifstream fileC(fileDemand);

// read data from fileC to demand
IloNumArray demand(env, nbUser);
for (IloInt i = 0; i < nbUser; i++)
    fileC >> demand[i];
fileC.close();

if (!fileC) {
    env.out() << "usage: " << argv[0] << " <fileDemand>" << endl;
    throw FileError();
}

// start modeling
IloModel model(env);

// define operations
IloIntervalArray operations(env, nbUser);
IloIntExpr profit(env);
IloInt sum_demand = 0;
for (IloInt i = 0; i < nbUser; i++) { // operations[i] = IloIntervalVar(env, demand[i]);
    operations[i].setOptional();
    operations[i].setEndMax(bandwidth);
    profit += IloPresenceOf(env, operations[i]);
    sum_demand += demand[i];
}

// create overlapping constraints
IloExprArray slack(env, nbUser);
for (IloInt i = 0; i < nbUser; i++) { // slack[i] = IloExpr(env);
    for (IloInt j = 0; j < nbUser; j++) { // if (j != i) {
        if (delta[i][j] > 0)
            slack[i] += IloOverlapLength(env, operations[i], operations[j]) * (delta[i][j] / demand[i]);
    }
}
model.add(slack[i] <= alpha[i]);

// create model objective
IloObjective objective = IloMaximize(env, profit);
model.add(objective);

// solve the model and output the solution
IloCP cp(model);
if (cp.solve()) {
    char namefileout[80];
sprintf(namefileout, "Output9_%d_%d.txt", nbUser, instNb);
    ofstream fileout(namefileout);
    fileout << "Number of assigned operations \t: " << cp.getValue(objective) << std::endl;
    int opt;
}
if (cp.getStatus() == IloAlgorithm::Optimal)  
  opt = 1;  
else if (cp.getStatus() == IloAlgorithm::Feasible)  
  opt = 2;  
else if (cp.getStatus() == IloAlgorithm::Infeasible)  
  opt = 3;  
else if (cp.getStatus() == IloAlgorithm::Unbounded)  
  opt = 4;  
else if (cp.getStatus() == IloAlgorithm::Unknown)  
  opt = 5;  
else  
  opt = 0;  
fileout << "Opt : " << opt << std::endl;  
cp.printInformation(fileout);  
for (IloInt i = 0; i < nbUser; i++) {  
  if (cp.isPresent(operations[i])) {  
    fileout << "Operation " << i << " : cp.getStart("operations[i]" << std::endl;  
  }  
}  
// check constraints  
IloBool check = true;  
fileout << "checking constraints" << std::endl;  
for (IloInt i = 0; i < nbUser; i++) {  
  if (cp.isPresent(operations[i])) {  
    fileout << "constr " << i << " : IloNum slack = 0.0;  
    for (IloInt j = 0; j < nbUser; j++) if (i!=j) {  
      if (cp.isPresent(operations[j])) {  
        int overlap = 0;  
        if (cp.getStart(operations[i]) <= cp.getEnd(operations[j]) -1 &&  
            cp.getStart(operations[j]) <= cp.getEnd(operations[i]) -1)  
          overlap = min(cp.getEnd(operations[i]),cp.getEnd(operations[j])) -  
            max(cp.getStart(operations[i]),cp.getStart(operations[j]));  
        slack += overlap*delta[i][j] / demand[i];  
      }  
    }  
    fileout << "slack=" << slack << "<=" << alpha[i];  
    if (slack <= alpha[i])  
      fileout << " OK" << std::endl;  
    else {  
      check = false;  
      fileout << " VIOLATED" << std::endl;  
    }  
  }  
fileout.close();  
cput << std::endl;  
}  
if (!check) {  
  cp.out() << "No solution found." << std::endl;  
}  
catch(IloException e) {  
  env.out() << " ERROR: " << e << std::endl;  
  env.end();  
  return 0;  
}
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Figure C.1: Allocation cases part 1.
Figure C.2: Allocation cases part 2.
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- $M$ is a set of slot lengths corresponding to the User_Demand.
- LastS is the lastly allocated Superframe.
- If there are already allocated users that are in the same beam, the allocation should only be tried within the same Superframe (SpecificS).
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**Figure C.3**: Minimum interference part 1.
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Figure C.4: Minimum interference part 2.
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- $M$ is a set of slot lengths corresponding to the User_Demand.
- LastS is the lastly allocated Superframe.
- If there are already allocated users that are in the same beam, the allocation should only be tried within the same Superframe (SpecificS).

Figure C.5: Minimum bandwidth part 1.
Figure C.6: Minimum bandwidth part 2.
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In this thesis, we consider frequency assignment problems arising from an SDMA satellite communication system which consists of a satellite and a number of users distributed inside a fixed sized service area. The objective is to assign a given number of frequency carriers to as many users as possible. This assignment should not violate the incurred interference constraints. Two types of interference are considered i.e. binary and cumulative interference. For each of them, single carrier and multiple carrier frequency assignment models are taken into account. We also propose an Integer Linear Programming (ILP) formation to deal with 2-dimensional frequency-time assignments which is more complicated and harder to solve. Single carrier FAPs are solved by greedy algorithms and ILP. A Beam Moving algorithm is devised to further improve the solutions by solving a non-linear optimization problem. Multiple carrier FAPs are modeled as scheduling problem and ILPs. We show that the scheduling model solved through constraint programming methods offers superior performance than the proposed ILP. It is worth noting that, by transforming the cumulative interference into binary interference, scheduling method together with clique-induced constraints yields much better results.

A frequency assignment problem that incorporates the specifications and constraints provided by the industry is also considered. These requirements render the resource allocation problem highly complex. This complexity and the fact that frequency assignment plans must be recomputed frequently in order to cope for user mobility yield classic optimization tool such as ILP impractical. According to this, two greedy algorithms are devised and tested.

**KEYWORDS:** frequency allocation, combinatorial optimization, telecommunications