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General introduction

Gas discharges have been observed and studied for more than 200 years. They can be observed in nature as well as in laboratory experiments. Historically, the term gas discharge refers to the discharge of a plate capacitor through an air gap, while now this term is used for any electric current flowing through an ionized gas. Microwave discharges have been investigated relatively more recently than other types of discharges since they were first systematically studied in the late 1940s. The free located microwave discharges that are considered in this thesis work were first observed during the 1980s, after the gyrotrons became available for laboratory experiments. In present days the elementary processes of gas discharges are generally well understood, but the complex and non-linear interaction between charged particle transport, reactions, and self-consistent fields is still the subject of intense research in the context of very different applications. The increasing development of sophisticated diagnostic tools and availability of powerful and low cost computing resources lead to continuous progress in the understanding and control of the complex mechanisms taking place in gas discharges.

The early experimental and theoretical studies of microwave discharges in free space were focused on the determination of the breakdown field as a function of several parameters such as pressure, frequency, and pulse duration. In contrast to breakdown under DC fields at atmospheric pressure, which has led to a number of experimental, theoretical, and numerical studies (avalanche to streamer transition, streamer development, streamer to spark transition, filament branching …), microwave breakdown at high pressure and the plasma dynamics after breakdown have received relatively less attention. This is due to the fact that microwave sources able to trigger breakdown in air at atmospheric pressure are not as common and available as high voltage DC voltage sources. The plasma dynamics after microwave breakdown at high pressure however exhibits very spectacular features such as the development of filamentary structures that propagate toward the microwave source and form complex network. Such features have been observed and reported in Russia in the 1980s. Although the basic physics that determines the plasma dynamics after breakdown and the associated models equations are known, there has been no systematic attempt (at least not reported in the English literature) at solving numerically the equations describing these phenomena. Recently, microwave experiments in atmospheric pressure air performed at MIT have revealed in a very clear way, using fast imaging techniques, the formation and self-organization of filamentary plasma array propagating toward the microwave source. These MIT experiments have motivated the work presented in this thesis, the objective being to define the simplest possible physical model able to describe and reproduce the experimental observations.

In this thesis work we have developed a model for the microwave–atmospheric plasma interaction based on solutions of Maxwell’s equations for microwave coupled with plasma model equations describing plasma growth and transport in the microwave field. The plasma model is kept as simple as possible and consists in a diffusion-ionization-attachment-recombination equation for the quasineutral plasma density associated with a simplified electron momentum transfer equation to calculate the electron current density. The Maxwell-plasma interaction in these conditions can be summarized as follows: electromagnetic field
“sees” the plasma through the electron current density in Maxwell’s equations while the plasma is sensitive to the electromagnetic field through the ionization frequency in the density equation (this interaction is strongly non-linear). An important aspect of the plasma density equation was to find a proper way to describe plasma diffusion. This is because, as we will see along this thesis, the expansion of the quasineutral, collisional plasma under these conditions is mainly related to a diffusion-ionization mechanism at the plasma edge. The value that must be taken for the diffusion coefficient at the plasma edge (ambipolar or free?) is therefore an issue. We show in this thesis that if a proper form of the diffusion is included in the density equation, this simple model is able to reproduce a number of experimental features such as the formation of self-organized filamentary structures and the propagation velocity.

Simulations performed in one and two dimensions with a linearly polarized TEM (transverse-electric-magnetic) plane wave as in the experiments can reproduce the experimental observations and allow a clear understanding of the complex plasma pattern formation and the jump-like plasma front propagation. New filaments develop ahead of previous ones because of diffusion-ionization mechanisms in the standing wave field that develop in front of the high density filament. The filaments stretch in a direction parallel to the incident electric field because of polarization effects, in a way that is very similar to DC streamers (intense field at the streamer tips, decrease of the field inside the plasma filament). We also provide a detailed description of the development of an isolated streamer and show evidence of the existence of resonant effects due to the fact that a streamer with sufficient density behaves like a small antenna.

The manuscript is organized in 5 chapters as follows: The first chapter presents an introduction to microwave breakdown starting with a brief review of the gas discharge development history, a description of possible applications and a brief literature overview. In the second chapter a closed physical model for the microwave breakdown in high pressure air is established and the corresponding numerical schemes are presented. The expression of the effective diffusion coefficient describing the diffusion transition at plasma front is also derived in this chapter. The third chapter is divided into two sections: in the first section the numerical validation of the effective diffusion coefficient is performed by comparing the simulation results with the ‘more exact’ drift-diffusion-Poisson model, in the second section the plasma pattern formation is studied by coupling Maxwell’s equations and plasma equations in 1D, and the influence of recombination, pressure and negative ions is also discussed. The fourth chapter presents the 2D simulations in both \((E, k)\) plane and \((H, k)\) plane \((k\) is the wave vector). The detailed dynamics of the self-organized pattern formation are shown and discussed in this chapter, and comparisons between the simulation results and the experimental observations under similar conditions are performed. The elongation of an isolated plasma filament (microwave streamer) formed in the standing wave at the intersection of two incident waves with opposed wave vectors is studied in the fifth chapter.

This thesis work has been done in the GREPHE (Groupe de Recherche Energetique, Plasma, Hors-Equilibre) group of LAPLACE (Laboratoire PLAsma et Conversion d’Energie) in the frame of the PLASMAX project supported by the RTRA STAE “Fondation de Coopération Scientifique Sciences et Technologies pour l’Aéronautique et l’Espace”. One of the goals of the PLASMAX project was the development of physical models and numerical tools to study the interaction of microwave field and plasmas at high pressure under conditions that could be relevant to aerodynamic and aerospace applications (breakdown next to antenna, protection against high power microwave, flow control, shockwave mitigation, and ignition control). The parallelized code for 2D simulations in \((E, k)\) plane is developed by B. Chaudhury, post-doctoral fellow in GREPHE in the frame of the PLASMAX project.
Chapter I

Introduction - Microwave breakdown
Chapter I: Introduction – Microwave breakdown
I.1 Gas discharge and microwave breakdown

The work performed in this thesis is the modeling and simulation on microwave breakdown discharge under atmospheric pressure. Microwave breakdown, which was first systematically studied in the late 1940s \[1\], is not a ‘new’ research subject in gas discharge but recent advances in microwave sources, plasma diagnostic techniques, numerical simulation and computing power have allowed significant progress in the understanding of plasma formation during microwave breakdown. In the following we will introduce the subject by giving a brief review of the development of gas discharge firstly.

I.1.1 Brief history of the gas discharge

Gas discharge is a basic physical phenomenon in the nature. Leaving lightning alone, the first observation on man-made electric discharges can date back to 17th century, when the researcher saw the friction charged insulated conductors lose their charge. Coulomb proved experimentally in 1785 that charge leaks through air. We understand now that the cause of leakage is the non-self-sustaining discharge.

After the first battery (the voltaic pile) was developed by A. Volta in 1800, the sufficiently powerful electric batteries were developed, and this allows the discovery of arc discharge which was first reported by V. V. Petrov in Russia in 1803. Several years later Humphrey Davy in Britain produced and studied the arc in air. This type of discharge became known as ‘arc’ because its bright horizontal column between two electrodes bends up and arches the middle owing to the Archimedes’s force. The glow discharge was first discovered and studied by Faraday in thirties of 19th century. Faraday worked with tubes evacuated to a pressure about 1 torr and applied voltage up to 1000V. In 1855, with the work of Heinrich Geissler, the first evacuated (~10^{-3} Pa) glass tubes (seen in Fig. 1.1) became available for scientific research and made it easy to study discharges in a more controlled environment.

Fig. 1.1: Classical experimental setup for the typical gas discharge tube

Most of the observations and studies of gas discharges in the late 19th and early 20th centuries were performed in the context of atomic physics research. After William Crookes’ cathode ray experiments, which were also preformed with glass discharge tubes, and J. J. Thomson’s measurements of the $e/m$ ratio, it became clear that the current in gases is mostly carried by electrons. A great deal of information on elementary processes involving electrons, ions, atoms, and light fields was obtained by studying phenomena in gas discharge tubes.
In 1889\textsuperscript{[2]}, Friedrich Paschen published his work in which he investigated the minimum potential that is necessary to generate a spark in the gap between the two electrodes in gas discharge tubes. Curves of this potential as a function of pressure and the gap distance are nowadays called Paschen curves (see Fig. 1.2 (a)).

At the beginning of 1900\textsuperscript{[3]}, J. S. E. Townsend proposed the theory of ionization by collision to explain the development of currents in gases, by which many phenomena in connection with the discharge through gas can be explained, including Paschen’s observations. He introduced a coefficient $\alpha$ to describe the average number of electrons produced by one electron moving through a unit length of centimetre in gas. This so-called ionization coefficient is widely used in the study of various discharge phenomena, including the work performed in this thesis. Numerous experimental results were gradually accumulated on cross sections of various electron-atom collisions, drift velocities of electrons and ions, their recombination coefficients, etc. These works built the foundations of the current reference sources, without which no research in discharge physics would be possible. The concept of plasma was first introduced by I. Langmuir and L. Tonks in 1928\textsuperscript{[4],[5]} \cite{Langmuir1928}. Langmuir also made many important contributions to the physics of gas discharge, including probe techniques\textsuperscript{[6]} of plasma diagnostics.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Paschen_curves.png}
\caption{(a) The Paschen curves for different gases\textsuperscript{[7]}, the minimum in the curve is called Stolevtov’s point; (b) the dependence of $\alpha/p$ on the reduced electric field $E/p$ for various gases\textsuperscript{[8]}.}
\end{figure}

Regarding different frequency ranges, the development of field generators and the research into the discharges they produce followed the order of increasing frequencies. Radio frequency (RF) discharges were first observed by N. Tesla in 1891 and the inductively coupled RF discharges up to the power of tens of kW were obtained by G. I. Babat in Leningrad around 1940. The progress in radar technology drew attention to phenomena in microwave field. S. C. Brown et al., began the systematic studies of microwave discharges in the late 1940\textsuperscript{s}\textsuperscript{[1]} \cite{Brown1949} \cite{Brown1950}. Discharges in the optical frequency range were realized after the advent of the laser and being achieved successfully in 1963\textsuperscript{[9]} \cite{Brown1950}. The physical interactions during microwave and optical discharges is more complex than the discharges in constant electric fields, which have been studied for more than 200 years, and the new features are still being discovered continually in now days.

In the present day the elementary processes of gas discharge are generally well understood. However, the question of how these processes interact to determine the more macroscopic phenomena in gas discharges is what drives researches. The many possible configurations, the
interactions of the discharge with itself and its surroundings, both at microscopic and macroscopic length scales, all give rise to a myriad of applications of gas discharges. Among these are lighting, material processing, propulsion and chemical analysis. New types of discharges keep emerging and give rise to new applications and technologies.

I.1.2 Classification of gas discharge

As can be seen in the brief review, the gas discharge (plasma) is a wide subject. Nevertheless, it can be classified with the terminology typical of this field.

There is a variety of known discharge types. The parameters characterizing the gas discharge are the gas type, ambient pressure and temperature, spatial dimensions and the shape of the discharge region, presence and composition of electrodes and boundaries, the kind of energy supply, presence of external magnetic field, etc. Internally, gas discharges are characterized by the electric field and its homogeneity, the ionization rate, energy distribution of particles, spatial distribution of charge carriers, dominant processes in the plasma, etc.

The variety of discharge properties makes a complete and strict classification of gas discharges on the basis of one or two parameters impossible. Though, multiple classifications based on specific points of view coexist. First of all, according to the dominant mechanism of electron reproduction, a discharge can be classified between either (a) non-self-sustaining or (b) self-sustaining, and the later is more widespread and diversified. Secondly, the state of the ionized gas serves to distinguish between (1) breakdown in the gas, (2) sustaining non equilibrium plasma, and (3) sustaining equilibrium or quasi-equilibrium plasma. Finally, the frequency range of the applied fields can serve a classification of (1) DC, low-frequency, and pulsed fields (excluding very short pulses), (2) radio-frequency fields ($f \sim 10^{5-8}$ Hz), (3) microwave fields ($f \sim 10^{9-10^{11}}$Hz, $\lambda \sim 10^2-10^4$ cm), and (4) optical fields (from far infrared to ultraviolet light). The field of any sub range can interact with each type of discharge plasma.

In total, we have 12 combinations (seen in Tab. 1.1) for self-sustaining discharges. All of them are experimentally realizable, and quite a few are widely employed in physics and technology.

<table>
<thead>
<tr>
<th>Tab. 1.1: Classification of discharge processes [7]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakdown</td>
</tr>
<tr>
<td>Constant electric</td>
</tr>
<tr>
<td>Initiation of glow discharge in tubes</td>
</tr>
<tr>
<td>Radio frequencies</td>
</tr>
<tr>
<td>Initiation of RF discharge in vessels filled with rarefied gases</td>
</tr>
<tr>
<td>Microwave range</td>
</tr>
<tr>
<td>Breakdown in waveguides and resonators</td>
</tr>
<tr>
<td>Optical range</td>
</tr>
<tr>
<td>Gas breakdown by laser radiation</td>
</tr>
</tbody>
</table>

In this thesis we focus on a microwave sustaining discharge under atmospheric pressure, thus we are concerned with discharge phenomena where electrodes are not necessary.
I.1.3 Microwave discharge and applications

In a microwave discharge, free electrons are accelerated by the microwave electromagnetic field, which enables them to ionize the natural gas particles in collisions and ignite and sustain a plasma.

The discharge phenomenon in microwave field was first extensively investigated in the late 1940s in order to solve the problem of discharge formation within a waveguide in a radar system. The work was mainly performed by S. C. Brown, A. D. MacDonald et al. at Research Laboratory of Electronics (RLE) in MIT, and a series of quarterly progress reports and papers on this subject were presented in the following decade. This early work was summarized by MacDonald in ‘Microwave Breakdown in Gases’ published in 1966 [1].

After that, benefiting from the rapid development of the High Power Microwave (HPM) technology, the studies of microwave breakdown and “Microwave Induced Plasmas” (MIPs) were carried out extensively. These works were performed over a wide range of conditions, i.e., a frequency ranging from several hundred MHz to terahertz [10], a pressure changing from less than 0.1 Pascal to a few atmospheres, a power between a few Watts and several MWs, sustaining in both noble and molecular gases, with or without external magnetic field. Depending on the different operating conditions and different discharge mechanisms, the MIPs also can be classified into several different types, e.g. Electron Cyclotron Resonance (ECR) plasmas, cavity induced plasmas, free expanding atmospheric plasma torches, Surface Wave Discharges (SWD), etc. All these MIPs have been widely used in various fields, such as Plasma Enhanced Chemical Vapor Deposition (PECVD), plasma sterilization, and space propulsion [11].

Fig. 1.3 shows two kinds of microwave plasma propulsion systems under development, (a) microwave ion thruster [12] with ECR plasma as the ion source and this kind of propulsion has been used in deep space mission (MUSES-C/Hayabusa), (b) microwave electro-thermal thruster [13], also known as microwave plasma thruster (MPT) [14], using 2.45GHz cavity.

Fig. 1.3: (a) Microwave ion thrusters in testing, (b) microwave electro-thermal thruster.

Even though all the MIPs can be referred as microwave discharge, the terms ‘microwave discharge’ is often mentioned specifically for the discharge in free space, which was first observed in 1957 [15], under a respective high pressure (from several torr to atmospheric) with
a quasi-optical microwave beam. The researches on this subject have been carried out extensively more recently because of the attractive potential applications in drag reduction at supersonic speeds, aerodynamic flow control, combustion ignition and flame stabilization in supersonic combustion [15], propulsion [16], detoxification of environmental pollution gases, etc.

Experimental investigations showed that microwave discharges in free space can be realized in two main forms, diffuse form at low pressure and streamer form at high pressure [18]-[26]. Physical mechanisms responsible for creation of discharge in these forms are principally different, and their features are also different. A diffuse discharge practically does not absorb MW energy due to the lower electron-neutral momentum transfer frequency, which is proportional to pressure. In contrast a discharge in the streamer form is characterized by a high energy coupling with incident microwave. A microwave streamer discharge develops in a form of streamer element chains, interconnected or separated depending on incident power and pressure. Under specific conditions, a streamer filament can divide itself in several branches that connect to each other, forming a net of thin plasma filaments, whose characteristic length is probably related to electrodynamic resonance effects.

According to Townsend’s theory gas discharges can be roughly distinguished by two parameters, electric field strength \(E\) and pressure (gas density is the actual parameter that should be used, but pressure is a convenient parameter when the gas temperature is fixed). Correspondingly, with different incident amplitude \(E_0\) and pressure microwave discharges also show quite different characteristics. In Fig. 1.5 the different observed forms of microwave discharges are represented in the \((E_0, p)\) plane. This classification of microwave breakdown discharges has been proposed by K. Khodataev and his group at Moscow Radiotechnical Institute [15],[17],[19],[25]. Line I is a pressure boundary (about several tens torr) that separates diffuse discharges of ‘low’ pressure from streamer discharges of ‘high’ pressure. Line II in the figure represents the pressure dependence of critical field. It can be conditionally called “Paschen curve” in microwave range. It is possible to ignite a self-sustained discharge without any initiated setting above this line, while below it a discharge has to be obligatory initiated by some additional setting such as a special designed metal vibrator or a preliminary discharge introduced by laser. Line III separates the so-called under-
critical and deeply under-critical discharge forms of obligatory initiated discharges. Both numerical and experimental investigations have shown that in the under-critical and deeply under-critical discharges the local field induced at the ends of the metallic initiator is significantly enhanced to a level above the critical value. The typical images for discharges in each existence fields also are presented on Fig. 1.5. One can see that the difference between the under-critical and deeply under-critical discharges is that the streamers remain “attached” to the initiator for deeply under-critical case. The diffuse discharge plasma in the under-critical region also remains attached to the initiator.

Fig. 1.5: Microwave discharge forms in still air with microwave beam\textsuperscript{[15],[17],[19],[25]}

The subject of this thesis work is the freely localized non-equilibrium discharge initiated by a microwave beam under atmospheric pressure and the corresponding region in the \((E_0, p)\) plane is indicated in Fig. 1.5 also. In the experimental observations this kind of discharge shows a well defined self-organized filamentary pattern, following we will describe it in detail.

I.2 Plasma dynamics and self-organized pattern in microwave breakdown under high pressure

The early experimental and theoretical studies of microwave discharges in free space were focused on the determination of the discharge field as a function of several parameters such as pressure, frequency, and pulse duration. Although, the existence of small-scale structures and filaments in high pressure microwave discharge has been known since the 1980s \textsuperscript{[20]-[23]}, when gyrotrons became available for laboratory experiments \textsuperscript{[27]}, the knowledge about the detailed dynamics of the self-organized structures was absent for a long time. More recently, benefiting from the development of high-speed photography, the detailed observations of the
plasma dynamics during microwave discharge have been possible \cite{24}-\cite{26}, \cite{28}-\cite{33}. Based on the experimental study, the theoretical analysis and modeling work also has been carried out extensively \cite{34}-\cite{52}.

I.2.1 Experimental observations

The detail structures and filaments in high pressure microwave discharge were first obtained by A. L. Vikharev \textit{et al.} in 1988 \cite{20}. A gyrotron was applied to produce a linearly polarized Gaussian beam with wavelength of 8 mm, and pulse lengths on the order of 100 µs, peak power in the beam was 0.1 MW. The exposure time for the fast camera was 0.2µs. The working gases were helium and nitrogen. Fig. 1.6 is the time integrated images they obtained using a camera worked in open-shutter model.

![Fig. 1.6: Open-shutter photographs of a helium discharge, recorded in the E plane: (a) p=5 torr, (b) p=100 torr, (c) p=600torr. The microwave beam propagates from left to right.](image)

It showed that when the incident microwave power exceeded a certain threshold, there was a pressure range in which discharge was struck in the beam focal region. The discharge structure was significantly pressure dependent as shown in Fig. 1.6, with, (a) a diffuse plasma cloud at low pressure, (b) plasma bands parallel to the incident beam axis and perpendicular to the electric field at intermediate pressure, (c) well separated filaments parallel to electric field with a typical ‘fish bone’ structure at high pressure. This structure transitions also were observed for nitrogen. The images also were used to investigate the discharge dynamics under high pressure, and the results showed that the evolution of the discharge could be divided into three main stages: (1) the onset of breakdown near the focal plane of incident microwave beam, (2) the propagation of the ionization front in the opposite direction of the incident microwave source, accompanied by the formation of a plasma column behind this front, and (3) the appearance of secondary travelling ionization wave and small-scale fragmentation of the structures. The wavelength used in the experiment was 8 mm, and it appears that the distance between the filaments in Fig. 1.6 (c) is a slightly larger than λ/4.

The following experimental studies performed by Vikharev \textit{et al.} showed that the filament stops stretching in the electric field direction when it reaches a dimension comparable to the microwave half-wavelength (λ/2) and the plasma front propagation velocity toward the microwave source is several km/s, while the stretching velocity in electric field direction is about several tens km/s.
Very recently, the experiments performed at MIT \cite{26, 30, 31} showed the formation of regular self-organized filamentary plasma arrays structure and the plasma front propagation toward the microwave source more clearly. A more powerful 110 GHz gyrotron, seen in Fig. 1.7 (a), can produce 1.5MW quasi-Gaussian beam output in pulse duration of 3µs. Fig. 1.7 (b) is the schematic of the discharge experiments. Two kinds of camera were applied, the black and white Charge-Couple Device (CCD) camera to capture the open-shutter (time intergraded) images in the entire discharge event and the fast Intensified CCD (ICCD) camera, which can be gated to expose its sensor for as short as 6 ns, to see the snapshots of the discharge state at a certain stage. The working gases in the experiments were air and nitrogen at atmospheric pressure.

A highly periodic, large, 2D array of filamentary plasma was observed in atmospheric air breakdown with the experimental system in Fig. 1.7. The typical time-integrated images captured by the slow open-shutter camera is shown in Fig. 1.8, one can see the regularly ‘fish bone’ structure in the \((E, k)\) plane \((E\) is the electric vector and \(k\) the wave vector) and resemble a triangular lattice self-organized pattern in \(H\) plane. The average axial distance (along the beam axis) between the next filaments is on the level of \(\lambda/4\). The reasonable cause of the development of such \(\lambda/4\) interval structure is sequential development of filaments by field enhancement approximately a quarter wavelengths upstream of each existing filament.

![Fig. 1.7: (a) 110 GHz, 1.5 MW gyrotron schematic, (b) schematic of air breakdown experiments](image)

![Fig. 1.8: Typical time-integrated volume breakdown plasma images in (a) \(E\) plane and (b), (c) \(H\) plane.](image)
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Plasma images taken in the \((H, k)\) plane \((H\) is the magnetic vector) are shown in Fig. 1.9 in ambient of air at a pressure of 710 torr. The black and white images of Fig. 1.9 were time-integrated as in Fig. 1.8, and the pseudo color images were taken by the fast gated camera with 49 ns optical gate width. One can check that the plasma/ionization front propagation velocity toward the microwave source is more than a dozen km/s, which agrees with Vikharev’s observation.

In order to investigate the streamer stretching in the \((E, k)\) plane, an open cavity formed by two coaxial spherical concave mirrors as shown in Fig. 1.10 was applied in experiments. With a certain distance between the mirrors, a linearly polarized standing TEM wave along the cavity axis can be obtained. So with this experimental arrangement a single streamer could be isolated at the antinode of the standing wave field resulting from the incident and reflected microwaves. The experiments were performed in different gases and different pressure with a 3.2 GHz incident microwave.

Regardless of the shape detail of the streamer, the visible streamer length in Fig. 1.11 was about 2.5 cm for different work gases, and was found to depend weakly on pressure. This length is on the level of quarter wavelength \((\lambda/4)\), which is quite smaller than \(\lambda/2\) obtained by Vikharev and the filament length in Fig. 1.8 (a).
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Fig. 1.11: (a) and (b) streamer discharges in air at 480 torr and 760 torr, (c) and (d) in hydrogen at 480 torr and 1000 torr [53].

The subcritical discharge, for which different plasma patterns also have been observed, and the possible applications have been studied by K. V. Khodataev et al. [15], [19], [43] for several years. This subject is beyond the scope of this thesis, so we will not describe the details here.

I.2.2 Modeling

In a microwave discharge, the primary ionization of the gas due to the electron motion is the only production mechanism that controls breakdown. Breakdown occurs when the gain in electron density due to the ionization of the gas becomes greater than the loss of electrons by diffusion, attachment to neutral molecules, and recombination with positive ions.

In the early literature, the studies of plasma dynamics for microwave discharge were generally based on a continuity equation, and this idea was kept in almost all the following modeling works, including this thesis work. The density equation is considered over time scales larger than the microwave cycle and can be considered as integrated over a period of the microwave field so that only diffusion term (no drift term) appears in the continuity equation:

\[
\frac{\partial n}{\partial t} = (\nu_i - \nu_a)n + \Delta (Dn) - r_{ei}n^2. \tag{1.1}
\]

where \(n\) is the electron density, \(\nu_i\) is the ionization frequency, \(\nu_a\) is the frequency of attachment of electrons to neutral molecules, \(D\) is the electron diffusion coefficient, and \(r_{ei}\) is the electron-positive ion recombination coefficient.

At the primary stage electron density is relatively smaller and the plasma dimension is also smaller than the Debye length \(\lambda_D = \left(\varepsilon_0 k T_e / e^2 n\right)^{1/2}\), the diffusion in equation (1.1) is an electron free diffusion \(D_e\). Once the electron density reaches a value such that the dimension of the plasma is no longer small with respect to the plasma Debye length, the electrons no longer diffuse freely, and the equation above becomes an equation for the quasineutral plasma where the diffusion coefficient becomes the ambipolar diffusion coefficient \(D_a\) in equation (1.1).
Chapter I: Introduction – Microwave breakdown

Actually, there is no clear consensus in the literatures, on what kind of diffusion coefficient should be used in equation (1.1). Although there is unquestionable that ambipolar diffusion should be used in the plasma bulk when the plasma dimension is large with respect to the minimum Debye length, the local Debye length becomes very large at the plasma edge, since the plasma density goes to zero there, thus electrons should diffuse freely at the edge. Mayhan et al. [36], citing the work of Allis and Rose’s [54] (which was actually related to ambipolar to free transition near the walls of a plasma column) describe the diffusion transition in microwave breakdown with the expression:

\[ D_\varepsilon = D_\varepsilon \frac{1 + 0.036\xi}{1 + 7.2\xi}, \]  

(1.2)

with \( \xi = \Lambda^2 ne/\varepsilon_0 kT_e \), and \( \Lambda \) is the local characteristic diffusion length, which is a common concept in the cavity discharge. Equation (1.2) was used to describe the transition from global free diffusion to global ambipolar diffusion during the growth of the electron density in a microwave field. Our concern, mentioned above, is that even if diffusion is ambipolar in the plasma bulk, it should be free at the plasma edge where the local Debye length goes to infinity. Voskoboĭnikova et al. [43], in their modeling work on subcritical microwave discharge, used an effective diffusion coefficient that depends on the local electron density, pressure and electric field, and is equal to the free electron diffusion coefficient at low electron densities, and to the ambipolar diffusion coefficient at large electron densities. These authors propose, in Ref. [43], the following expression of the local diffusion coefficient:

\[ D(n, E, n_e) = \frac{D_0}{n} \left( \frac{F^2 (n, |E|)}{F^2 (n, |E|) + \left( \frac{n_e}{n} \right)} + \sqrt{\frac{m}{M}} \right), \quad D_0 = D_\varepsilon \left( \left[ n \right], \left[ E \right], 0 \right) |n| k^2, \]  

(1.3)

where \( n \) and \( M \) are the neutral molecule density and mass, \( n_e \) and \( m \) are the electron density and mass. Obviously, this functional form was not clearly justified, and the physical meaning for each term was difficult to understand.

The ambipolar diffusion coefficient was also used in the study of thermal ionization instability in the initial stage of the near critical discharge [45], and this was unquestionable as the thermal ionization presence only in the plasma bulk. More recently, Nam and Verboncoeur [46] used an ambipolar diffusion coefficient in their simulation of microwave breakdown in the similar conditions of the MIT experiments [26, 30, 31], but their calculated plasma densities seemed unrealistically large. Beside their quasineutral fluid model, Nam and Verboncoeur also build a global kinetic model [55, 56] to study the air chemistry during microwave discharge. Particle-In-Cell Monte Carlo Collisions simulations for microwave breakdown have also been reported [57] more recently.

Maxwell’s equations in the form (1.4), (1.5) or the derived wave equation are used to describe the microwave with impact of the plasma (the plasma is coupled to the field through the conduction or electron current term \( J_e \)). In theoretical analyses the wave equation is more popular, since the wave equation form is more convenient for analytical treatment and
can be solved in the same time step with the plasma model. But with Maxwell’s equations (1.4) and (1.5) the interaction between microwave and plasma can be seen more clearly.

\[
\nabla \times H = \varepsilon \frac{\partial E}{\partial t} + J_e \\
\nabla \times E = -\mu \frac{\partial H}{\partial t}
\]

(1.4) (1.5)

As said above, the plasma model is coupled to Maxwell’s equations through the conduction current in equation (1.6). As the ion current is much smaller with respect to the electron current, the conduction current in Maxwell’s equations is mostly the electron current.

\[J_e = -enu\]  

(1.6)

where the electron mean velocity \( u \) is obtained from the simplified electron momentum transfer equation given by

\[
\frac{\partial u}{\partial t} = -\frac{e}{m} E - \nu_a u ,
\]

(1.7)

with \( \nu_a \) the momentum transfer collision frequency between electrons and neutral molecules.

We will see in the next chapter that with the local field approximation the ionization frequency in the density equation is a function of a reduced effective field \( (E_{eff}/p) \).

Empirical analytical expressions (from experimental data) of the ionization frequency as a function of reduced effective field are generally used in the literatures. These expressions are typically of the forms (1.8) and (1.9) \[7],[38],[41].

\[
\frac{\nu_i}{p} = v_d Ae^{-b p \nu_i p} , \quad v_d = \mu_e E
\]

(1.8)

\[
\frac{\nu_i}{p} = v_d \frac{E}{E_c} \left( \frac{E}{E_c} \right)^\beta - 1 ,
\]

(1.9)

\[
\frac{\nu_i}{p} \approx 4.9 \times 10^3 \left( \text{s}^{-1} \text{torr}^{-1} \right) , \quad \frac{E}{p} \approx 32 (\text{V/cm} \cdot \text{torr})
\]

I.3 The work of this thesis

The detailed understanding of the mechanisms leading to the plasma dynamics and formation of complex filamentary structures after microwave breakdown at high pressure is very important to evaluate the potential applications of microwave plasmas.

In this thesis work we try to establish a numerical model for the microwave breakdown discharge at high (atmospheric) pressure with clear physical concepts. The model is described
in Chapter II. In chapter II we first build a simple quasineutral fluid (diffusion-ionization-attachment-recombination) model for the plasma. The diffusion in this model is an effective diffusion with a parameter that describes the transition from free diffusion at the plasma edge to ambipolar diffusion inside the plasma bulk. The ionization and attachment frequencies are supposed to depend on the reduced effective field and the plasma density variations are averaged over one cycle of the microwave. The microwave is described with Maxwell’s equations. The numerical scheme for plasma equation and the finite-difference-time-domain (FDTD) scheme for Maxwell’s equations are also presented in this chapter, as well as the absorbing boundary condition (or outgoing boundary condition) proposed by Mur.

In Chapter III, the numerical validation of the effective diffusion coefficient for the collisional plasma that we propose for the density equation is performed in 1D by comparing the numerical results with the “more exact” solutions from a drift-diffusion-Poisson model. The comparisons are performed both for the simple cases of constant ionization frequencies and also for the realistic case when the plasma front propagates toward the microwave source in microwave breakdown. In the latter case the plasma model is solved together with Maxwell’s equations and the ionization frequency is modulated in time due to the complex interaction between the discharge plasma and the incident microwave. The mechanism of the plasma front propagating toward the incident microwave source is studied with 1D numerical result as well as the propagation velocity and distance between the filaments. The effects of electron-ion recombination, pressure, and negative ions are discussed also.

After the numerical validation of the effective diffusion coefficient and the 1D study on the plasma pattern formation and propagation in chapter III, the Maxwell’s equations are solved together with the quasineutral plasma model equations in 2D to study the space and time evolution of the microwave field and the plasma density in chapter IV. The simulations in both \((H, k)\) and \((E, k)\) plan are performed, and the results provide a physical interpretation of the pattern formation and dynamics in terms of diffusion-ionization and absorption-reflection mechanisms. The simulations allow a good qualitative and quantitative understanding of different features of the microwave discharge plasma such as plasma front propagating velocity, spacing between filaments, and maximum density inside the filaments. The influence of the discharge parameters, i.e., recombination coefficient, pressure, and incident microwave power, on the development of the well defined filamentary plasma arrays or more diffuse plasma fronts also are studied parametrically.

In Chapter V, the physics and the dynamics of a single microwave streamer formation and elongation in a standing microwave field are investigated. The standing wave is generated by two incident, identical, linearly polarized plane waves injected from the left and right sides of the simulation domain in a 2D rectangular geometry. The microwave streamer is initiated by assuming an initial density of seed electrons at the location of maximum electric field, i.e., antinode. The simulation provides the space and time evolution of the plasma density and electromagnetic field during the formation and elongation of the streamer under typical conditions. The properties of the streamer such as diameter, elongation velocity and maximum electric field at the streamer tip are discussed. Resonant effects leading to the existence of maxima and minima of the electric field at the streamer tips during the streamer elongation are also discussed.
Even though all the simulations in this thesis are performed with the frequency of 110 GHz in ambient of dry air at atmospheric pressure, the model results can be extrapolated (at least in an approximate way) to lower frequencies if one remembers that in the absence of second kind collisions (such as electron-ion recombination) similar discharge are obtained when the following parameters are kept constant: \( F/p, E/p, pt, pr, n/p^2 \) (\( F \) is the macroscopic force, \( p \) is the pressure, \( t \) the time, \( r \) the position in space). Finally we note that in all the results presented in this thesis, the gas temperature and gas density are supposed to be constant. In the conditions of microwave breakdown at atmospheric pressure the plasma electrons can absorb a significant amount of energy from the microwave field. A non negligible part of this energy can be quickly transferred into gas heating, leading to an increase of the gas temperature, followed by a decrease of the gas density (associated in some cases with the formation of a shockwave). Such effect may become important when time scale becomes on the order of 100 ns but is not considered in the work presented in this thesis.

I.4 Conclusion

Microwave discharge has been studied for more than a half century. After the gyrotrons became available for lab researches, the discharge in open space with a microwave under high pressure was investigated experimentally. Thanks to the development of high-speed imaging techniques, the self-organized small-scale plasma structures in high pressure microwave discharge and the dynamics have been observed in details. The detailed dynamics of the self-organized structures and microwave streamer formation, which are still not very clear, can be fully understood with the help of an accurate enough numerical modeling. In this thesis a quasineutral plasma model with an effective diffusion is established for microwave discharge and solved together with the Maxwell’s equations. The thesis work shows that most of the observed complex features and plasma dynamics of microwave discharge at atmospheric pressure can be described and understood with the help of this simple Maxwell-quasineutral model.
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Chapter II

Modeling of microwave breakdown
II.1 Introduction

Experimental physics provides essential ingredients to the understanding of natural phenomena, but sometimes the experiment is limited as the interest quantity cannot be observed directly and needs to be inferred via an interpretation that introduces assumptions. Numerical modeling provides a way to complement experiments by numerical solutions to the complete set of equations that is believed to describe the system. Different from experimental observations, all quantities can be obtained and how they influence each other also can be tested by artificially manipulating them. The observable quantities can be directly compared to the experimental data and this can increase the confidence in the validity of the model. Finally, model results can inspire new experiments, help interpret observations or validate a given interpretation of experiments by performing a “numerical experiment”.

The complete set of equations that is necessary to describe a given system, i.e. the physical model of the considered system, is the foundation of the numerical experiment, and the theory analysis on the set of equations also plays a guiding role in the simulation works. In this chapter we will try to establish a closed physical model for the discharge plasma in microwave breakdown at atmospheric pressure. In the model, an effective diffusion coefficient, different from reported ones, will be introduced to describe the diffusion transition from free diffusion at the plasma front to ambipolar in the plasma bulk. After the model description, the principles of the numerical method will be introduced. The coupling between the microwave fields and the discharge plasma will be discussed in detail in a separated section.

II.2 Physics

II.2.1 Microwave and Maxwell’s equations

The existence of electromagnetic wave was first predicted by J. C. Maxwell in 1861 \[1\] and confirmed by H. Hertz subsequently. After it was first used in the wireless telegraphy by G. Marconi in 1895, the applications of electromagnetic wave developed explosively. Nowadays these applications can be seen everywhere around us, for example in mobile phones, wireless LAN protocols, satellite communications and navigations.

Electromagnetic waves can be classified according to the wavelengths (or frequencies). On the electromagnetic spectrum Fig. 2.1, one can see that the band of microwave is between the radio frequency and the infrared, with wavelengths ranging from as long as 1 m to as short as 1 mm (or with frequencies from 200 MHz to 200GHz). Of course the boundaries for the adjacent bands are not strictly defined.

![Electromagnetic spectrum](image)

Fig. 2.1: Electromagnetic spectrum
Maxwell’s equations are a set of four equations, which firstly appeared throughout J. C. Maxwell’s 1861 paper\textsuperscript{[1]}. Maxwell’s equations are the basis of macroscopic electromagnetic theory, which is the most basic and important theory for analyzing and studying electromagnetic problems. Maxwell’s equations can be written in many different forms. Here we present the basic differential time domain form in a linear isotropic medium:

\begin{align*}
\nabla \times H &= \varepsilon \frac{\partial E}{\partial t} + J_c \\
\nabla \times E &= -\mu \frac{\partial H}{\partial t} \\
\nabla \cdot (\varepsilon E) &= \rho \\
\nabla \cdot (\mu H) &= 0
\end{align*}

(2.1) (2.2) (2.3) (2.4)

where, $\varepsilon = \varepsilon_r \varepsilon_0$, $\mu = \mu_r \mu_0$, $\varepsilon_r$ and $\mu_r$ are permittivity and permeability of free space, $\varepsilon$ and $\mu$ are relative values of permittivity and permeability for a specific linear isotropic medium respectively, for free space and air the values of $\varepsilon_r$ and $\mu_r$ can be considered as one.

The first equation (2.1) is total current equations, it is Ampère’s circuital law with Maxwell’s bound current correction, the second (2.2) is Maxwell-Faraday equation derived from Faraday’s law of induction, (2.3) and (2.4) are Gauss’s law for electric field and magnetic field respectively. These four equations represent all the information needed for linear isotropic mediums to completely specify the electromagnetic behavior over time as long as the initial state is specified and satisfies the equations. Conveniently, the field and sources can be set to zero at the initial time. The two divergence equations (2.3) and (2.4) are in fact redundant as they are included within the curl equations and the initial conditions.

\section*{II.2.2 Fluid models for plasma}

Models of a discharge should be build up on a microscopic description of the particles in the discharge, however the discharge gas in this work is air, which is a mixture with complex compositions (N$_2$, O$_2$, CO$_2$, Ar, etc.). It will be a formidable (and unnecessary, considering our purpose) work to describe the behaviors of every particle species in the discharge. Therefore we simply treat the ionized air as a mixture of one type of positive ions, electrons and neutral particles, and pursue a ‘simple’ model to describe the evolution of the discharge plasma. The existence of different types of ions would only affect the ambipolar diffusion coefficient in our model and we will see below that the plasma dynamics is mainly affected by the free electron diffusion. Therefore we can consider that the presence of different types of ions is not an essential aspect of the physical mechanisms we want to describe.

The description of discharge plasma can be performed with fluid or particle models. And if some particle species of the plasma are described with fluid model while other species are described with particle model, the system is referred as “hybrid” model. Regardless the classification, all the plasma models are founded on the Boltzmann equation. This equation results from the notion of a grand canonical ensemble, the Liouville equation, in statistical
mechanics, and the assumption that the particle ensemble under consideration is sufficiently large to ensure that statistical fluctuations are small enough to be neglected.

The Boltzmann equation describes the evolution of the velocity distribution function \( f(r, v, t) \) of a single particle species, which gives the particle number of specific species per unit phase volume with velocity \( v \) at the location \( r \) and at time \( t \). The general form of the Boltzmann equation reads:

\[
\frac{\partial f}{\partial t} + v \cdot \nabla f + \frac{F}{m} \cdot \nabla_v f = \left( \frac{\partial f}{\partial t} \right)_c,
\]  

(2.5)

The left hand side reflects the flow of the particles in phase space, where \( m \) is the particle mass, \( F \) is the macroscopic forces (electro-magnetic and gravity forces) that cause the acceleration of the species, \( \nabla_v \) indicates the gradient operator in velocity space. The right hand side of the equation \( \left( \frac{\partial f}{\partial t} \right)_c \) denotes the effect of the microscopic collisions and radiation. Coupling multiple Boltzmann equations for the different species together with their right hand side is necessary to describe a discharge. However, this seven-dimensional equation cannot be solved completely for any practical application at present, even for a single species.

In this thesis work we are interested in fluid description, which is applicable to low Knudsen number conditions, i.e., the mean free path of particles is significantly smaller than the characteristic dimension of the plasma. In fluid models the behaviors of various discharge particle species are described in terms of average, macroscopic, hydrodynamic quantities such as particle density \( n \), mean velocity \( u \), and mean energy \( \varepsilon \). All those macroscopic quantities correspond to velocity moments of the distribution function \( f(r, v, t) \):

\[
n(r, t) = \int f(r, v, t) dv
\]

(2.6)

\[
u = \langle v \rangle = \frac{1}{n} \int vf(r, v, t) dv
\]

(2.7)

\[
\varepsilon = \frac{m}{2} \langle v^2 \rangle = \frac{m}{2n} \int v^2 f(r, v, t) dv
\]

(2.8)

The fluid equations, describing the evolution of the macroscopic variables, can be obtained by taking different velocity moments of Boltzmann equation (2.5).

Multiplying Boltzmann equation by some function of velocity \( \Phi(v) \) and integrating over all velocity components gives the transport equation for the average moment quantity given by

\[
\langle \Phi(v) \rangle = \frac{1}{n} \int \Phi(v) f dv
\]

(2.9)

The first term on the left hand side of Boltzmann’s equation becomes
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\[
\int \Phi \frac{\partial f}{\partial t} dv = \int \frac{\partial f}{\partial t} dv = \frac{\partial n}{\partial t} \langle \Phi \rangle ,
\]

where the order of integration and derivation have been changed.

Assuming the integration limits do not depend on \( r \) and \( t \), the second term reads

\[
\int \Phi \mathbf{v} \cdot \nabla f dv = \nabla \cdot \left( n \langle \Phi \mathbf{v} \rangle \right),
\]

as \( \Phi \) is independence of \( r \).

For the macroscopic force term we have

\[
\int \Phi \frac{F}{m} \cdot \nabla f dv = \frac{1}{m} \int \nabla _v \left( \Phi F f \right) dv - \frac{n}{m} \langle F \cdot \nabla _v \Phi \rangle = - \frac{n}{m} \langle F \cdot \nabla _v \Phi \rangle .
\]

Here we have used the fact that \( f \) vanishes rapidly whenever \( |v| \to \infty \) and hence the integration over the full differential must vanish. As we also assumed that \( F \) is divergence free in velocity space, which holds true for the electromagnetic force. We denote the moment of the collision term as

\[
\int \Phi \left( \frac{\partial f}{\partial t} \right) dv = \left( \frac{\partial n}{\partial t} \langle \Phi \rangle \right).\]

Combining these expressions we arrive at the general transport equation for the macroscopic moment \( \langle \Phi \rangle \),

\[
\frac{\partial n}{\partial t} \langle \Phi \rangle + \nabla \cdot \left( n \langle \Phi \mathbf{v} \rangle \right) - \frac{n}{m} \langle F \cdot \nabla _v \Phi \rangle = \left( \frac{\partial n}{\partial t} \langle \Phi \rangle \right). \tag{2.10}
\]

This equation has the form of conservation equation for the density of the average or macroscopic quantity \( \langle \Phi \rangle \). The right hand side describes the effect collisions. Now we are free to choose the velocity function \( \Phi \). As we can see, \( \Phi = 1 \) results in the particle continuity equation,

\[
\frac{\partial n}{\partial t} + \nabla \cdot (nu) = S , \tag{2.11}
\]

where the source term \( S \) is the net number of charged particles created per unit time per unit volume due to collisions.

Setting \( \Phi = mv \) yields the momentum conservation equation,
\[
\frac{\partial nu}{\partial t} + \nabla \cdot (nuu) = -\frac{1}{m} \nabla \cdot P + \frac{nF}{m} + R
\]  
(2.12)

where \( P = m \int (\nu - u)(\nu - u) f d\nu \) is the pressure tensor, and \( R = nuv_m \) is the momentum source due to momentum transfer collisions with other species, with \( v_m \) the macroscopic momentum transfer collision frequency.

And setting \( \Phi = m|v|^2/2 \) gives the energy conservation equation,

\[
\frac{\partial (ne)}{\partial t} + \nabla \cdot (nu\mathbf{e} + P \cdot \mathbf{u} + \mathbf{Q}) = nu \cdot F + S_e
\]  
(2.13)

where \( \mathbf{Q} = m \int [\nu - u] (\nu - u) f d\nu \) is the heat flux vector, \( S_e \) is the energy gained or lost in collisions.

One crucial problem is that equations obtained from (2.20) are not closed, as the \( n \)-th moment equation introduces the \((n+1)\)-th macroscopic moment, which is clear from the second term on the left hands side of the general transport equation (2.20). Any finite set of moment equations have more unknowns than equations. Therefore some additional information, limiting assumption or additional physical setting, is always needed to obtain a closed model. The first standard approximation for plasma is to assume that pressure tensor is diagonal and isotropic:

\[
P = enT I
\]  
(2.14)

where \( enT = m/3 \int |\nu - u|^2 f d\nu \) is the scalar pressure, \( T \) is the temperature in unit of \( eV \), and \( I \) is the identity matrix. By substituting equations (2.11) and (2.14), the momentum conservation equation (2.12) becomes

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \frac{e}{mn} \nabla (nT) = \frac{F}{m} - v_m \mathbf{u} .
\]  
(2.15)

For high collisional conditions, i.e., discharges at high pressure, the charged particle momentum equation can be further simplified by removing the inertia term and the magnetic term included in the force term on the right hands, with respect to the collision term, assuming that collisions take place on much shorter time and smaller length scale than macroscopic field, pressure variations and cyclotron motion. With these assumptions the momentum conservation equation turns to be,

\[
\mathbf{F} = nu = \frac{q}{mv_m} nE - \frac{e}{mv_m} \nabla (nT) \equiv \pm \mu n \mathbf{E} - \nabla (Dn),
\]  
(2.16)

with \( q \) the particle charge.
This is the so-called drift-diffusion equation, and the two transport coefficients of mobility and diffusion:

\[
\mu \equiv \frac{|q|}{mv_m} \quad (2.17)
\]

\[
D \equiv eT/mv_m. \quad (2.18)
\]

These will be different for each particle species, and these two coefficients are connected by the Einstein relation:

\[
\frac{D}{\mu} \equiv \frac{e}{|q|} T. \quad (2.19)
\]

By these definitions the continuity equation can be rewritten in a drift-diffusion form

\[
\frac{\partial n}{\partial t} + \nabla \cdot (\pm \mu n E - \nabla (Dn)) = S. 
\]

One of the main questions to close the fluid models is how to describe the source term in the equation, i.e., ionization, attachment and recombination. The most popular closure for collisional conditions is the local field approximation, assuming local equilibrium between electric acceleration, i.e., energy gain from the electric field, and collisional momentum and energy losses, so that the ionization frequencies depend only on the local electric field \(E\), or rather, the reduced electric field \(E/N\) (or \(E/p\)) since the collision frequency is proportional to the gas density \(N\) (or pressure). Using the local field approximation the energy equation is not necessary anymore \[^2\]. If we consider the ratio of diffusion coefficient and mobility to be constant, the diffusion coefficient in the equation above can be put out of nabla,

\[
\frac{\partial n}{\partial t} + \nabla \cdot (\pm \mu n E - D \nabla n) = S. \quad (2.20)
\]

For charged particle in high frequency microwave field Maxwell’s and plasma equations are coupled with the conduction current density in the plasma, which generally reduces to the electron current density. The mean electron velocity for the electron current in high frequency fields is generally obtained from another approximation of the momentum equation (2.15). Assuming that the distance travelled over one field period is small with respect to the length scale of field and pressure variation, so all gradients can be neglected:

\[
\frac{\partial u}{\partial t} = \frac{q}{m} E - v_n u. \quad (2.21)
\]

This simplified form of the electron momentum equation is appropriate in the calculation of the electron current in Maxwell’s equations on the time scale much shorter than the microwave period. On longer time scales, for example to describe electron transport averaged over one cycle, the diffusion term in the momentum transfer equations must be kept. Using two different forms of the momentum equations in the same model (equation (2.21) in the
electron current in Maxwell’s equations and equation (2.15) in the plasma model) may appear inconsistent, but is justified as the different time scales are considered in the Maxwell’s equations and in the transport equations. Note also that equation (2.21) leads to the classical form of the complex permittivity (or complex conductivity) which is the basis of the Drude model and which defines the phase shift between microwave field and electron current density. Finally equation (2.21) is an expression for conditions without magnetic field. If an external magnetic field is present and its effect is not negligible the corresponding magnetic force must be added in the right hand side of equation (2.21). The magnetic field of the wave itself must also be included in some specific cases and leads to the so-called pondermotive effect. This effect is negligible in our conditions.

II.2.3 Quasineutral assumption and effective diffusion

In microwave discharge plasma, the electric field in equation (2.20) should be the sum of the microwave field and a DC or slowly varying space charge field. The wave field plays an essential role in electron heating and ionization, but its contribution to particle transport averaged over one wave cycle is negligible, so only space charge field contributes to charged particle transport, therefore equation (2.20) can be rewritten as,

$$\frac{\partial n}{\partial t} + \nabla \cdot (\pm \mu n E_{sp} - D \nabla n) = S \quad (2.22)$$

where the space charge field is noted with $E_{sp}$.

As mentioned before, we simply treat the ionized air in our problem as a mixture of positive ions, electrons and neutral particles. Two equations therefore are needed to describe the discharge plasma,

$$\frac{\partial n_i}{\partial t} + \nabla \cdot (-\mu_e n_i E_{sp} - D_e \nabla n_e) = S , \quad (2.23)$$

$$\frac{\partial n_e}{\partial t} + \nabla \cdot (\mu_e n_e E_{sp} - D_e \nabla n_e) = S . \quad (2.24)$$

In microwave field with the absence of DC field, quasineutrality ($n_e = n_i = n$) is often a good approximation. With the quasineutral approximation, we can write $\Gamma_i = \Gamma_e = \Gamma$, and can express the space charge (ambipolar) field as:

$$E_{sp} = \frac{D_i - D_e}{\mu_i + \mu_e} \nabla n . \quad (2.25)$$

So the common flux is then given by

$$\Gamma = \mu_i \frac{D_i - D_e}{\mu_i + \mu_e} \nabla n - D_e \nabla n = -\frac{\mu_i D_e + \mu_e D_i}{\mu_i + \mu_e} \nabla n .$$

Thus, equations (2.23) and (2.24) can be represented in a common form.
\[ \frac{\partial n}{\partial t} - \nabla \cdot (D_a \nabla n) = S, \]  
(2.26)

with a new diffusion coefficient

\[ D_a = \frac{\mu_i D_e + \mu_e D_i}{\mu_i + \mu_e}, \]  
(2.27)

which is known as the ambipolar diffusion coefficient.

In most conditions, we can take \( \mu_e \gg \mu_i \) and \( D_i \) is negligible with respect to \( D_e \), so the magnitude of \( D_a \) can be estimated with

\[ D_a \approx \frac{\mu_i}{\mu_e} D_e. \]  
(2.28)

Equation (2.26) is a simple reaction-diffusion equation, which is also referred as the Fisher KPP (Kolmogorov-Petrovsky-Piskounov) equation \(^3\) and arises in many other problems in chemistry, biology, geology and ecology. If neglecting the attachment and recombination in the source term, the well known asymptotic solution for equation (2.26) is a Gaussian of the form \(^4\):

\[ n(r,t) = At^{-2/3} \exp \left[ V \sqrt{4Dt} - r/4D_e \right]. \]  
(2.29)

The density of this equation exhibits a self-similar front propagating at a speed of

\[ V = 2\sqrt{V_i D_a}, \]  
(2.30)

and the characteristic length of the front, defined as \( |n/\nabla n|^{-1} \) in a reference frame moving at the speed \( V \), is

\[ L = \left| \frac{n}{\nabla n} \right| = \sqrt{D_a / V_i}. \]  
(2.31)

This result can be generalized \(^5\) to more complex source terms, for example, including attachment and electron-ion recombination, i.e.,

\[ S = (V_i - V_a) n - r_e n^2. \]  
(2.32)

The ambipolar diffusion coefficient above is obtained with the quasineutral assumption, which is valid in the bulk of a static plasma, but for the plasma in open space even if the plasma dimension is much larger than the Debye length, the plasma density at the edge goes to zero and, therefore, there should be a small region in the edge where the electrons diffuse.
freely instead of ambipolarly. This question has been considered somewhat empirically in the literature. Some authors\cite{6} indicate that the calculated plasma propagation speed matches the experimental result only if the free diffusion coefficient is in equation (2.26). Theoretical evidence of the fact that the free diffusion coefficient should be used also has been provided which shows that within a DC electric field plasma streamer front propagates with a speed equal to the electron drift velocity at the front plus a corrective term due to diffusion and equal to $2\sqrt{\nu_i D_e}$ \cite{7,8}. These results certainly can be applied to microwave discharge plasma, where the cycle averaged electron drift velocity due to high-frequency electric field is zero \cite{4}, and the speed of the front is therefore $2\sqrt{\nu_i D_e}$, and the characteristic length of the propagation front also turns to be $\sqrt{D_e / \nu_i}$.

Since free diffusion prevails only in the front while the plasma bulk is controlled by ambipolar diffusion, we need a parameter to describe this transition. We define below an effective diffusion coefficient, deduced from the current continuity equation in the drift-diffusion approximation, to describe this transition. We start the derivation by considering the ‘more exact’ description for the ionized air without the quasineutral assumption, i.e., equations (2.23) and (2.24). The space charge electric field $E_{sp}$ in the equations is related to the electric potential by $E_{sp} = -\nabla \Phi$, and the electric potential can be obtained from Poisson’s equation:

$$\nabla^2 \Phi = -\frac{e}{\varepsilon_0} (n_i - n_e). \quad (2.33)$$

Subtracting equation (2.23) from (2.24) yields:

$$\frac{\partial}{\partial t} (n_i - n_e) + \nabla \left[ (\mu_i n_i + \mu_e n_e) E_{sp} - (D_i \nabla n_i - D_e \nabla n_e) \right] = 0.$$

Eliminating densities in the first term with Poisson’s equation and using the quasineutral approximation, we obtain

$$\tau_m \frac{\partial E_{sp}}{\partial t} + E_{sp} = \frac{D_i - D_e}{\mu_i + \mu_e} \frac{\nabla n}{n}, \quad (2.34)$$

where $\tau_m = \varepsilon_0 / en (\mu_i + \mu_e)$ is the dielectric (or Maxwell) relaxation time. With respect to the ambipolar field (2.25) there is an extra time partial differential term on the left hands side of equation (2.34), and this is what we will play with.

As the front propagates at the velocity $V = 2\sqrt{\nu_i D_e}$ the first term at the left hands side of equation (2.34) can be replaced by $\tau_m V \nabla E_{sp}$. Approximating $\nabla E_{sp}$ in the front with $E_{sp} / 2L$, where $L = \sqrt{D_e / \nu_i}$ is the characteristic length of the front, we get $\tau_m V \nabla E_{sp} = \nu_i \tau_m E_{sp}$, which means the first term of equation (2.34) is of the order of $\alpha = \nu_i \tau_m$ with respect to the second term. Therefore equation (2.34) can be approximated with:
Using this space charge field expression, the electron flux turn to be

\[ \Gamma_e = -\left[ \frac{\mu_e D_j - D_i}{1 + \alpha \mu_i + \mu_e} \right] \nabla n = -D_{\text{eff}} \nabla n , \quad (2.36) \]

with an effective diffusion coefficient

\[ D_{\text{eff}} = \frac{\alpha D_e + D_i}{\alpha + 1} , \text{ with } \alpha = \nu_i \tau_M = \lambda_i^2 / L^2 , \quad (2.37) \]

where we also used the assumption of \( \mu_i \ll \mu_e , D_i \ll D_e \).

The heuristic arguments above justify the use of equation (2.26) with the effective diffusion coefficient (2.37), associating the source term expression (2.32), we finally get our model equation,

\[ \frac{\partial n}{\partial t} - \nabla \cdot (D_{\text{eff}} \nabla n) = \nu_i n - r_e n^2 , \quad (2.38) \]

where \( \nu_i \) is used to note the apparent ionization frequency including the attachment effect.

This model equation (2.38) is not mathematically exact but gives the good limits and a correct estimation of the parameter \( \alpha \) controlling the crossover from free diffusion in the front (\( \alpha = 1 \) or >1) to ambipolar diffusion in the bulk for electrons. The validity of this model will be presented in next chapter by comparing the numerical results obtained with this effective diffusion quasineutral model with results from the ‘more exact’ drift-diffusion-Poisson’s system, i.e., equation (2.23), (2.24) and (2.33).

II.3 Numerical Model

The numerical model is a system of discrete equations for the physical model, in which the partial differential terms are replaced by finite-differences or some other discrete schemes. Choosing an appropriate scheme is very important during the numerical simulations.

II.3.1 Principles of FDTD and absorbing boundary condition

The FDTD method, first proposed by Yee in 1966\(^9\), is the most popular numerical method for the solution of electromagnetic problems. In the FDTD method the electric field \( (E) \) is defined on a grid that is offset both spatially and temporally from the magnetic field \( (H) \) grid. The fields at the next time step are deduced from the previous fields using a simple leapfrog scheme.
II.3.1.1 FDTD Algorithm

In FDTD method, equations (2.1) and (2.2) are replaced by six coupled scalar equations in the 3D rectangular coordinate system \((x, y, z)\):

\[
\begin{align*}
\frac{\partial E_x}{\partial t} = & \frac{1}{\varepsilon_0} \left( \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} \right) - \frac{1}{\varepsilon_0} J_x \\
\frac{\partial E_y}{\partial t} = & \frac{1}{\varepsilon_0} \left( \frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} \right) - \frac{1}{\varepsilon_0} J_y \\
\frac{\partial E_z}{\partial t} = & \frac{1}{\varepsilon_0} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right) - \frac{1}{\varepsilon_0} J_z \\
\frac{\partial H_x}{\partial t} = & -\frac{1}{\mu_0} \left( \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} \right) \\
\frac{\partial H_y}{\partial t} = & -\frac{1}{\mu_0} \left( \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} \right) \\
\frac{\partial H_z}{\partial t} = & -\frac{1}{\mu_0} \left( \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} \right)
\end{align*}
\]

(2.39)

(2.40)

Fig. 2.2: Positions of the field components about a unit cell of the FDTD lattice\(^9\).

Fig. 2.2 is the illustration of Yee’s FDTD lattice, this algorithm centers \(E\) and \(H\) components in 3D space so that every \(E\) component is surrounded by four circulating \(H\) components, and every \(H\) component is also surrounded by four circulating \(E\) components; in time the \(E\) and \(H\) are centered in a leapfrog arrangement. Using the finite-difference notation and Yee’s lattice, scalar Maxwell’s equations (2.39) and (2.40), can be numerically approximated by
\[
\begin{align*}
\frac{E_{x,j+1/2,k}^{n+1} - E_{x,j,k}^{n}}{\Delta t} &= \frac{1}{\varepsilon_0} \left( H_{y,j+1/2,k}^{n+1/2} - H_{y,j-1/2,k}^{n+1/2} - H_{y,j,k+1/2}^{n+1/2} - H_{y,j,k-1/2}^{n+1/2} - J_x^{n+1/2} \right), \\
\frac{E_{y,j+1/2,k}^{n+1} - E_{y,j,k}^{n}}{\Delta t} &= \frac{1}{\varepsilon_0} \left( H_{x,j+1/2,k}^{n+1} - H_{x,j-1/2,k}^{n+1} - H_{x,j,k+1/2}^{n+1} - H_{x,j,k-1/2}^{n+1} - J_y^{n+1} \right), \\
\frac{E_{z,j+1/2,k}^{n+1} - E_{z,j,k}^{n}}{\Delta t} &= \frac{1}{\varepsilon_0} \left( H_{x,j+1/2,k}^{n+1} - H_{x,j-1/2,k}^{n+1} - H_{x,j,k+1/2}^{n+1} - H_{x,j,k-1/2}^{n+1} - J_z^{n+1} \right), \\
\frac{H_{x,j+1/2,k}^{n+1/2} - H_{x,j,k}^{n-1/2}}{\Delta t} &= -\frac{1}{\mu_0} \left( E_{x,j+1/2,k}^{n} - E_{x,j-1/2,k}^{n} - E_{x,j,k+1/2}^{n} - E_{x,j,k-1/2}^{n} \right), \\
\frac{H_{y,j+1/2,k}^{n+1/2} - H_{y,j,k}^{n-1/2}}{\Delta t} &= -\frac{1}{\mu_0} \left( E_{y,j+1/2,k}^{n} - E_{y,j-1/2,k}^{n} - E_{y,j,k+1/2}^{n} - E_{y,j,k-1/2}^{n} \right), \\
\frac{H_{z,j+1/2,k}^{n+1/2} - H_{z,j,k}^{n-1/2}}{\Delta t} &= -\frac{1}{\mu_0} \left( E_{z,j+1/2,k}^{n} - E_{z,j-1/2,k}^{n} - E_{z,j,k+1/2}^{n} - E_{z,j,k-1/2}^{n} \right).
\end{align*}
\] (2.41)
\[
\frac{1}{\Delta t} \leq \frac{1}{c_0 \sqrt{\left(\Delta x^2 + \Delta y^2 + \Delta z^2\right)^2} }, \quad (2.43)
\]

As shown in (2.41) and (2.42) Yee’s algorithm is second order accurate in both space and time. The fundamental constraint for Yee’s cell is that the size must be much less than the wavelength for which accurate results are desired. And an often quoted constraint is “10 cells per wavelength” \(^{[10]}\), meaning that the size of the cells should be \(\lambda/10\) or less, which is much smaller than the Nyquist sampling limit \((\Delta x \leq \lambda/2)\). So it is reasonable to say that a cell size of \(\lambda/50\) can give a desired accuracy in most conditions. For the free space computational stability of equations (2.41) and (2.42) requires

\[
\Delta t \leq \frac{1}{c_0 \sqrt{\Delta x^2 + \Delta y^2 + \Delta z^2}},
\]

where \(c_0 = \left(\varepsilon_0 \mu_0\right)^{-1/2}\) denotes the speed of light in free space, and if \(\Delta s = \Delta x = \Delta y = \Delta z\), the stability condition simplifies to \(\Delta t \leq \Delta s / c_0 \sqrt{3}\).

For 2D problems, in which assuming source and materials have a translation symmetry, say, \(z\) direction, the electromagnetic field quantities will be independent of the \(z\) coordinate, thus \(z\) derivation terms in Maxwell’s equations become zero (\(\partial/\partial z = 0\)). Then the full set of Maxwell’s scalar equations in rectangular coordinates given by (2.39) and (2.40) reduces to
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\[
\frac{\partial E_y}{\partial t} = \frac{1}{\varepsilon_0} \frac{\partial H_z}{\partial y} - \frac{1}{\varepsilon_0} J_x \\
\frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon_0} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right) - \frac{1}{\varepsilon_0} J_y \\
\frac{\partial H_x}{\partial t} = \frac{1}{\mu_0} \frac{\partial E_y}{\partial y} \\
\frac{\partial H_y}{\partial t} = \frac{1}{\mu_0} \left( \frac{\partial E_x}{\partial x} - \frac{\partial E_z}{\partial y} \right) \\
\frac{\partial H_z}{\partial t} = \frac{1}{\mu_0} \frac{\partial E_y}{\partial x}
\]

(2.44)

For different electromagnetic modes Maxwell’s scalar equations can be farther simplified, such as for transverse magnetic (TM) mode, \( E \) field only has the component in wave vector \( (k) \) direction and \( H \) field has components only in the transverse directions, and the finite-difference scheme, given by (2.41) and (2.42) also can be simplified respectively. As in 2D problem only a single plane in the lattice, seen in Fig. 2.2, is used and the stability condition turns to be \( \Delta t \leq \Delta s / c_0 \sqrt{2} \), when \( \Delta s = \Delta x = \Delta y \).

The Maxwell’s equations (2.1) and (2.2) can be discretized to obtain a total field FDTD scheme as (2.41) and (2.42). Alternately the fields can be expressed separately as \(^{[10]}\)

\[
E = E_t = E_i + E_s, \quad (2.45)
\]

\[
H = H_t = H_i + H_s. \quad (2.46)
\]

with subscripts \( t, i, \) and \( s \) for the total, incident, and scattered fields.

The rationale for the separate field approach is that in the open space problems the incident field components can be specified analytically while the scattered fields are found computationally and only the scattered fields need to be absorbed at the problem space outer boundaries. The later feature is the important one. The scattered fields emanating from a scattering or interaction object, the discharge plasma in our problem, can be more readily absorbed than a total field by an outer radiation boundary condition applied at the problem space extremities. With this separate expression the incident field propagates in free space (even when passing through the interaction or scattering objection) and is defined as the field that would be present in the absence of the scatterer or reflector. It is always possible to combine the scattered and incident field to obtain the total field and with it all the insight the total field behavior is provided. Furthermore, the separation expression allows further insight into the interaction process, and this precisely is what we are concerned about in the problem of microwave discharge.

By the separate expression (2.45) and (2.46), Maxwell’s equations can be rewritten as

\[
\nabla \times (H_t + H_s) = \varepsilon \frac{\partial (E_i + E_s)}{\partial t} + J_c (E_t), \quad (2.47)
\]

\[
\nabla \times (E_t + E_s) = -\mu \frac{\partial (H_i + H_s)}{\partial t}. \quad (2.48)
\]
As the incident and scattered fields must satisfy the Maxwell’s equation independently in linear materials, so the incident fields traversing the media satisfy free space conditions

\[ \nabla \times H_i = \varepsilon_0 \frac{\partial E_i}{\partial t}, \]  
(2.49) 

\[ \nabla \times E_i = -\mu_0 \frac{\partial H_i}{\partial t}. \]  
(2.50)

Subtracting the incident fields above from (2.47) and (2.48), we can obtain the equations governing the scattered fields

\[ \nabla \times H_s = \varepsilon_0 \frac{\partial E_s}{\partial t} + (\varepsilon - \varepsilon_0) \frac{\partial E_i}{\partial t} + J_i (E_i), \] 

\[ \nabla \times E_s = -\mu_0 \frac{\partial H_s}{\partial t} - (\mu - \mu_0) \frac{\partial H_i}{\partial t}, \] 

when \( \varepsilon \to \varepsilon_0 \) and \( \mu \to \mu_0 \), the second terms on the right hands side vanish, thus

\[ \nabla \times H_s = \varepsilon_0 \frac{\partial E_s}{\partial t} + J_i (E_i), \]  
(2.51) 

\[ \nabla \times E_s = -\mu_0 \frac{\partial H_s}{\partial t}. \]  
(2.52)

As the incident field can be specified analytically, we just need to approximate (2.51) and (2.52) with the numerical scheme of (2.41) and (2.42).

**II.3.1.2 Absorbing boundary conditions – Mur’s outer radiation** \([11]\)

For problems in free space, it is impossible to set the simulation domain to be infinity or big enough to neglect the boundary effects, an Absorbing Boundary Condition (ABC) should be used to truncate the computational domain since the tangential components of the electric field along the outer boundary of the computational domain cannot be updated using the basic Yee’s algorithm. The most popular two kinds of ABCs are those that derived from differential equations and those that employ a material absorber \([12], [13]\). Differential-based ABCs are generally obtained by factoring the wave equation, and by allowing a solution which permits only outgoing waves, while the material-based ABCs employ an absorbing medium to dampen the propagating fields.

In this work, we use a differential-based ABC, which was proposed by G. Mur, to truncate the computational domain. Fig. 2.2 shows that in each of the coordinate direction, the mesh is truncated by enclosing it between two planes that are normal to the relevant coordinate axis and one of the plane pass through point \((i, j, k)\), and that all components of the electric field vector \( E \) occurring in equations (2.41) and (2.42) applied to a particular point in the boundary of the mesh are tangential to the boundary plane while the relevant components of the magnetic field vector \( H \) are normal to it. The magnetic field components can be evaluated by equation (2.42). The electric field components, however, cannot be evaluated with the finite-difference equation (2.41) as this would require magnetic field components that are outside the mesh. The ABCs should be applied to update these electric field components.
As discussed in the last subsection, the ABC is only needed by the scattered fields as the incident can be specified analytically.

Eliminating $H$ or $E$ from Maxwell’s equations for free space, we obtain

$$\left(\nabla^2 - \frac{1}{c_0^2} \frac{\partial^2}{\partial t^2}\right) W = 0,$$

(2.53)

with $W$ standing for $E$ or $H$.

Without loss of generality, we shall assume that the computational domain is located in the region $x \geq 0$ with boundaries at the planes of $x = 0$ and $x = x_d$. The scattered field cross the boundary plane at $x = 0$ can be approximated locally by a plane wave constituent traveling in the direction of decreasing $x$, with inverse velocity components of the wave are $s_x = \partial_t / \partial_x$, $s_y = \partial_t / \partial_y$, and $s_z = \partial_t / \partial_z$, such that $s_x^2 + s_y^2 + s_z^2 = c_0^2$, which can be written as

$$W = \text{Re}\left[\psi\left(t + s_x x + s_y y + s_z z\right)\right],$$

and, by expressing $s_x$ as $\left(c_0^{-2} - s_y^2 - s_z^2\right)^{1/2}$, this becomes

$$W = \text{Re}\left[\psi\left(t + (c_0^{-2} - s_y^2 - s_z^2)^{1/2} x + s_y y + s_z z\right)\right],$$

(2.54)

with $\text{Re}\left(c_0^{-2} - s_y^2 - s_z^2\right)^{1/2} \geq 0$, i.e., $s_x \geq 0$ indicates the wave is traveling in the direction of decreasing $x$. For this outgoing wave, the first order boundary condition

$$\left.\left(\frac{\partial}{\partial x} - \frac{1}{c_0} \frac{\partial}{\partial t}\right) W\right|_{x=0} = 0.$$  

(2.55)

would, for fixed values of $s_y$ and $s_z$, determine a $W$ on the outer surface that is consistent with an outgoing wave, i.e., the wave can be characterized as absorbed.

Using the first order Taylor approximation in equation (2.55), writing

$$\left(1 - (c_0 s_y)^2 - (c_0 s_z)^2\right)^{1/2} = 1 + 0\left((c_0 s_y)^2 + (c_0 s_z)^2\right),$$

(2.56)

the first approximation is obtained

$$\left.\left(\frac{\partial}{\partial x} - \frac{1}{c_0} \frac{\partial}{\partial t}\right) W\right|_{x=0} = 0.$$  

(2.57)
In the same way, using the second order Taylor approximation

\[
\left(1 - \left(c_0 s_y^2 - (c_0 s_z^2)^2\right)^{1/2}\right) = 1 - \frac{1}{2} \left((c_0 s_y^2)^2 + (c_0 s_z^2)^2\right) + 0\left[\left((c_0 s_y^2)^2 + (c_0 s_z^2)^2\right)^2\right],
\]

(2.58)
yields the second approximation of the boundary condition

\[
\left(\frac{\partial}{\partial x} - \frac{\partial}{\partial c_0 t} + \frac{1}{2} c_0 \frac{\partial}{\partial t} (s_y^2 + s_z^2)\right) W \bigg|_{x=0} = 0.
\]

(2.59)

Taking the time derivative of equation (2.59) and multiplying \(1/c_0\), we finally obtain Mur’s expression\(^{[11]}\)

\[
\left(\frac{1}{c_0} \frac{\partial^2}{\partial x \partial t} - \frac{1}{c_0} \frac{\partial^2}{\partial t^2} + \frac{1}{2} \left(\frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}\right)\right) W \bigg|_{x=0} = 0.
\]

(2.60)

In a similar way, the boundary condition approximations for the boundary plane of \(x = x_d\) can be obtained, and also for the other boundary planes. If the wave is \(E\)-polarized, the first and second approximations for the first order boundary condition for scalar field, say, \(E_z\) at plane \(x = 0\) can be discretized as

\[
E_{n+1}^{z(0,j,k)} = E_n^{z(1,j,k)} + c_0 \frac{\Delta t - \Delta s}{c_0 \Delta t + \Delta s} \left(E_{n+1}^{z(1,j,k)} - E_n^{z(0,j,k)}\right),
\]

(2.61)

\[
E_{n+1}^{z(0,j,k)} = -E_n^{z(1,j,k)} + c_0 \frac{\Delta t - \Delta s}{c_0 \Delta t + \Delta s} \left(E_{n+1}^{z(1,j,k)} + E_n^{z(0,j,k)}\right)
\]

\[
+ \frac{2\Delta s}{c_0 \Delta t + \Delta s} \left(E_n^{z(0,j,k)} + E_n^{z(1,j,k)}\right)
\]

\[
+ \frac{(c_0 \Delta t)^2}{2\Delta (c_0 \Delta t + \Delta s)} \left(E_n^{z(0,j,k+1)} - 2E_n^{z(0,j,k)} + E_n^{z(0,j,k-1)}\right)
\]

\[
+ E_n^{z(1,j,k+1)} - 2E_n^{z(1,j,k)} + E_n^{z(1,j,k-1)}\right)
\]

(2.62)

\[
+ \frac{(c_0 \Delta t)^2}{2\Delta (c_0 \Delta t + \Delta s)} \left(E_n^{z(0,j,k+1)} - 2E_n^{z(0,j,k)} + E_n^{z(0,j,k-1)}\right)
\]

\[
+ E_n^{z(1,j,k+1)} - 2E_n^{z(1,j,k)} + E_n^{z(1,j,k-1)}\right),
\]

with \(\Delta s = \Delta x = \Delta y = \Delta z\).

For 2D problems, the second approximation can be simplified by removing the \(z\) derivation term and for 1D only the first approximation is available.

**II.3.2 Numerical solution of the quasineutral plasma equation**

In the following sections all the numerical schemes will be written in form of 2D, as the dimensions applied in this thesis work is up to two.
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The quasi-neutral plasma equation (2.38) can be solved with a simple explicit scheme for the diffusion and ionization terms, in order to impose the positivity of the solution the loss terms are treated implicitly or semi-implicitly.

\[
n_{e(k,j)}^{n+1} = \frac{1}{1 + \Delta t_p \left( v_e + r_an_{e(k,j)} \right)} \times \left\{ n_{e(k,j)}^n \left[ 1 + \Delta t_p v_e \right] + \frac{D_{eff}}{\Delta s_p} \left[ n_{e(k+1,j)}^n + n_{e(k-1,j)}^n + n_{e(k,j+1)}^n + n_{e(k,j-1)}^n - 4n_{e(k,j)}^n \right] \right\},
\]

(2.63)

where \( \Delta t_p \) and \( \Delta s_p = \Delta x_p = \Delta y_p \) note the time and space step for plasma.

In the problem of microwave breakdown at high pressure, the space gradient of plasma density can be extremely large, and we will see in the following chapters that the plasma equation (2.38) asks more fine grid spacing than the FDTD grid for the Maxwell’s equations. The density gradient can be estimated by characteristic length \( L = \sqrt{D/\nu_i} \) of the front getting from the asymptotic solution (equation (2.29)) of the KPP equation. For our condition (\( E_0 \sim \) a few MV/m, \( p \sim 760 \) torr), the diffusion coefficient is on the order of \( 10^{-3} \) m\(^2\) s\(^{-1}\) and the ionization frequency in the front is on the order of a few \( 10^8 \) s\(^{-1}\), so that \( L \) of the front is in the 10 micrometer range, which is on the order of a few thousandths of the wavelength (2.7 mm for 110 GHz).

An efficient way to deal with the requirement of the more fine grid to describe the sharp density gradients would be to apply an adaptive mesh refinement (AMR) scheme which adapts the distribution of grids according to the density gradients. But it is very complex to apply the automatic AMR in our numerical model, and we found that using a fixed grid fine enough to resolve the density gradients led to reasonable computation times.

As we mentioned before the grid size of \( \lambda/50 \) can give a good accuracy for the FDTD in most conditions, \( \lambda/50 \) is much coarser than the desired density grid, which must be on the order of \( \lambda/1000 \)\(^{[14]} \). We therefore consider a double grid method, using different grid size for FDTD and plasma density. In the following, we use the same grid spacing in the x- and y-directions, and as above we use \( \Delta s \) noting the grid spacing for the Maxwell equations (FDTD scheme) and \( \Delta s_p \) for the grid spacing for the fluid equation of the density. The ratio between two grid sizes is defined by

\[
m = \frac{\Delta s}{\Delta s_p}.
\]

(2.64)

Solutions of the quasi-neutral plasma equation need the transport coefficients, i.e., ionization frequency \( \nu_i \) and attachment frequency \( \nu_a \), which are functions of the electric field. The detail coupling relation will be discussed in the following section. Since the electric field is available only at the coarser FDTD grid points, an interpolation is needed to obtain the electric field on the fine grid in order to estimate the ionization and attachment frequencies in the quasi-neutral plasma equation. Once the new density is known on the fine grid, a weighted average must be used to update the density on the coarser grid, which is used for the current in the FDTD scheme. We will employ a simple bilinear interpolation scheme for this purpose, which is briefly described below. The large dots in Fig. 2.3, \((i, j), (i, j+1), (i+1, j)\) and \((i+1, j+1)\).
are coarse grid points where the microwave electric fields are available after solving the Maxwell’s equations with FDTD, while the plasma density is defined on both the large dots and the small ones.

Fig. 2.3: Overlapping coarse FDTD and fine density grid. Bilinear interpolation is used to find the electric field on the fine mesh points

The values of the electric fields on the small pots can be obtained by the bilinear interpolation formula

\[
\varepsilon_{k,l} = \frac{(m-m_k) (m-m_l)}{m} E_{i,j} + \frac{m_k (m-m_l)}{m} E_{i+1,j}
+ \frac{(m-m_k) m_l}{m} E_{i,j+1} + \frac{m_k m_l}{m} E_{i+1,j+1},
\]  

(2.65)

where \(m_k, m_l\) varies from 0 to \(m\) in both \(x\)- and \(y\)-directions, respectively. For example, in Fig. 2.3, \(m = 5\), and we have another 36 points in the fine grid respecting to the coarse grid. On the global view the subscripts \(k\) and \(l\) can be calculated by

\[
k = 1 + (i-1)m + m_k
l = 1 + (j-1)m + m_l.
\]  

(2.66)

Using the interpolated values of the field, the new density at the fine grid locations is obtained from the discretized continuity equation (2.63). The density on the coarse grid is then obtained by weighted average of the densities on the fine grids with a similar formula to the one used for the bilinear interpolation above.

Clearly, the premise of equation (2.65) is that the electric field must be continuous, and it is true when the electric field direction is parallel to the boundary of mediums with different permittivity. In our problem of TEM plane wave discharge in high pressure air, this premise is only met when the 2D simulation domain is defined by the \((H, k)\) plane, i.e. when the electric
field is perpendicular to the simulation domain ($E$ is perpendicular to the gradient direction of the density or permittivity, which is in the simulation domain). So the double grid method can be used when $(H, k)$ is in the simulation plane, and $E$ is perpendicular to this plane. When the simulations are performed in the $(E, k)$ plane, it is no longer possible to use a coarser grid for Maxwell’s equations and the fine grid should be used for both plasma equation and FDTD. Therefore the computation time may be much longer for simulations within the simulation domain (as mentioned above, in some of the simulations presented in this thesis, the grid is on the order $\lambda/50$ for simulations in the $(H, k)$ plane while it is on the order of $\lambda/1000$ for simulations in the $(E, k)$ plane).

In order to ensure the stability of the numerical scheme for the quasi-neutral plasma equation, the time step ($\Delta t_p$) must satisfy the Courant-Friedrichs-Lewy (CFL) condition:

$$\Delta t_p < \left( \frac{\Delta s_p}{D_{\text{eff, max}}} \right)^2,$$

where $\Delta s_p$ is the fluid mesh size and $D_{\text{eff, max}}$ corresponds to maximum value of effective diffusion coefficient.

**II.4 Coupling Maxwell’s equations with plasma model**

As we discussed in the model section, the plasma due to the microwave discharge in atmospheric pressure can be treated as quasi-neutral, and equation (2.38) can give a good description for the evolution of the discharge plasma. In this section we describe the way how Maxwell’s equations are numerically coupled with the plasma equations.

In gas discharge with local field approximation the apparent ionization frequency $V_i$ (including the attachment effect) depends on the local electric field only, or rather, the local reduced effective electric field. And the electron-ion recombination coefficient is supposed to be constant.

Here we rewrite the quasi-neutral plasma equation (2.38) and Maxwell’s equations for scattered microwave fields,

$$\frac{\partial n}{\partial t} - \nabla \cdot \left( D_{\text{eff}} \nabla n \right) = V_i n - r_e n^2,$$

$$\nabla \times H = \varepsilon \frac{\partial E}{\partial t} + J_e (E_i)$$

$$\nabla \times E = -\mu \frac{\partial H}{\partial t}.$$  

The conduction current $J_c$ is approximated by the electron conduction current (the ion current is neglected because of the much smaller ion mobility):

$$J_e (E_i) = -en_e u,$$
where \( u \) is the mean velocity of electrons, which can be obtained from the approximate momentum equation,

\[
\frac{\partial u}{\partial t} = -\frac{e}{m_e} E_i - \nu_m u \tag{2.72}
\]

From equations (2.68) - (2.72), the quasineutral plasma model ‘sees’ Maxwell’s equations through the conductive current, which depends both on the plasma density and the total electric field, and Maxwell’s equations feed back with ionization (and attachment) frequency, which depends on the local reduced electric field under local field approximation.

The FDTD scheme in section II.3.1 is an explicit second order accurate time-domain method with centered finite differences. When a direct integration approximation is used for the electron momentum equation (2.72), writing \(^{[15],[16]}\),

\[
\frac{u^{n+1} - u^n}{\Delta t} + \nu_m \frac{u^{n+1} + u^n}{2} = -\frac{e}{m_e} E_i^{n+1} + E_i^n \tag{2.73}
\]

a new leapfrog approximation can be made for equation (2.69) to improve the accuracy,

\[
E_i^{n+1} = E_i^n \left( 1 - \frac{\beta}{1 + \beta} + \frac{en\Delta t}{2\epsilon_0} \right) + \frac{\beta}{1 + \beta} \left( E_{i+1}^{n+1} + E_i^n \right) + \frac{\Delta t}{1 + \beta} e \nabla \times H , \tag{2.74}
\]

\[
u^{n+1} = \alpha u^n - \frac{e\Delta t}{m_e \gamma} \left( E_i^{n+1} + E_i^n \right) , \tag{2.75}
\]

with \( \alpha = \frac{1 - a}{1 + a} \), \( \beta = \frac{\nu_m \Delta t^2}{4\gamma} \), \( \gamma = 1 + a \), \( a = \nu_m \Delta t \).

Now the remaining question is how the microwave field determines the ionization frequency. Generally, the ionization frequency can be found either by solving the kinetic equation for electron energy distribution or experimentally. The local field approximation mentioned above seems to be a reasonable approximation for the space dependence of the transport coefficients and collision frequencies. This approximation is made in most models of atmospheric discharges (e.g. DC steamer models). The question therefore reduces to the treatment of the time dependence of the transport coefficients and collision frequencies. Under microwave conditions, depending on the wave frequency and collision frequency, electron transport may or may not be in equilibrium with the local field at a given time (rigorously speaking, this is a good approximation only when the collision frequencies for momentum and energy exchange are large with respect to the angular frequency of the electromagnetic field).

A usual approximation \(^{[17]}\) when electron transport can be considered on time scales on the order of the field period is to assume that the electron transport coefficients and collision frequencies depend on the local value of an effective DC field that would give the same electron energy gain per unit time as the microwave field, when this energy gain is integrated.
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over one cycle. The time averaged energy gain per unit time is proportional to the average of the product of the electric field times the electron mean velocity and can be written as: 
\[
\langle -eE \cdot v \rangle
\]

The mean electron velocity is solution of the momentum equation (2.72) for a microwave field \( \mathbf{E} = E_0 \sin \omega t \), where \( E_0 \) is the amplitude, and can be written as
\[
\mathbf{v} = \frac{eE_0}{m_e \sqrt{\omega^2 + v_m^2}} \cos(\omega t + \varphi), \quad \varphi = \arctan \frac{v_m}{\omega}, \tag{2.76}
\]
so the mean energy gain per unit time that the field performs on an electron is
\[
\langle -eE \cdot v \rangle_f = \frac{e^2 E_0^2 v_m}{2 m_e \left( \omega^2 + v_m^2 \right)} \tag{2.77}
\]
while mean energy gain in dc field is
\[
\langle -eE \cdot v \rangle_{dc} = \frac{e^2 E_{dc}^2}{m_e v_m^2} \tag{2.78}
\]

Matching (2.66) and (2.67), we can define an effective field,
\[
E_{\text{eff}} = \frac{E_{rms}}{\sqrt{1 + \omega^2 / v_m^2}} \tag{2.79}
\]
where \( E_{rms} \) is the local root mean square field, which can be obtained from the FDTD over one cycle. So for high frequency conditions the transport coefficients and ionization frequency will be taken as a function of the local effective field defined by equation (2.79) using the same functional dependence as under a DC field.

One can easily find in the literature values of the ionization frequency in air as a function of the reduced electric field in the form of analytical expressions fitted from experiments or numerical simulations. The ionization coefficient \( \alpha \) (m\(^{-1}\)), which is the number of ionization events that an electron undergoes per unit length along the field\(^{[18],[19]}\), is often given instead of the ionization frequency \( \nu_i \). The ionization coefficient is related to the ionization frequency by:
\[
\alpha = \nu_i / v_d, \quad \nu_i = \alpha v_d \tag{2.80}
\]
where \( v_d = \mu_e E_{dc} \) is the drift velocity.

Analytical fits of \( \alpha \) are often of the form:
\[ \alpha = A e^{-B(E/p)/E_a}. \] (2.81)

The constants A and B are determined by regression analysis of the experimental data (see Tab. 2.1).

Tab. 2.1: Constants in the formula for the ionization coefficient, and regions of applicability

<table>
<thead>
<tr>
<th>Gas</th>
<th>( E/p ) V/(cm·Torr)</th>
<th>A cm(^{-1})Torr(^{-1} )</th>
<th>B V/(cm·Torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>20-150</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td>Ar</td>
<td>100-600</td>
<td>12</td>
<td>180</td>
</tr>
<tr>
<td>( \text{H}_2 )</td>
<td>150-600</td>
<td>5</td>
<td>120</td>
</tr>
<tr>
<td>( \text{N}_2 )</td>
<td>27-200</td>
<td>8.8</td>
<td>275</td>
</tr>
<tr>
<td></td>
<td>100-600</td>
<td>12</td>
<td>242</td>
</tr>
<tr>
<td>( \text{Air} )</td>
<td>50-200</td>
<td>8.805</td>
<td>258.45</td>
</tr>
<tr>
<td></td>
<td>100-800</td>
<td>15</td>
<td>265</td>
</tr>
<tr>
<td>( \text{CO}_2 )</td>
<td>500-1000</td>
<td>20</td>
<td>466</td>
</tr>
<tr>
<td>( \text{H}_2\text{O} )</td>
<td>150-1000</td>
<td>12</td>
<td>290</td>
</tr>
</tbody>
</table>

Although air contains electro-negative components (oxygen, etc.) and the attachment process really exist during air discharge, for high reduced field \((E/p \geq 50\text{V} / (\text{cm} \cdot \text{Torr}))\) equation (2.81) can describe the apparent ionization including attachment very well with the constants showing in Tab. 2.1. When reduced field \(E/p\) is lower than \(50\text{V} / (\text{cm} \cdot \text{Torr})\) the attachment process becomes important, and the empirical formula (2.81) needs a modification. A simple approximate fit for the low reduced field is given by \([19]\),

\[ \alpha = A_o p \left[ e^{-B_o(p/E_a - p/E_e)} - 1 \right], \] (2.82)

with \(A_o = 0.005 \text{cm}^{-1}\text{Torr}^{-1}, B_o = 200\text{V} / (\text{cm} \cdot \text{Torr})\) and \(E_e / p = 31.25\text{V} / (\text{cm} \cdot \text{Torr})\).
II.5 Conclusion

We have presented in this chapter the plasma-Maxwell model that is used in the rest of this thesis. The model is based on solutions of the Maxwell’s equations by a Finite Difference Time Domain (FDTD) method, together with a simple diffusion-ionization-recombination continuity equation for the quasineutral plasma density. We have shown that this density equation should use an effective diffusion coefficient that takes into account the fact that diffusion at the plasma edge should be described by free electron diffusion while diffusion of the plasma bulk is ambipolar. We have proposed (heuristically) a form of this effective diffusion coefficient that describes continuously the transition from free diffusion at the plasma edge to ambipolar diffusion in the bulk plasma. The validity of this effective diffusion coefficient will be checked in the following chapter by comparisons with results from a more complex model (drift-diffusion-Poisson) that does not assume quasineutrality.

The coupling between Maxwell’s equations and the plasma model takes place through the electron current density. The plasma density in the electron current density is deduced from the plasma model while the electron mean velocity is deduced from a simplified electron momentum equation that physically describes the phase-shift between electric field and electron current density and is related to the complex permittivity of the plasma.

In the plasma model, the energy equation is replaced by the usual local effective field approximation which assumes that the electron transport coefficients and ionisation frequency depend on this local effective field in the same way as in a DC field. The effective field is such that the local energy gain per electron per unit time averaged over one cycle of the wave field is the same as it would be in a DC field equal to the effective field.

The plasma model is basic and does not include any plasma chemistry since we are interested on relatively short time scales of the plasma evolution where 1), only direct ionisation is important, and 2), ions are practically immobile. One of the goals of this thesis is to contribute to a better understanding of the plasma dynamics and self-organization phenomena during atmospheric microwave breakdown and plasma chemistry is not an essential “ingredient” of these phenomena (this will be confirmed by the good agreement between experiments and model results). We also do not consider the possible effects of gas heating and subsequent gas density decrease that could strongly modify the plasma dynamics. It is possible that the time scales over which we are following the evolution of the plasma in some of the examples...
described in this thesis are long enough to allow non negligible gas temperature rise and the beginning of gas density decrease. The detailed study of this temperature effect is however outside the scope of this thesis and we leave it for further studies.
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III.1 Introduction

During microwave breakdown discharge at atmospheric pressure, the plasma forms around an initial electron or group of electrons, grows because of fast ionization and propagates toward the microwave source. In the model presented in chapter II, the plasma during the discharge is considered with electrons and positive ions only, and is described simply with a quasineutral density equation including ionization, attachment and electron-ion recombination. The diffusion coefficient in the quasineutral model is an effective dynamic one, and is different from the Allis and Rose’s effective diffusion \[1\], which describes the transition from free electron diffusion to ambipolar diffusion for steady state plasma in a cavity. Section III.2 is devoted to the validation of the dynamic effective diffusion. We compare the results from the effective diffusion quasineutral model with ‘more exact’ solutions from the drift-diffusion-Poisson system, without quasineutrality, in 1D. The comparisons are done both in the simple cases with constant ionization frequencies and when ionization and plasma front propagation are associated with plasma-microwave interaction. Even though the constant ionization frequencies do not correspond to any real situations since the field is modified by the presence of the plasma and the ionization rate cannot stay constant, it allows us to check the effective diffusion model in a very simple way. In the latter case the plasma model equations are solved together with Maxwell’s equations and the ionization frequency is no longer constant but is the result of the complex interaction of the plasma with incident microwave beam. After the validation, in section III.3, the quasineutral effective diffusion model is solved together with Maxwell’s equation in 1D to study the detail dynamics of plasma front propagation in microwave, the mechanisms of pattern formation and the influence of the parameters, i.e., recombination and pressure, on the plasma pattern. With the drift-diffusion-Poisson model, the influence of the presence of negative ions, which is neglected in the quasineutral effective diffusion model, is also discussed.

III.2 One-dimensional validation of effective diffusion model

The validation of the effective diffusion will be presented in this section by comparing the results of the quasineutral effective diffusion model and drift-diffusion-Poisson model. The drift-diffusion-Poisson model does not assume quasineutrality and the diffusion of electrons and ions in the plasma is described self-consistently. In the drift-diffusion-Poisson model, electrons and ions are described separately with their drift-diffusion equations and the space charge electric field, deduced from Poisson’s equation, controls plasma diffusion and the assumption of a global ambipolar or effective diffusion is not necessary. Comparisons between results of the effective diffusion quasineutral model and results from the drift-diffusion-Poisson model can therefore validate the effective diffusion quasineutral model.

III.2.1 Considerations on the effective diffusion model

The quasineutral model is based on the diffusion equation below, where, as discussed in chapter II, it is important to account for the fact that diffusion at the plasma edge should be free, while diffusion in the bulk plasma is ambipolar:
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\[ \frac{\partial n}{\partial t} - \nabla \cdot (D \nabla n) = \nu_i n - r_e n^2, \quad (3.1) \]

with \( n \) the plasma density, \( \nu_i \) the apparent ionization frequency including attachment effect, and \( r_e \) the electron-ion recombination coefficient.

Note that theoretical studies\(^2\), \(^3\) in the context of streamers in a DC field have shown the propagation velocity of the streamer front is equal to the electron drift velocity in the front, plus a corrective velocity equal to \( 2\sqrt{\nu_i D_e} \). Since there is no net drift in the microwave case (the cycle averaged electron drift velocity in the high frequency electric field is zero), this result tends to confirm that the front velocity in the microwave case should be \( 2\sqrt{\nu_i D_e} \), i.e., the diffusion coefficient \( D \) in equation (3.1) should be equal to the electron free diffusion coefficient \( D_e \) at the plasma edges. In the plasma bulk the quasineutral assumption holds strictly, and ambipolar diffusion should naturally prevail. So during the plasma front propagation there should be a transition from electron free diffusion at the plasma edge to ambipolar diffusion in the plasma bulk.

It is quite important to use the proper diffusion coefficient in the front (although free electron diffusion takes place in a very thin region at the plasma edge) because using \( D_a \) instead of \( D_e \) in the front would give a front propagation velocity typically 10 times too small since the ambipolar diffusion coefficient can be approximated by \( D_a \approx D_e \mu_e/\mu_i \). In low temperature non-thermal plasmas the ratio of ion to electron mobility is on the order of 100, so the ambipolar diffusion coefficient is 100 times lower than the free diffusion coefficient\(^4\). One must therefore use in diffusion equation (3.1) an effective diffusion coefficient that is equal to the free electron diffusion coefficient in the edge region of plasma, and to the ambipolar diffusion coefficient in the plasma bulk. In chapter II, this transition has been discussed in detail and an effective diffusion coefficient was proposed to describe it. The effective diffusion coefficient was heuristically derived from the drift-diffusion-Poisson system and is a linear combination of the ambipolar and free electron diffusion coefficients. It tends to the free electron diffusion at low plasma densities (or large Debye length with respect to the characteristic length of the density gradient) and approaches the ambipolar diffusion coefficient at high plasma densities (small Debye lengths). This effective diffusion coefficient writes:

\[ D_{\text{eff}} = \frac{\alpha D_e + D_a}{\alpha + 1}, \quad \text{with } \alpha = \nu_i \tau_m = \frac{\lambda_0^2}{L^2}, \quad (3.2) \]

where \( \nu_i \) is the ionization frequency, \( \tau_m = \varepsilon_0/\left[ en (\mu_e + \mu_i) \right] \) is the dielectric (or Maxwell) relaxation time, \( \lambda_0 = \left[ \varepsilon_0 kT_e/e^2 n \right]^{-1/2} \) is the electron Debye length, \( L = \sqrt{D_e/\nu_i} \) is the characteristic length of the front, and where we also assume \( \mu_i << \mu_e, D_i << D_e \).

Even though the justification of this expression for the effective diffusion coefficient is not mathematically exact, it gives the crossover from free diffusion (\( \alpha = 1 \) or \( \geq 1 \)) in the plasma front to ambipolar diffusion (\( \alpha \ll 1 \)) in the bulk.

The mobility coefficient and the free electron diffusion coefficient can be obtained by
where $m_e$ is mass of electron, $V_m$ is the collision frequency of electron and neutral particle, and $kT_e/e$ is electron temperature in $eV$. The coefficients for ions can also be expressed with similar forms.

Note that equation (3.1) is often written in the form (3.5) where the spatial variation of the diffusion coefficient is neglected.

\[
\frac{\partial n}{\partial t} - D \Delta n = v_i n - n e\n \tag{3.5}
\]

Neglecting $(\nabla D \cdot \nabla n)$ is a reasonable approximation, for example in a plasma bulk where the ambipolar diffusion coefficient does not vary rapidly with position (electron temperature and charged particles mobility can be assumed to be constant in the plasma bulk). In the case of the effective diffusion coefficient, the space variations of the effective diffusion coefficient are more important since the $\alpha$ coefficient in equation (3.2) is a function of plasma density and ionization coefficient. The conservative form of the diffusion equation therefore seems more adequate (although we will see below that the diffusion equation in the forms (3.1) or (3.5) give very similar results).

As the derivation of effective diffusion coefficient is heuristic and not mathematically exact, it is very necessary to quantify its accuracy. In the following sections we will compare numerical solutions from the quasineutral effective diffusion model of equation (3.1) with effective diffusion $D_{\text{eff}}$, with solutions from the “more exact” drift-diffusion-Poisson equations system.

### III.2.2 Validation with constant ionization frequency

Before looking at the whole problem of plasma formation and dynamics in a microwave field, we consider a simpler problem with constant ionization frequency and describe the growth and expansion of the plasma under a constant (both in space and time) ionization frequency. Even though the constant ionization frequency case is only an imaginary experiment (in a real situation the plasma formation leads to a modification of the applied electric field and the ionization frequency can therefore not stay constant), it does give a simple way to check the effective diffusion. We suppose here that the charged particles in the plasma are electrons and positive ions only, and assume that, at time $t=0$, the electron and positive ion densities are non-zero only in a small region, with a Gaussian distribution in space centred around the location $r_0 (x=0)$. In the experiment these initial charged particles can be introduced by a focused microwave beam or laser. We want to.

As mentioned above, we consider successively two ways of describing this problem. The first one is to assume plasma quasineutrality and solve equation (3.1). The second and more accurate way of approaching this problem is to solve the electron and ion transport equations
coupled with Poisson’s equation for the electric field. In that case the quasineutral assumption is not needed, and the model equations write:

\[
\frac{\partial n_e}{\partial t} + \nabla \cdot \mathbf{\Gamma}_e = n_e \mathbf{v}_e - r_e n_e n_i, \tag{3.6}
\]

\[
\frac{\partial n_i}{\partial t} + \nabla \cdot \mathbf{\Gamma}_i = n_i \mathbf{v}_i - r_i n_e n_i, \tag{3.7}
\]

where \(\mathbf{\Gamma}_e\) and \(\mathbf{\Gamma}_i\) are the electron and ion flux respectively, and can be written in the drift-diffusion form:

\[
\mathbf{\Gamma}_e = -n_e \mu_e E_{sp} - D_e \nabla n_e, \quad \mathbf{\Gamma}_i = n_i \mu_i E_{sp} - D_i \nabla n_i, \tag{3.8}
\]

where \(E_{sp}\) is the space charge electric field and is related to the electric potential by \(E_{sp} = -\nabla \Phi\).

The electron and ion densities must satisfy Poisson’s equation:

\[
\nabla^2 \Phi = -\frac{e}{\varepsilon_0} (n_i - n_e). \tag{3.9}
\]

The system of equations (3.6)-(3.9) was solved with the Scharfetter-Gummel discretization of the charged particle fluxes with a semi-implicit method for Poisson’s equation\(^5\) (the detailed description of the numerical aspects can be seen in appendix A and B).

Equation (3.1) is obviously much simpler to solve numerically than the system defined by equations (3.6)-(3.9) especially in high dimensional geometry, or under complex situations of microwave-plasma interactions where the ionization frequency depends on the microwave field, and the microwave field is modified by the presence of the plasma at the same time. The question is how to choose the diffusion coefficient in equation (3.1) so that solutions of equation (3.1) can match the solutions of the more accurate model formed by the system of equations (3.6)-(3.9). Here we use the effective diffusion coefficient defined in equation (3.2) to achieve the match.

In order to correspond approximately to air at atmospheric pressure, the parameters below are applied in the simulations performed in this section:

\[
\nu_m = 3.9 \times 10^7 \text{ p(torr)s}^{-1}; \quad \frac{\mu_e}{\mu_i} = 200, \quad kT_e = 2 \text{ eV}; \quad D_i = 0; \quad D_e = \frac{\mu_i}{\mu_e} D_e, \tag{3.10}
\]

The mobility coefficient and the free electron diffusion coefficient can be obtained from equation (3.3) and (3.4) using the parameters above, and the magnitudes of the applied constant ionization frequencies (\(\nu_i\)) are \(10^8 \text{ s}^{-1}\) and \(10^9 \text{ s}^{-1}\), the electron-ion recombination coefficient \(r_{ei}\) is also considered to be constant and equals \(10^{-13} \text{ m}^3\text{s}^{-1}\) (the influence of the value of the recombination coefficient will be discussed in section III.3). The relations and
parameters above will be used in the simulation results described in the following sections also, unless mentioned otherwise.

Following, equations (3.1) and/or (3.5) will be solved in 1D. The initial electrons have a Gaussian distribution centered at $x = 0$, with a maximum density of $10^{15}$ m$^{-3}$ and a standard deviation of $50 \mu m$. The settings (distribution, maximum density and standard deviation) for the initial electrons will be kept in the simulations in the following sections too, while the centre and dimension of the distribution change according the cases.

Firstly we will see the error caused by neglecting the diffusion gradient term ($\nabla D \cdot \nabla n$) in equation (3.1) when the effective diffusion coefficient is applied. Fig. 3.1 shows the space distributions of the plasma density at different times obtained from numerical solutions of equations (3.1) and (3.5) with the ionization frequencies of $10^8$ s$^{-1}$ and $10^9$ s$^{-1}$. On Fig. 3.1 we see that the initial density grows from its initial value and reaches a plateau after at time $t \sim 200$ ns. The values of plasma density in this plateau equal to $n_i/r_{ei} = 10^{21}$ m$^{-3}$ for ionization frequency of $10^8$ s$^{-1}$ and $10^{22}$ m$^{-3}$ for $10^9$ s$^{-1}$, since $n = n_i/r_{ei}$ is a stable solution of equation (3.1) (while $n = 0$ is a non stable solution). Equation (3.1) therefore describes the propagation of a stable state into an unstable state, which is a well known property of solutions of the Fisher KPP equation. The shapes of the plasma front in Fig. 3.1 are associated with the transition from ambipolar to free diffusion and one can check that the thickness of the front is on the order of $L = |\nabla n|/|\nabla n| = \sqrt{D_{ae}/\nu_i}$. Fig. 3.2 shows that the propagation velocity of the plasma front from the simulation agrees exactly with $\nu = 2\sqrt{D_{ae}}$.

![Fig. 3.1: Space distributions of the plasma density at different times, from 1D solutions of the quasineutral density equation with effective diffusion equation (3.1).](image)

The ionization frequencies are (a) $10^8$ s$^{-1}$, and (b) $10^9$s$^{-1}$, the recombination coefficient is $10^{-13}$ m$^3$s$^{-1}$. 
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Fig. 3.2: Plasma front velocity obtained from the effective diffusion model, equation (3.5) (symbols), and from $V = 2\sqrt{D \nu}$ (full line) as a function of ionization frequency.

The densities with $\nu = 10^8 \text{s}^{-1}$ after time $t=200 \text{ ns}$, calculated from equation (3.1), is compared in Fig. 3.1 (a) with solutions of the approximate (non-conservative) form equation (3.5), where $\nabla D \cdot \nabla n$ is neglected, and these comparisons for $\nu = 10^9 \text{s}^{-1}$ after time $t=40 \text{ ns}$ are also show in Fig. 3.1 (b). We see that the error made by using the non-conservative form of this equation is actually small and the error decreases with the increment of the ionization frequency. So even with effective diffusion $D_{\text{eff}}$, equation (3.5) gives a good approximation to equation (3.1), in the following simulations equation (3.5) will be used instead of equation (3.1) with all kinds of diffusion coefficient ($D = D_a, D_{\text{eff}}$ or $D_e$).

Fig. 3.3: Comparisons between solutions of the diffusion equation (3.5) with effective diffusion, free diffusion, and ambipolar diffusion coefficient in the conditions of (a) $\nu = 10^8 \text{s}^{-1}$ at time $t=200 \text{ ns}$, and (b) $\nu = 10^9 \text{s}^{-1}$ at $t=45 \text{ ns}$, the electron-ion recombination coefficient is $10^{-13} \text{m}^3\text{s}^{-1}$.

Solutions of equation (3.5) using $D_{\text{eff}}, D_e$ or $D_a$ as diffusion coefficients are compared in Fig. 3.3 for $\nu = 10^8 \text{s}^{-1}$ at time $t=200 \text{ ns}$ and $\nu = 10^9 \text{s}^{-1}$ at $t=45 \text{ ns}$. We see that using a diffusion coefficient equal to the ambipolar diffusion coefficient leads to a much slower propagation of the plasma front, and to a much sharper plasma front. Using free electron diffusion
everywhere gives a density profile closer to the results obtained with the effective diffusion coefficient. With free diffusion the propagation velocity of the front and the plasma decay at the edge of the plasma are correct, and the difference between the solutions of effective diffusion and free diffusion is in the transition part between the plasma front and the density plateau.

We now consider numerical solutions of the drift-diffusion -Poisson model (equations (3.6)-(3.9)) under constant ionization frequencies \( \nu_i = 10^8 \text{s}^{-1} \) and \( 10^9 \text{s}^{-1} \), and compare the results with those of the simpler quasineutral effective diffusion model, equation (3.5). Fig. 3.4 shows the comparisons of the density profiles obtained with two models, at different times during the propagation. We see that the agreement between the two models is excellent with \( \nu_i = 10^8 \text{s}^{-1} \). For the condition of \( \nu_i = 10^9 \text{s}^{-1} \) there is a tiny difference at the edge, but this difference stop developing when the density reaches the plateau value \( n = \frac{\nu_i}{r_e} = 10^{13} \text{m}^{-3} \) \( (t \approx 20 \text{ ns}) \) the difference. After that the plasma fronts from both models keep a self-similar propagation, so the quasineutral effective diffusion model gives an excellent approximation to drift-diffusion -Poisson system.

![Density profile comparison](image)

Fig. 3.4: Comparisons between the quasineutral density obtained from the effective diffusion model, equation (3.5) (full lines) and the electron density obtained from the drift-diffusion-Poisson system (symbols) at different times, in the conditions of (a) \( \nu_i = 10^8 \text{s}^{-1} \) and (b) \( \nu_i = 10^9 \text{s}^{-1} \). The electron-ion recombination coefficient is \( 10^{-13} \text{m}^{-1} \text{s}^{-1} \).

After comparing the results from effective diffusion model and drift-diffusion-Poisson system, it is interesting to look at the space charge field \( E_{sp} \). This field is equal to the usual ambipolar field in the plasma bulk, but should go to zero out side of the plasmoid. For the drift-diffusion-Poisson model \( E_{sp} \) can be deduced directly from the electric potential in Poisson equation, and for the effective diffusion model it can be obtained by matching that the electron flux \( \Gamma_e = -n_e \mu_e E_{sp} - D_{en} \nabla n_e \) with the common effective diffusion flux \( \Gamma = -D_{en} \nabla n \). This gives:
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\[ E_{sp} = \frac{l}{l + \alpha \mu_e} \frac{D_e}{n} \frac{\partial n}{\partial x}. \]  

(3.11)

The space charge fields obtained from the drift-diffusion-Poisson model and from the quasineutral effective diffusion model, equation (3.11), are plotted in Fig. 3.5. The global agreement between the two models is quite good, although some small discrepancies appear in the transition region from ambipolar to free diffusion. In spite of these discrepancies we consider that the effective diffusion model provides a very good approximation of the space and time variations of the plasma density expansion due to diffusion-ionization mechanism, as seen in Fig. 3.4. This is the reason why this model was able to reproduce the recently experimental observations concerning plasma formation and propagation in a microwave field, and the comparisons between the 2D simulation results from effective diffusion model and experimental observations will be presented in the following chapter.

![Figure 3.5](image)

Fig. 3.5: Space distribution of the space charge field in the drift-diffusion-Poisson model (symbols) and in the quasineutral effective diffusion model (full line, equation (3.11)), (a) at time t=200 ns in the conditions of Fig. 3.1 (a), (b) at time t=45 ns in the conditions of Fig. 3.1 (b).

III.2.3 Validation in a microwave field

We will now consider the more realistic cases of breakdown and plasma propagation in a microwave field in air at atmospheric pressure. Both the quasineutral effective diffusion model and the drift-diffusion-Poisson model will be coupled with the microwave, and the ionization frequencies in both models are no longer constant but the result of the complex interaction of the plasma with incident microwave beam. We consider the propagation of a linear polarized 110 GHz (2.7 mm in wave length) TEM plane wave. The microwave electric field is supposed to be perpendicular to the simulated direction (which is parallel to the wave vector). Note that the electric fields in the transport equations of drift-diffusion-Poisson model is still the space charge field, and there is no electron or ion transport associated with the microwave field in the simulated direction in the microwave period time scale.
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The schematic of the simulation domain is shown in Fig. 3.6. The simulation domain is between 0 and 2\(\lambda\) (5.4 mm) and the incident linear polarized TEM plane wave is from the left of the simulation domain and \(E\) is the transverse electric field of the applied plane wave. The amplitudes of the incident microwave field are 5.5 and 6.0\(\times10^6\) V/m and the initial electron and ion density profile is a Gaussian with a 50 \(\mu m\) standard deviation, centered at \(x = 1.6\lambda\) (about 4.3 mm).

![Fig. 3.6: The schematic of the simulation domain.](image)

The incident linear polarized TEM plane wave is specified with a sinusoidal function

\[
E_i = E_0 \sin\left(\frac{\omega(t - x/c_0)}{\omega}\right).
\]  

(3.12)

The Maxwell’s equations for scattered wave

\[
\frac{\partial E_s}{\partial x} = -\mu_0 \frac{\partial H_s}{\partial t},
\]  

(3.13)

\[
\frac{\partial H_s}{\partial x} = \varepsilon_0 \frac{\partial E_s}{\partial t} + J_e(E_i),
\]  

(3.14)

are coupled with the plasma models through the electron current density, as the ion current is neglected:

\[
J_e(E_i) = -en_iu,
\]  

(3.15)

and the mean velocity of electron \(u\) is solution of the simplified momentum equation

\[
\frac{\partial u}{\partial t} = -eE_i/m_e - \nu_w u.
\]  

(3.16)

Maxwell’s equations (3.13), (3.14), and equation (3.15) are solved with the FDTD algorithm in 1D, the electron density in the current equation (3.15) is from the plasma model (effective diffusion model or drift-diffusion-Poisson model). Note that in the case of the drift-diffusion-Poisson model, the space charge field \(E_w\) is in the \(x\) direction while the wave field \(E\) is perpendicular to the \(x\) direction. The plasma equations in both effective diffusion model and drift-diffusion-Poisson model are solved with a time step equal to the microwave period, using the ionization frequency determined by the reduced effective field \((E_{\text{eff}}/p)\) obtained from the FDTD algorithm over one microwave period.
In order to be consistent with the constant ionization frequency conditions, the equations are solved for air at atmospheric pressure, with a simplified set of transport coefficients (mobility and diffusion coefficients as shown in equation (3.10)). Instead of \( V_i \), a new notation, \( V_{\text{eff}} \), is used for the effective ionization frequency accounting for ionization and attachment, which also was referred as apparent ionization frequency in chapter II,

\[
V_{\text{eff}} = V_i - V_a ,
\]

(3.17)

\( V_i \) and \( V_a \) are functions of the local effective field when the pressure is specified,

\[
E_{\text{eff}} = E_{\text{rms}} \left( 1 + \frac{\omega^2}{\nu_n^2} \right)^{-1/2} .
\]

(3.18)

The effective ionization frequency used in the simulations is plotted in Fig. 3.7, which is calculated from the analytical fit of experimental data presented in chapter II. There are also some other expressions used by many others in microwave breakdown\([7]-[10]\), the most popular one, which also plotted in Fig. 3.7 for comparison, is

\[
\frac{V_{\text{eff}}}{p} = \frac{V_a}{p} \left[ \left( \frac{E_{\text{eff}}}{E_c} \right)^{\beta} - 1 \right] ,
\]

(3.19)

with \( E_c \), the critical field, for which ionization balances attachment, and is generally taken such that \( E_c/p = 32 \, V/cm \cdot \text{torr}^{-1} \), and \( \beta = 5.4 \) gives a good fit of the ionization frequency in a limited range of \( E_{\text{eff}} / E_c \). There is, however, no general agreement on the best value of \( V_a/p \) to fit the air data and several different values are applied in different published papers, in the plot of Fig. 3.7 \( V_a/p = 5.0 \times 10^7 \, \text{s}^{-1} \cdot \text{torr}^{-1} \) is used, and this value is also applied in the following section where the effect of negative ions is discussed and the attachment frequency must be defined explicitly.

![Fig. 3.7: Effective ionization frequency for air as a function of the electric field at atmospheric pressure (300K) used in this chapter (full line with square symbols), compared with another analytical expression, equation (3.20) (triangle symbols).](image)
In the following sections unless mentioned otherwise, negative ions are ignored in the drift-diffusion-Poisson model and only electrons and positive ions are considered. In that case $V_{\text{eff}}$ is used for the production of electrons and positive ions. When the effective field goes below the critical value ($V_i = V_e$), the effective ionization frequency becomes negative, which corresponds, since negative ions are not considered, to losses of both electrons and positive ions, which is equivalent to assuming negative ion production with instantaneous ion-ion recombination.

The results obtained with the quasineutral effective diffusion model and the drift-diffusion-Poisson model coupling with Maxwell’s equations under conditions of microwave breakdown are compared in Fig. 3.8. The time evolutions of the plasma density distribution of the two models are identical.

The plasma structures of Fig. 3.8 correspond to the filaments observed in the experiments. Although “plasma layer” would be a more appropriate term since we use a 1D model here, we will use the term of “filament” in the rest of this chapter. The filament formation will be discussed in details in the following.

![Fig. 3.8: Electron density profiles at different times during plasma front propagation in a microwave field in air at atmospheric pressure obtained from the effective diffusion model (full lines) and the drift-diffusion-Poisson model (symbols). The incident field amplitudes are (a) $5.0 \times 10^6$ V/m and (b) $6.0 \times 10^6$ V/m and the recombination coefficient is set to $0.2 \times 10^{13}$ m$^{-3}$s$^{-1}$ (the influence of recombination will be discussed below in this chapter). The wave propagates from left to right.](image)

The excellent agreement between the two models with different incident field amplitudes seen in Fig. 3.8 indicates that the quasineutral effective diffusion model with the coefficient defined in equations (3.3), (3.4) and the relations and parameters in equation (3.10) provides an accurate description of the plasma dynamics in the microwave discharge at atmospheric pressure.

By now the validation of the effective diffusion coefficient has been checked, as the results obtained from effective diffusion model and the ‘more exact’ drift-diffusion-Poisson system have an excellent agreement both in the constant ionization drift-frequency condition and when the ionization frequency is determined by the complex interaction of the plasma with incident microwave. And the fact of that plasma diffusion evolves from free at the plasma edge to ambipolar in the plasma bulk is also verified. Although the validation work is done in 1D, the
III.3 One-dimensional front propagation in a microwave field

The electron density profiles in Fig. 3.8 exhibit well defined structures with oscillations of the plasma density as a function of position from the front. The physics associated with the formation of these structures will be discussed in this section using the quasineutral effective diffusion model.

III.3.1 Spatial structure and propagation velocity of the plasma

The formation of plasma structures in Fig. 3.8 is associated with the presence of standing waves in front of the plasma due to wave reflection by the plasma front. In contrast with the cases of a constant ionization frequency, the plasma front propagates only in one direction, i.e. towards the microwave source. From the multi quantities plots in Fig. 3.9, we can see clearly that the plasma front propagation is because the microwave field is enhanced away from the front, towards the source, due to reflection of the wave, and on the other side the effective field goes to below the critical value because of the wave reflection and absorption of the plasma. The complex coupling between microwave field intensity and plasma density in the front is responsible for the formation of plasma structures or patterns.

Fig. 3.9 shows the details of the formation of a new filament. Between t=28 ns, Fig. 3.9 (a), and t=30 ns, Fig. 3.9 (b), the front filament in the front (i.e. left of the profile) stops growing because the field has dropped to values below the critical field inside the filament due to reflection and absorption. Due to the standing wave, formed by the incident and reflected wave, apparent in Fig. 3.9, the field increases away from the filament and so does the ionization frequency. The combination of decreasing electron density $n_e$ and increasing ionization frequency $v_{eff}$ away from the front filament in Fig. 3.9 (b) gives rise to a new maximum of the ionization rate $(n_e v_{eff})$. A new filament forms at the location of this maximum in Fig. 3.9 (c), and its density grows till the electric field inside the filament becomes smaller than the critical field (Fig. 3.9 (d)). Then a new maximum in the ionization rate forms ahead of the previous filament (Fig. 3.9 (e)) and so on.
Fig. 3.9: Electron density (full line, unit $3 \times 10^{21} \text{m}^{-3}$) and total effective field (dashed line, unit $6 \times 10^6 \text{V/m}$) profiles at (a) $t=28 \text{ ns}$, (b) $t=30 \text{ ns}$, (c) $t=34 \text{ ns}$, (d) $t=39 \text{ ns}$, (e) $t=41 \text{ ns}$. The full line with circle symbols is the effective ionization rate ($6 \times 10^{29} \text{m}^{-3} \text{s}^{-1}$). The dotted line indicates the value of the critical field (about $2.4 \times 10^6 \text{V/m}$ in our conditions). The incident field amplitude is $6 \times 10^6 \text{V/m}$.

Fig. 3.9 shows that although the distance between the front filament, located at the node of the standing wave (when its growth has stopped), and the maximum field at the anti-node ahead of the filament is equal to $\lambda/4$, the new filament does not necessarily forms at a distance $\lambda/4$ ahead of the previous filament, because the location of the new filament is not only associated with the ionization frequency or electric field, but with the ionization rate ($n_e \nu_{\text{eff}}$). Because of the density and field profile, it is impossible to rise a ionization rate peak beyond the distance of $\lambda/4$ ahead of the previous filament, so we can only say that $\lambda/4$ is an upper limit of the distance between filaments, and it is clear that the distance between filaments is related to (but not exactly equal to) $\lambda/4$. We can also deduce from Fig. 3.9 that for incident fields with larger...
amplitude, the distance between filaments decreases since the ionization rate will grow faster with distance from the previous filament, which has been suggested in Fig. 3.8 and is shown clearly in Fig. 3.10. The 2D or 3D conditions of the model and the experiments are more complicated, but we can still say that $\lambda/4$ provides an upper limit of the distance between filaments and a good estimate of this distance for fields slightly above the critical field. The detailed description of the front propagation in Fig. 3.9 can help us to understand the features shown in Fig. 3.10 that the distance between plasma filaments is on the order of $\lambda/4$ at low fields but decreases with increasing field amplitude.

Fig. 3.10: Calculated average propagation velocity (square symbols) and distance between plasma filaments (triangle symbols) in unit of quarter wavelength as a function of incident microwave amplitude (110GHz). The velocity $v = 2\sqrt{D_{\nu_{\text{eff}}}}$ where $\nu_{\text{eff}}$ is the effective ionization frequency calculated for the incident field is also plotted for comparisons (line).

One can check on Fig. 3.8 and Fig. 3.9 that the plasma front propagates toward the microwave source with velocities of about 20 km/s for the $5.0\times10^6$ V/m field amplitude and 45 km/s for the $6.0\times10^6$ V/m field amplitude. The propagation velocity strongly depends on the incident amplitude, since, as mentioned above, this velocity should vary as $2\sqrt{D_{\nu_{\text{eff}}}}$ and $\nu_{\text{i}}$ varies exponentially with the field.

Fig. 3.10 shows the propagation velocity deduced from the simulations, as a function of incident field amplitude. The variation of $2\sqrt{D_{\nu_{\text{eff}}}}$, where $\nu_{\text{eff}}$ is calculated for the incident effective field from equation (3.18), is also shown for comparisons. The agreement is good at low field, when the plasma density in the front is relatively lower and the incident field is only slightly modified by the plasma. For larger incident amplitudes, the plasma density becomes larger and the field in the front is enhanced significantly as standing wave formed there due to wave reflection. This explains the increasing discrepancy between the front propagation velocities calculated from the effective diffusion model and $2\sqrt{D_{\nu_{\text{eff}}}}$.

III.3.2 Influence of recombination, pressure and negative ions

In the previous section we chose $0.2\times10^{-13}$ m$^3$/s$^{-1}$ as the value of the electro-ion recombination coefficient, and the pressure was set to 760 Torr. The influence of electron-ion recombination, pressure and the effect of neglecting negative ions on the propagation of the plasma front and on pattern formation will be discussed in this section.
III.3.2.1 Recombination

As described above, the formation of well separated filaments is due to the decay of the plasma density in the front, associated with the field enhancement ahead of the filament. If however the growth of the plasma density is limited (e.g. by electron-ion recombination) the electric field may not decrease sufficiently in the front (reflection is less important) and the propagation of the plasma may become continuous as shown in this subsection.

A detailed study of the effect of electron-ion recombination in air should take into account the different ions (N$_2^+$, N$_4^+$, O$_2^+$, O$_4^+$ etc…). Since our purpose is not to study in details air chemistry during microwave breakdown, we only perform a parametric study of the effect of electron-ion recombination on the results of the simulations and on the formation of plasma patterns. A typical order of magnitude of the electron-ion recombination coefficient in air is $10^{-13}$ m$^3$s$^{-1}$. This coefficient should however depend on electron temperature and decrease with increasing electron temperature. In order to study qualitatively the effect of electron-ion recombination, we performed simulations in the same conditions as above (air at atmospheric pressure, incident fields $5.0\times10^6$ V/m and $6.0\times10^6$ V/m), for three different values of the recombination coefficient: $r=0$, $0.2\times10^{-13}$ m$^3$s$^{-1}$, and $10^{-13}$ m$^3$s$^{-1}$.

Fig. 3.11 shows the plasma density profile at $t=136.4$ ns for an incident field of $5.0\times10^6$ V/m and $t=68.2$ ns for incident field of $6.0\times10^6$ V/m with three values of the recombination coefficient. In the $r=0$ case we see the well defined plasma structures discussed above. When the recombination coefficient is increased to $0.2\times10^{-13}$ m$^3$s$^{-1}$ the plasma structures are more diffuse. For a recombination coefficient of $10^{-13}$ m$^3$s$^{-1}$ the plasma pattern has completely disappeared and the density profile is smooth. Since recombination limits the growth of the plasma density, it is possible that, for large enough recombination coefficient, the wave reflection in the front is not sufficient to lead to a significant decrease of the field and ionization rate in the front region. The propagation of the front in that case can therefore become continuous.

![Fig. 3.11](image)

Fig. 3.11: Plasma density distribution for different values of the electron-ion recombination coefficient obtained with the effective diffusion model (full lines) and the drift-diffusion-Poisson model neglecting negative ions (symbols), at time (a) $t=136.4$ ns for incident field is $5.0\times10^6$ V/m and (b) $t=68.2$ ns for incident field is $6.0\times10^6$ V/m, 110 GHz.

Since the experimental results show distinct plasma patterns under similar conditions, our results indicate that the recombination coefficient in the experiments should be smaller than a few $10^{-14}$ m$^3$s$^{-1}$. According to Capitelli et al.[6], the dissociative recombination coefficients of
N$_2^+$, O$_2^+$ and NO$^+$ can be written as $\alpha \left(300/T_e\right)^\beta \times 10^{-13} \text{m}^3 \text{s}^{-1}$ ($T_e$ is the electron temperature in Kelvin) with respectively ($\alpha =1.8$, $\beta = 0.39$), ($\alpha = 2.7$, $\beta = 0.7$) and ($\alpha = 4.2$, $\beta = 0.85$). Assuming an electron temperature of 2eV, this gives recombination coefficients of 0.33, 0.13 and $0.1 \times 10^{-13} \text{m}^3 \text{s}^{-1}$ for N$_2^+$, O$_2^+$ and NO$^+$, respectively. These values are not inconsistent with the presence of patterns in the model although a more detailed study is needed to better quantify the role of recombination and other charged particle generation and loss mechanisms on the pattern structure.

In Fig. 3.11 the results from drift-diffusion-Poisson model also are plotted for comparison. The excellent agreement indicates that the effective diffusion model is satisfying for a large range of variations of the recombination coefficient (or electron temperature).

### III.3.2.2 Pressure

Pressure is always an important parameter in gas discharge, and the properties of the discharge plasma could be quite different with with different pressures.

For microwave breakdown, two of the three parameters in the model equation (3.5), i.e., $D$ and $\nu'$, are associated with the pressure, the diffusion coefficient has an inverse relation with the pressure, while the relation between ionization frequency and the reduced field ($E/p$) is strongly nonlinear. So the plasma pattern formation and propagation in microwave discharge should clearly be affected by the pressure.

All the calculations below are performed at the same frequency of 110 GHz. As we want to compare the results for different pressures with the same ionization frequency (at the initial stage at least), the same reduced incident effective field ($E_{i,effective}/p$) is applied under different pressure, i.e, the reduced incident amplitudes ($E_0/p$) are different for different pressure, as the effective field equals to the rms field multiplied by the coefficient $(1 + \omega^2/\nu_m^2)^{-1/2}$. When the pressure decreases one can therefore expect to change the ratio between the characteristic diffusion length of the plasma and the wavelength of the microwave field.

Fig. 3.12 shows the evolutions of the plasma density profile for four different pressures 760, 400, 200 and 100 torr. Under atmospheric pressure in Fig. 3.12, we see well separated filaments and the propagation show an obvious jump-like feature. When the pressure decrease to relatively smaller values 400 torr for Fig. 3.12 (b) and 200 torr for Fig. 3.12 (c), the profiles become more diffuse and the borders of the filaments are blurred. At the lowest pressure 100 torr in Fig. 3.12 (d), the filamentary structure disappears and the front propagation leaves a diffuse plasma. Another consequence that can be inferred from Fig. 3.12 and clearly seen in Fig. 3.13 is that it takes more times for the initial electrons to grow to a high enough plasma density to reflect the incident wave and cause the first jump-like propagation. The maximum density at the front is also reduced with the decrease of pressure.
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Fig. 3.12: Plasma density profile evolutions with the same incident reduced effective field \( E_{\text{eff}} / p \approx 4.6 \times 10^3 \, \text{V/m} \cdot \text{torr} \), the incident amplitudes and pressures are (a) 5\times10^3 \, \text{V/m}, 760 torr, (b) 2.73\times10^3 \, \text{V/m}, 400 torr, (c) 1.55\times10^3 \, \text{V/m}, 200 torr, (d) 1.07\times10^3 \, \text{V/m}, 100 torr, the recombination coefficient is 0.2\times10^{-13} \, \text{m}^3/\text{s}.

Fig. 3.13 shows the maximum density at the front and the front position, which is defined as the location of the half value of the maximum density, as functions of time. According to the propagation velocity \( \nu = 2\sqrt{D} / \nu_i \) obtained from the asymptotic solution of the KPP equation, we expect the same propagation velocity in all cases since the diffusion coefficient is inversely proportional to the pressure while the ionization frequency is proportional to the pressure (and \( E_{\text{eff}} / p \) is kept constant). This is confirmed by the numerical results of Fig. 3.13b.

The usual similarity laws (plasma density scales as \( p^2 \), if \( E_{\text{eff}} / p \) and \( F / p \) are kept constant) do not hold because, (a), \( F/p \) is not kept constant for the different pressures considered (\( F \) is kept constant and equal to 110 GHz instead), and (b), recombination is non-linear with plasma density, which leads to deviations from the classical similarity laws. In any case we can see on Fig. 3.13 that the plasma density decreases with decreasing pressure although less rapidly than \( p^2 \). This slower decrease of plasma density with decreasing pressure is partly due to recombination, which is less important for lower plasma densities. Another possible reason is the fact that, since the wave frequency is kept constant, the reflection of the wave by the plasma is less important at lower densities. This feature, together with the fact that the diffusion coefficient increases when pressure decreases, is also responsible for the fact that the oscillatory structure of the plasma front disappear when the pressure is sufficiently decreased.
III.3.2.3 Negative ions

In the models discussion and the 1D simulations presented in this chapter, the negative ions are neglected. The error made by neglecting negative ions is studied in this subsection. We add negative ions to the drift-diffusion-Poisson model and compare the results with those of the same effective diffusion model as above. As mentioned before we do not consider here the details of air chemistry during microwave breakdown. In the drift-diffusion-Poisson model the ionized air is simply treated as a mixture of electrons, positive ions, negative ions and neutral particles.

The equations of the drift-diffusion-Poisson model with negative ions can be rewritten as:

\[
\partial_t n_e + \nabla \cdot \Gamma_e = n_e v_e - n_e v_a - r_{ei} n_e n_i,
\]

\[
\partial_t n_i + \nabla \cdot \Gamma_i = n_i v_i - r_{ei} n_e n_i - r_{ni} n_e n_i,
\]

\[
\partial_t n_a + \nabla \cdot \Gamma_a = n_a v_a - r_{ei} n_e n_a,
\]

\[
\Delta V = -\frac{e}{\varepsilon_0} (n_i - n_e - n_a).
\]

with \( \Gamma_n = -n_n \mu_n E_{sp} - D_n \nabla n_n \) the negative ion flux, \( r_{ei} \) the electron-ion recombination coefficient, and \( r_{ni} \) the recombination of negative and positive ions. We assume \( \mu_n = \mu_l \) and \( D_a = D_p = 0 \). As we see in equations (3.20)-(3.23) the ionization frequency \( V_i \) and attachment frequency \( V_a \) are treated separately in drift-diffusion-Poisson system, while the effective ionization frequency seen in Fig. 3.7 is applied in effective diffusion model. The attachment frequency is taken as a constant: \( \nu_a / p = 5.0 \times 10^5 \text{s}^{-1} \text{Torr}^{-1} \) according to E. Kuffel et al.’s data [11].

We performed simulations with both models in the same conditions \( 6.0 \times 10^6 \text{ V/m, 110 GHz} \) with recombination coefficients \( r_{ei} = r_{ni} = 0.2 \times 10^{-13} \text{ m}^3\text{s}^{-1} \). The electron density profiles calculated at \( t=56 \text{ ns} \) with both models are shown in Fig. 3.14 (a). We see that the electron density profile from the effective diffusion model is almost exactly the same in the front and
the first filament with the profile obtained with the drift-diffusion-Poisson model with negative ions and only slightly different in the plasma behind the front. The plasma front propagation velocity is however the same in both models. The density distributions of electrons, positive ions, and negative ions from the drift-diffusion-Poisson model at \( t = 56\) ns are plotted in Fig. 3.14 (b). We see that the negative ion density becomes on the same order or larger than the electron density in the plasma bulk about 1 mm from the plasma front, where the effective field is lower than the critical field and attachment is larger than ionization.

We can conclude that the effective diffusion model with effective ionization provides a very reasonable description of breakdown and front propagation in air even though the presence of negative ions is not explicitly taken into account in the model.

### III.4 Conclusion

With the 1D simulation results presented above we can reach the conclusions below. The quasineutral effective diffusion model can describe the propagation of a collisional microwave discharge plasma front due to the combination of ionization and diffusion. Assuming ambipolar diffusion of the whole plasma gives a wrong description of the plasma front propagation toward the source and an effective diffusion coefficient must be used in the quasineutral model, to describe the transition from ambipolar diffusion in the plasma bulk to free electron diffusion at the plasma edge. Taking into account the free electron diffusion at the plasma edge is important since the plasma front propagation velocity is directly related to the diffusion coefficient in the front (and to the ionization frequency). A form of effective diffusion coefficient deduced from heuristic considerations during the modeling discussion has been checked in this chapter. The solutions from the effective diffusion model using this coefficient are in excellent agreement with more accurate solutions from a drift-diffusion-Poisson model that can describe properly the presence of an electron space charge at the plasma edge under different conditions (ionization frequency/incident field amplitude,
electron-ion recombination, pressure). Calculations have been performed both for the simple case of a constant ionization frequency and for a more realistic situation corresponding to microwave breakdown. In the latter case, the complex interaction of the wave with the plasma leads to the formation of plasma structures (filaments). The density in the front filament grows till the local field decreases (due to reflection and absorption) to values below the critical field, while the field increases away from the filament because of the presence of standing waves. The enhanced ionization toward the antinode of the standing wave, away from the front and in the direction of the source, combined with the diffusion of the plasma front leads to the formation of a new filament ahead of the previous one. The distance between the front filament and the antinode, \( \lambda/4 \), is an upper limit of the distance between filaments. The results show that the simulated plasma pattern under the considered conditions is very sensitive to the value of the recombination coefficient and that the filamentary or layered structure of the plasma front may disappear for sufficiently large electron-ion recombination. With the same incident reduced effective field, the plasma becomes more diffuse under low pressure, and the propagation lost the jump-like feature as borders of the filaments are blurred. The effective diffusion model with effective ionization provides a very reasonable description of breakdown and front propagation in air even though the presence of negative ions is not explicitly taken into account in the model.
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IV.1 Introduction

Recent experiments at MIT \cite{1-4} have revealed that during microwave breakdown at atmospheric pressure a sharp plasma front forms and propagates toward the microwave source with very high velocities, and the plasma front exhibits a complex dynamical structure or pattern composed of plasma filaments aligned with the wave electric field and apparently moving toward the source. The distance between filaments is about $\lambda/4$ where $\lambda$ is the wavelength of the incident electromagnetic field. When the pressure is decreased one can observe transitions from a well-defined array of filaments to a smeared-out array, and finally to a diffuse plasma. Although the filamentary nature of microwave plasmas at high pressure has been known for a long time, a detailed understanding of the mechanisms leading to these complex structures is still missing, and this understanding is necessary to evaluate the potential applications of microwave plasmas.

In chapter III, the pattern formation and propagation under conditions close to recent experiments have been studied numerically in 1D with the quasineutral effective diffusion model coupling with FDTD for the Maxwell equations. In this chapter, the quasineutral effective diffusion model and Maxwell’s equations for microwave will be solved together in 2D to describe the space and time evolution of the wave field and plasma density. The filament formation and dynamics will be studied in a linear polarized TEM plane wave for two different cases, $\mathbf{E}$ vector in the simulation domain, and $\mathbf{E}$ vector perpendicular to the simulation domain. The simulation results shall give a great help to understand the mechanism of the plasma structure formation and dynamics. The qualitative and quantitative comparisons between experiments and simulation results will also allow re-estimating the validity of the model. The propagation velocity and maximum density of the plasma front will be studied with both the numerical method and an analytical way. As the experimental observations have shown that several parameters have strong influence on the self-organized plasma filamentary pattern, the effects of the most important three parameters, recombination coefficient, pressure and incident microwave power, will be studied numerically at the end of this chapter.

IV.2 Filament formation and dynamics in a linear polarized TEM plane wave

In the experimental observations of MIT the plasma dynamics after breakdown with a linear polarized TEM plane wave, was observed in the $(\mathbf{E}, \mathbf{k})$ and $(\mathbf{H}, \mathbf{k})$ planes ($\mathbf{E}$ is the electric vector, and $\mathbf{H}$ is the magnetic vector, and $\mathbf{k}$ the wave vector). In order to compare the numerical results with the experimental observations, we consider a linearly polarized plane wave propagating in air at atmospheric pressure in the $X$ direction \cite{5} (see Fig. 4.1). The electric field $\mathbf{E}$, and the magnetic field $\mathbf{H}$ are in the $(Y, Z)$ plane perpendicular to the $X$ direction. The amplitude of the incident field is supposed to be larger than the critical field. Once breakdown occurs around an initial electron or group of electrons, a plasmoid grows until its density becomes large enough to modify the incident field. We will see that because of field enhancement at the poles, the plasmoid stretches in a direction parallel to the incident electric field, and tends to form a filament, or microwave streamer. Since the incident field is above the critical field the plasmoid or filament also develops in the direction perpendicular to electric field, because of ionization and diffusion, i.e., toward the microwave source (opposite to $\mathbf{k}$ direction), there is no growth on the other side of the plasmoid since the field decreases in this direction (along $\mathbf{k}$ direction) due to wave absorption by the filament. Therefore the plasma propagates in the direction of the source while stretching in the direction of the field. The
simulations we have performed are 2D, and, as in the experiments, we can consider two cases, as shown in Fig. 4.1. In the first case, the simulation plane \((X, Y)\) contains \(E\) and the wave vector \(k\) (parallel to the \(X\) direction), and \(H\) is perpendicular. This case corresponds to a \(Y\)-polarized, \(X\)-directed wave as seen in Fig. 4.1. In that case the filaments are in the simulation domain and the model will predict the filament stretching in the direction of the field, as well as the propagation of the plasma toward the source. In the second case \(H\) and \(k\) are in the simulation domain and \(E\) is perpendicular to the simulation domain. This corresponds to a \(Z\)-polarized, \(X\)-directed wave as seen in Fig. 4.1. In that case the filaments are perpendicular to the simulation plane and the stretching of the filaments is not apparent in the simulations.

As under 1D conditions, in all the simulations presented in this chapter we assume an initial Gaussian density profile with a maximum of \(10^{15} \text{ m}^{-3}\) and a standard deviation of 50 \(\mu\text{m}\), centered at a pre-defined breakdown spot. The microwave frequency is 110 GHz (\(\lambda \sim 2.7\) mm). The simulation domain is \(2.5 \times 2.5 \lambda\), i.e., about 6.8 \(\times\) 6.8 mm. The position of the initial spot is on the central X-axis at 0.7 \(\lambda\) from the right boundary of the simulation domain. In the experiments, the microwave beam is focused with a 14 cm lens and breakdown is initiated in the focal region. In our calculations, the microwave beam is not focused and the role of the initial spot is to initiate breakdown at a well defined location. The chosen initial density profile corresponds to a relatively small number of seed electrons since a sphere of density \(10^{14} \text{ m}^{-3}\) and radius 50 \(\mu\text{m}\) contains approximately 250 electrons.

The simulations in this chapter are in 2D and we consider two different linear polarizations of the electromagnetic wave to match the experimental observation from two directions \([1],[2],[4]\). In the first one the electric vector is in the simulation domain and in the second case the electric field is perpendicular to the simulation domain.

As in 1D, the incident microwave is specified analytically, Maxwell’s equations for the scattered wave are solved with a FDTD scheme and a simple explicit method, shown in
chapter II, is used for the density equation. After solving Maxwell’s equations during one cycle using the plasma density calculated at the beginning of the cycle, the plasma density is advanced for one cycle with transport coefficients depending on the rms field deduced from the previous cycle.

As already mentioned, the purpose of the simulations performed in this chapter is to understand the general properties of pattern formation during microwave breakdown and not to study the detailed air plasma chemistry. We therefore use a simple model of electron and ion transport in air. The transport parameters, i.e., electron-neutral momentum transfer collision frequency, electron mobility and electron free diffusion coefficient, are set in the same way as in 1D. For the electron temperature instead of a constant value (2eV in chapter II), the following dependence of electron temperature with effective field, which was suggested by Wee Woo and J. S. DeGroot\(^6\), is applied:

\[
\frac{kT_e}{e} = \left[2.1 \times 10^{-2} \frac{E_{\text{eff}}}{p} \left(91 + \frac{E_{\text{eff}}}{100p}\right)\right]^{1/3}.
\]  

But in the of effective field range considered in our simulations, the electron temperature is close to 2eV, as can be seen in Fig. 4.2, and we checked that assuming a constant electron temperature of 2eV instead of the temperature given by the above expression provided very similar results\(^5\).

As in the 1D simulations, the positive ion mobility was taken as 200 times smaller than the electron mobility and the ion diffusion coefficient was set to zero in the simulations.

The ionization frequency in the effective diffusion equation was taken as an effective ionization frequency including electron impact ionization and electron attachment. The effective ionization frequency used in the simulations is plotted in Fig. 4.2 as a function of effective electric field at atmospheric pressure (760 torr), and was deduced from the effective ionization coefficient for air and the electron mobility above. The electron temperature and the theoretical front propagation velocity \(V = 2\sqrt{D\nu_f}\) are also plotted as a function of effective field in Fig. 4.2. Note that the front propagation velocity in the experiments or simulations must be estimated for the effective field at the plasma front, which is different from the incident electric field and is the result of scattering of the field by the plasma.
IV.1.1 E vector perpendicular to the simulation domain

As we saw in 1D conditions the plasma density gradients at the front can be quite large, so that it is important to resolve the density gradients on a fine grid. From the model discussion we can show that for constant effective diffusion coefficient and ionization frequency the characteristic length of the propagating front that is solution of the effective diffusion equation is 

$$L = (\nabla n / n)^{-1} = \sqrt{D_{e} \nu_{i}^{-1}}.$$ 

Under the conditions considered here, a resolution of a few micrometers may be necessary for diffusion equation, i.e., on the order of $\lambda/1000$ where $\lambda$ is the wave length. But for the Maxwell’s equations such fine resolution is not necessary and $\lambda/100$ is sufficient when the field is perpendicular to the simulation domain (this is discussed in chapter II). For conditions where the electric field is perpendicular to the simulation domain, the $E$ vector is perpendicular to the gradient direction of the density and also of the permittivity. According to the boundary conditions for Maxwell’s equations at the boundary

$$r = \alpha \times 10^{-13} (300/T_{e})^{1/2},$$

(4.2)

with $T_{e}$ the electron temperature in Kelvin.
of two mediums with different permittivity, the $E$ vector is continuous in the case of $E$
perpendicular to the simulation domain. Therefore the double grids method, introduced in
chapter II, can be used.

According to the experimental conditions$^2$, we consider now a 110 GHz, 5.3 MV/m (3.7
MW/cm$^2$ in power density) wave at 710 Torr propagating from left to right along the X-axis.
When the $E$ field is perpendicular to the simulation plane ($X$, $Y$), i.e., ($H$, $k$) plane, the
induced electron current in the plasma oscillates in the direction perpendicular to ($X$, $Y$) and
the elongation of the filaments, which can be seen in the experiment and takes place in the
field direction cannot be described in this configuration. We will see in this section that the
formation of an array of filaments can however be described, knowing that this array can only
be viewed in a plane perpendicular to the filaments.

![Figure 4.3](image)

Fig. 4.3: (a) Space distributions of the plasma density at different times for a 110 GHz, 5.3
MV/m amplitude wave incident (from left to right) on an initial group of seed electrons (see
Fig. 4.1) at 710 torr. The position of the front at each time can be seen on the 1D plot of Fig.
4.4. The colour bar for the density is between 0 and the maximum values 0.04, 1.7, 3.3, 4.2
and $6.7 \times 10^{21}$ m$^{-3}$ for five successive times; (b) Plasma density and field distribution at three
different times showing the plasma-field interaction leading to the pattern formation in the
same conditions. The maximum densities are 3.26, 2.88 and $2.56 \times 10^{21}$ m$^{-3}$ successively, and
the rms field is plotted between 0 and 5.5 MV/m.

The time evolution of the plasma density is shown in Fig. 4.3 (a) over 150 ns. The density and
rms field are plotted in Fig. 4.3 (b) which shows the details of the formation of two off axis
filaments between 80 and 90 ns. We first see Fig. 4.3 (a) at $t=25$ ns that the ionization initially
occurs around the initial seed electrons in the overcritical incident effective field and the
electron density first grows exponentially in time, keeping its Gaussian shape. Since the plasmoid stretching only takes place along the electric field direction, which is perpendicular to the simulation domain, we do not see any stretching of the plasmoid in Fig. 4.3. We however call “filaments” the plasmoids appearing in Fig. 4.3. At \( t=25 \) ns, as the filament grows by absorbing the microwave energy, reflection of the incident wave starts to occur as seen in Fig. 4.3 (a) and also in Fig. 4.4, which displays 1D plots of the plasma density and field along the central X axis. At \( t=50 \) ns a second filament forms ahead of the first one, and the first filament has stopped growing because of the decrease of the electric field at its edge due to reflection and absorption. Standing waves are formed ahead of the filament and the electric field increases away from the first filament, with a maximum at a distance around \( \lambda/4 \).

Electron diffusion in the front of the first filament, associated with enhanced ionization in the antinodes region of the electric field, leads to the growth of a new filament in front of the previous one. At \( t=75 \) ns, a more complex filamentary structure can be observed with two new off axis filaments. The formation of the off axis filaments can be understood with the information of Fig. 4.3 (b), which shows both the distribution of plasma density and the electric field at 80, 85 and 90 ns. At \( t=80 \) ns, the scattering of the field by the plasma structure leads to two off axis maximums of the rms field ahead of the front filament (two other off-axis relative maximums are present further away from the front). This leads, through the diffusion-ionization mechanisms, to the formation of two off axis filaments ahead of the plasma structure (no filaments formation is observed at the two other fields maximums away from the front because of the negligible plasma density in this region). The new field configuration after the development of two off axis filaments at \( t=90 \) ns is such that the maximum field ahead of the plasma front is on the axis again and a new filament will form on axis as seen the contour lines plotted around the maximum field at \( t=90 \) ns. The process continues and we obtain at \( t=150 \) ns a complex structure of plasma filaments as seen in Fig. 4.3 (a).

The plasma density distributions in Fig. 4.3 indicate that the filaments in the front have higher densities since they are exposed to the incident field, while the plasma density in the back filaments decreases because the local field decreases to values below the critical field due to the reflection and absorption by the plasma filaments in the front. Recombination, which supposed to be zero in the simulations of Fig. 4.3 and Fig. 4.4, may also contribute to a faster decay of the plasma density in the back of the array.
Fig. 4.4: Plasma density and electric field distribution along the central $X$ axis at 5 different times of the simulation (same as Fig. 4.3), for an incident field perpendicular to the simulation domain in the conditions of Fig. 4.3. The units are $4 \times 10^{21} \text{ m}^{-3}$ for the density, excepting for time $t=50 \text{ ns}$ where the unit is $7 \times 10^{21} \text{ m}^{-3}$, and $5 \text{ MV/m}$ for the rms electric field.

The comparison between the images observed in the experiments and our simulation results is presented in Fig. 4.5. Both the experimental images and the simulation density distribution were obtained using the ambient air at pressure of 710 torr. The black and white experimental image in Fig. 4.5 (a) was captured by a slow camera, so the image shows the breakdown integrated in time. The pseudo colour image in Fig. 4.5 (a) was captured by a fast gated camera, which corresponds to the breakdown in time. We can therefore compare the colour image with our simulation result, which shows in Fig. 4.5 (b). The good agreement between the structures from experiment and simulation suggests that the system with effective diffusion coefficient applied in our model can be used to predict the characters of high power microwave breakdown in atmospheric pressure gases.
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Fig. 4.5: (a) A typical microwave breakdown plasma images in H plane under pressure of 710 torr with incident power density 3.5-4MW/cm² (~5.4MV/m in amplitude, 110GHz), the black and white was captured by the slow camera (time-integrated values) and the pseudo colour was taken by the fast gated camera (instantaneous values) [2]. (b) Distribution of the plasma density in the same conditions of Fig. 4.3

IV.1.2 E vector in the simulation domain

In this case we consider an incident 110 GHz plane wave with amplitude of 5 MV/m (~3.5 MW/cm² in power density) at atmospheric pressure (760 torr) propagating from left to right along X-axis, as seen in Fig. 4.1. When the E vector was in the simulation domain, the E vector was not always perpendicular to the gradient direction of the density, which was also in the simulation domain. Therefore, the double grid method applied to the case when E vector perpendicular to simulation domain was not sufficiently accurate when E vector was in the simulation domain. In this case, as described below, the plasma filaments or streamers are in the simulation plane and the E field at the tip of the filaments can become very large and present very large gradients. Therefore the fine grid of spacing λ/1000 was needed both for the plasma density equation and for Maxwell’s equations. The calculations in this subsection were considerably more time consuming than in the case of that E perpendicular to the simulation domain.

Fig. 4.6 shows the plasma density and electric field at 5 different times during the breakdown process. Ionization occurs around the initial seed electrons and the electron density first grows exponentially in time, keeping its Gaussian shape as can be seen at time t=35 ns on Fig. 4.6. When the density reaches about 5×10¹⁹ m⁻³, the incident electromagnetic field starts to be scattered by the plasma. As seen Fig. 4.6, the electric field is strongly enhanced at the two poles of the initial plasmoid in the direction of the incident field at t=50 ns. The incident wave is also reflected by the plasmoid and standing waves form in the X direction ahead of the plasmoid. At t=65 ns, the plasmoid has stretched in the direction of the incident field because of the enhanced field at its poles and becomes a “filament”. The filament is not perfectly aligned in the Y direction and its curvature is due to the distribution of the standing wave field formed by the reflection. The positions of the front along the central X axis at each time are plotted in 1D in Fig. 4.7. As can be seen in Fig. 4.7 at time t=65 ns, the density at the centre of the first filament stops growing because of the drop of the electric field due to reflection at the filament edge in the direction of the source and power absorption in the filament. However the stretching in the direction parallel to the incident field may continue for some time as seen at t=75 ns. During the stretching this filament we see in Fig. 4.7 at time t=65 ns, that the enhanced ionization due to the enhanced field in the standing wave just ahead of the plasma.
front in the X direction, associated with plasma diffusion, leads to the formation of a new filament.

At $t=75$ ns one can see on Fig. 4.6 and Fig. 4.7 that a second filament has formed and has stretched in the Y direction. The growth of the first filament, which has formed on the right of the figure, has stopped because of the screening of the incident electromagnetic field by the new (second) filament. This process of formation and elongation of a new filament in front of the previous one continues, as can be seen at time $t=190$ ns on Fig. 4.6 and Fig. 4.7, leading to an array of filaments apparently propagating toward the source. The filaments in the front have a high density since they are exposed to the incident field, while the density in the back filaments decay because the field is screened by the front filaments and drops below the critical field so that the attachment becomes larger than ionization.

As shown in Fig. 4.6 and the description above, when the incident field is in the simulation domain, each plasma filament elongates along the direction parallel to the incident field while a new filament is created ahead at a distance on the order or less than $\lambda/4$ due to the standing wave that forms as the plasma density of the filament increases. The filament array therefore seems to propagate in the direction of the incident wave source. Fig. 4.6 also shows that the stretching of a given filament parallel to the electric field direction is finite and stops due to the screening of the incident wave by new filaments created ahead of this filament. Since the mechanism for the propagation in the direction of the source has been discussed in the last chapter, the principle of the stretching in the electric field direction also will be performed in the following.

![Fig. 4.6: Space distributions of the plasma density and electric field at different times. The colour scale for the density is between 0 and the maximum values: 0.04, 1.7, 3.3, 4.2, and $6.7\times10^{21}$ m$^{-3}$ for five successive times. The colour scale for the field is between the minimum and maximum values symmetric with respect to the incident rms field of 3.54 MV/m within the intervals of [3.44, 3.64], [2.54, 4.54], [1.28, 5.28], [0.48, 6.6], and [0.0, 7.08] MV/m for five successive times.](image)
Fig. 4.7: Distributions along the central X axis, of the plasma density and electric field at different times in the conditions of Fig. 4.5. The units are 6. MV/m for the rms electric field, and $1 \times 10^{20}, 3 \times 10^{21}, 3 \times 10^{21}, 4 \times 10^{21}, 4 \times 10^{21} \text{ m}^{-3}$ for the density, for times $t=35, 50, 65, 75, 190 \text{ ns}$, respectively.

Fig. 4.7 represents the distributions of the electric field and plasma density as along the central X axis (symmetry axis) in the same conditions and at the same times as Fig. 4.6. The space and time evolution of the field and density is not identical but similar to the same plot in the case of an incident field perpendicular to the simulation domain (Fig. 4.4).

Fig. 4.8: (a) A typical experimental time-integrated volume breakdown plasma image in $E$ plane under atmospheric pressure with incident amplitude 4.4MV/m (2.5MW/cm² in power density), 110GHz $^{[1]}$. (b) Calculated distribution of the time averaged plasma density in the same conditions as Fig. 4.5.

Fig. 4.8 (a), taken from the recent work done at MIT, is a typical time-integrated volume breakdown plasma image in the $E$ plane. This image is qualitatively very similar to the time
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integrated plot of the plasma density shown in Fig. 4.8 (b) and deduced from simulations with the $E$ vector is in the simulation domain (same conditions as in the experiments). The plasma image and plasma density contours show a characteristic “fishbone” structure that had already been observed in the early work of Vikharev et al. [9], mentioned in chapter I. The plasma density in Fig. 4.8 (b) is integrated over 250 ns. The striking qualitative agreement between Fig. 4.8 (a) and (b) implies that the simple quasineutral model with effective diffusion coefficient is a successful approach to study the characters of microwave breakdown at atmospheric pressure.

As we did for the case when the $E$ vector was perpendicular to the simulation domain, it is interesting to look more closely at the formation and elongation of a new filament. Fig. 4.9 (a) shows the details of the formation and elongation of a particular filament before a new filament forms in front of it. A new plasmoid has formed on axis at around t=86 ns, in front of the previous filament. The new filament stretches in a direction quasi-parallel to the field as the previous ones. Not like the filament stretching in DC field, the filaments in microwave breakdown are not perfectly parallel to the direction of incident field but some bending against the microwave incident direction can be seen on Fig. 4.6, Fig. 4.8 and Fig. 4.9 (a).

Fig. 4.9: (a) Space distribution of the plasma density at different times in the conditions of Fig. 4.5, showing the details of the formation and elongation of one microwave streamer; (b) distribution at four different times of the rms electric field along a line parallel to the Y direction (incident field), and passing through the tips of the front filament.

The enhancement of the electric field at the tip of the filaments as well as the stretching of the filament in the quasi-parallel direction of the applied field can be clearly seen on Fig. 4.9 (a). The rms field at the tip of the filament is about twice the applied rms field in these conditions (7 MV/m instead of 3.5 MV/m). These field first increases, as the curvature radius of the filament decreases, passes through a maximum and then decreases. We will see below that the
el ganoment speed of the filament in a direction quasi-parallel to the incident field is actually larger than the speed of propagation of the filamentary array toward the source because of the very large electric field at the tips of the filament. The development of a single, isolated filament at the antinode of a standing wave will be studied in more details in the next chapter.

**IV.3 The velocity and maximum density of the plasma front**

The simulation results both for $E$ vector perpendicular to the domain and $E$ vector in the domain show that the propagation of the plasma front under the considered conditions is modulated in time. A filament grows until its density is large enough to reflect the incident wave, leading, through diffusion and ionization, to the formation of a new filament at a finite distance (on the order of $\lambda/4$) from the previous filament. We therefore have a jump-like propagation of the filaments, which is seen on Fig. 4.3, Fig. 4.6 and Fig. 4.9 (a), and also of the plasma front. Fig. 4.10 (a) displays the position of the plasma front as a function of time. There are different ways to define the position of the plasma front. One way to do it is to record the position of the first point in the front where the plasma density reaches a given, constant value (generally a fraction of the maximum density). One can then plot the position of the first point with this given density, as a function of time. This is done in Fig. 4.10 (a) where the positions corresponding to plasma densities in the front equal to $10^{17}$, $10^{19}$, and $10^{21}$ m$^{-3}$ are plotted as a function of time, the density of $10^{17}$ m$^{-3}$ corresponds to the edge of the plasma while $10^{21}$ m$^{-3}$ is close to the maximum density in the front around the centre of the front filament. The jump-like propagation appears more clearly on the plot of the front position which is recorded with a density of $10^{21}$ m$^{-3}$, close to the maximum density in the front. The horizontal parts of the curve for a density of $10^{21}$ m$^{-3}$ correspond to filaments growing in time until to the density reaches its maximum, and the vertical parts of the curve indicate the formation of a new filament in front of the previous one at a distance slightly below $\lambda/4$ of the previous one.

![Fig. 4.10: (a) Positions of the plasma front as a function of time in the conditions of Fig. 4.5; the different curves correspond to different definitions of the plasma front, corresponding to different given values of the plasma density ($10^{17}$, $10^{19}$ and $10^{21}$ m$^{-3}$), (b) rms electric field as a function of time at the same locations as (a), the critical value for rms field is also marked with dash line.](image)

While the curve corresponding to a density level of $10^{21}$ m$^{-3}$ exhibits an obvious jump-like character, the front profile recorded at a density level of $10^{17}$ m$^{-3}$ exhibits a smoother and
quasi-linear increase against time. Despite this, the time averaged velocities of these plasma fronts are the same, on the order of 20 km/s.

The value of the rms electric field at the positions of the plasma front defined above is plotted in Fig. 4.10 (b). The time average rms field at the plasma front recorded for the density level of $10^{17}$ m$^{-3}$ is about 4.2 MV/m, larger than the incident rms field 3.5 MV/m because of reflection, while the time averaged rms field around the density $10^{21}$ m$^{-3}$ is lower than the incident because of absorption and reflection. The field oscillates in time due to the formation and growth of a new filament in front of the previous one and to the associated changes in the reflection and absorption of the wave by the plasma. The curve corresponding to a density of $10^{21}$ m$^{-3}$ exhibits some discontinuities related to the formation of a new filament, and these discontinuities correspond to the vertical parts of the curve in Fig. 4.10 (a). The field in the filament around the position where the density is $10^{21}$ m$^{-3}$ decays in time due to absorption and reaches values below the critical field and the filament stops growing. The sharp increase in the field following the decay period is due to the fact that a new filament has appeared in front of the previous one and that the density in this new filament has reached $10^{21}$ m$^{-3}$. For the lower density of $10^{17}$ m$^{-3}$, the corresponding position is closer to the plasma edge and we see on Fig. 4.10 (b) the field modulation due to reflection by the plasma downstream of this position.

As said above, the time averaged velocity of the plasma front is around 20 km/s. The variations of this velocity as a function of the field amplitude or pressure will be discussed below.

Calculations of the propagation velocity of the plasma front toward the source are performed in the same conditions as in the experiments, i.e., as a function of gas pressure for a given wave power per unit surface, i.e., given field amplitude. Results from the simulations and experimental observations are compared in Fig. 4.11. The orders of magnitude and trends predicted by the model are consistent with the experiments. Two different input powers are considered as reported in the experiments, 3 MW/cm$^2$ (~4.75 MV/m in rms) and 1.5-2 MW/cm$^2$ (3.4-3.9 MV/m in rms). The only experimentally measured value at 3 MW/cm$^2$ at 760 torr pressure is 14 km/s, which matches the simulation results. Several experimental measurements were done in the range 1.5-2 MW/cm$^2$, but the accurate value of the power was not indicated.

The simulations have been performed for two different input powers 3 and 1.5 MW/cm$^2$, corresponding to incident rms fields of 4.75 and 3.4 MV/m respectively. The increase of the velocity with decreasing pressure (i.e., increasing $E/p$ since the incident field is kept constant), seems faster in the simulations, and is due to the fast increase of the ionization frequency with $E/p$. The “theoretical” speed $2\sqrt{D\nu_l}$ calculated for a constant field equal to the incident field (constant energy flux of 3 MW/cm$^2$) is also plotted for comparison in Fig. 4.11. This velocity is lower than the speed obtained in the simulation because the time averaged rms field in the front is larger than the rms incident field due to the standing wave effect, as seen in Fig. 4.10 (b).
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Fig. 4.11: Propagation velocity of the plasma front as a function of air pressure for constant input power (constant incident field) as a function of gas pressure, from experiments (circle symbols) and model results (square symbols). The (green) line without symbol corresponds to the speed $2\sqrt{D_\nu}$ calculated for the incident field (the field is actually larger on the average at the front, because of the standing wave).

It is interesting to compare the propagation velocity of the plasma toward the source, with the elongation speed of one single filament in the direction of the field. This speed can be deduced from Fig. 4.9. Looking at the stretching of the front filament from $t=89$ ns to $t=105$ ns in Fig. 4.9, we can measure an elongation speed of about 25 km/s for an applied rms field of 3.5 MV/m (∼3.25 MW/cm$^2$ for input power) at 760 torr. Looking at Fig. 4.11, we see that the filament elongation speed is much larger than the front propagation speed toward the source (less than 5 km/s for 1.5-2 MW/cm$^2$ in the experiments and in the model). This is because the electric field parallel to the incident field is strongly enhanced at the tip of the filament, as already discussed, leading to high elongation speed of the plasma streamer.

The simulation results shown above indicate that the plasma density in the front filaments can reach quite large values, on the order of several $10^{21}$ m$^{-3}$ for incident amplitudes of about 5 MV/m. Here we calculate these maximum densities from simple semi-analytic model and compare them with the numerical results in order to better understand the theoretical limits of the density in the front.

Consider a Z direction linearly polarized TEM plane wave as before, normally incident into uniform plasma slab in x direction. Without loss of generality, the harmonic form for the wave can be written as:

$$ E(x,t) = E_0 \exp[i(\omega t - kx)], \quad (4.3) $$

with $k$ the wave number or wave vector. Obviously, only the real part of this complex expression has physical meaning, but the amplitude $E_0$ may be complex when taking in account for the phase shift.

Associating with equation (4.3), the electron momentum equation also can be written with the complex notation:
\[ i \omega u + v_m u = -\frac{e}{m_e} E, \quad (4.4) \]

where \( u \) is the electron mean velocity, \( v_m \) is the electron-neutral momentum transfer frequency, \( e \) is the elementary charge and \( m_e \) is the electron mass. Because of the much lower ion mobility, the ion motion can be neglected, and the conductive current density in the plasma is:

\[ J_c (E) = -enu = \frac{e \omega_p^2 (v_m - i \omega)}{v_m^2 + \omega^2} E, \quad (4.5) \]

with \( \omega_p = \left( \frac{e^2 n}{\epsilon_0 m_e} \right)^{1/2} \) the plasma angular frequency, and \( \omega = 2\pi f \) the wave angular frequency.

According to equations (4.3) and (4.5), the curl Maxwell’s equations also can be described with complex notation:

\[ ikH = i \omega \epsilon_0 E + J_c (E) = i \omega \epsilon_0 E, \quad (4.6) \]
\[ ikE = i \omega \mu_0 H, \quad (4.7) \]

where \( \epsilon_0 \) is the complex relative permittivity of the collisional plasma which can be written as [10]:

\[ \epsilon_0 = \left( 1 - \frac{\omega_p^2}{\omega^2 + v_m^2} \right) - \frac{\omega_p^2}{\omega^2 + v_m^2} \frac{v_m}{\omega}. \quad (4.8) \]

In equation (4.8) we can see that for a collisionless case (\( v_m = 0 \)) if the plasma angular frequency equal to the wave angular frequency, the real part of the complex relative permittivity turns to be zero, which means the wave cannot propagate in the plasma. We therefore can introduce a critical density by setting \( \omega_p = \omega \), which gives

\[ n_c = \frac{\epsilon_0 m_e \omega_p^2}{e^2}. \quad (4.9) \]

For the frequency of 110 GHz the value of this critical density is about \( 1.5 \times 10^{29} \text{m}^{-3} \). Under atmospheric pressure, the value of \( v_m/\omega \) is relatively large, on the order of 5.8, and therefore we have \( v_m \gg \omega \), so the complex relative permittivity can be written approximately as:

\[ \epsilon_0 = \left( 1 - \frac{n \omega^2}{n_c v_m^2} \right) - \frac{n \omega}{n_c v_m}. \quad (4.10) \]

From equation (4.8) we can get that the imaginary part of the permittivity, which is related to the plasma conductivity, becomes dominant when \( n > n_c = n_c \frac{v_m}{\omega} \), i.e., \( n > 8.7 \times 10^{20} \text{m}^{-3} \) for 110 GHz under atmospheric pressure, i.e., the wave reflection by the plasma starts to be
important for \( n > n_{ci} = n_c \frac{V_m}{\omega} \). Therefore \( n_{ci} \) is called the cut-off plasma density \([6]\). We show below that the maximum plasma density can be significantly larger than \( n_{ci} \) in our problem.

We can find the wave number inside the plasma by eliminating \( E \) and \( H \) in complex Maxwell’s equations:

\[
k^2 = \varepsilon_k k_0^2,
\]

(4.11)

where \( k_0 = \omega/c_0 = \omega(\mu_0\varepsilon_0)^{1/2} \) is the wave number in vacuum or air.

If we consider a metal reflector in microwave, the phase-shift of the scattered or reflecting field is determined by the metal conductivity, so that the phase of the standing wave at the edge of metal reflector depends on the metal conductivity. For the ideal condition of a perfect conductor, the edge is a node of the standing wave and the microwave field at the edge is zero. A theoretical upper limit of the plasma density can be obtained by assuming a plasma density profile with step edge. In these conditions, the plasma density will grow until the effective field at the edge of the plasma becomes equal or below the critical field because of reflection. So an upper limit of the plasma density can be obtained by looking for the value of the plasma density such that the field at the plasma edge is equal to the critical field. This can be done both analytically and numerically.

At the edge of the plasma or metal reflector, the appropriate field boundary conditions are

\[
E_I + E_R = E_T, \quad (4.12)
\]

\[
H_I + H_R = H_T, \quad (4.13)
\]

where subscripts \( I \) and \( R \) refer to the incident and reflected waves, while \( T \) stands for transmitted wave. For the \( I \) and \( R \) waves we have \( \mu_0 H = \pm(k_0/\omega)E \), and for the \( T \) wave \( \mu_0 H = \pm(k/\omega)E \), where \( k \) is the complex wave number described above, so then equation (4.13) becomes

\[
k_0E_I + k_0E_R = kE_T. \quad (4.14)
\]

Eliminating \( E_T \) in equations (4.12) and (4.14), we obtain a classical expression

\[
\frac{E_R}{E_I} = \frac{k_0 - k}{k_0 + k}. \quad (4.15)
\]

If we apply energy conservation, it is easy to get boundary condition for energy at the edge of the plasma or metal reflector:
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\[
\frac{|E_r|^2}{|E_i|^2} = 1 + \frac{|E_r|^2}{|E_i|^2} + 2 \text{Re} \left( \frac{E_r}{E_i} \right). \tag{4.16}
\]

Equation (4.11) together with equations (4.15) and (4.16) is a relation between the plasma density and electric field at the step plasma edge, for given incident field, field frequency, and electron-neutral collision frequency. The upper limit of the plasma density can therefore be calculated as a function of incident field by writing \( E_r \equiv E_i \) in equation (4.16). The results from this simple semi-analytical model are shown in Fig. 4.12 and are in perfect agreement with results obtained by solving 1D Maxwell’s equation for a given plasma slab, in which the plasma density is adjusted until the field at the plasma edge is equal to the critical field.

Results for a real, self-consistent plasma front profile are also represented in Fig. 4.12 for 1D and 2D solutions of Maxwell’s-plasma equations. In the 1D case the calculations were done for a time long enough so that the plasma front profile reached a quasi-steady state independent of the initial density. In the 2D case it was not possible to reach a quasi-steady state front profile because of the larger computation time and the results plotted on Fig. 4.12 correspond to the density in the plasma front when the front has traveled one wavelength from the initial breakdown position.

![Fig. 4.12: Maximum density in the front filament as a function of the incident rms field, 1D simulation of a quasi-steady state front propagation (square symbols), 2D values correspond to the propagation of the front over one wavelength and depend on initial conditions (triangle symbols), the semi-analytical results from the simple theory assuming a step profile of the plasma density are represented (full line), together with numerical solutions from the 1D plasma-Maxwell’s model assuming a given step density profile (circle symbols).](image)

We see that, as expected, the results for a self-consistent plasma profile are smaller than the upper limit obtained with a step edge plasma density profile, but that the variations of the density with the incident field follow the same trends, i.e., the maximum density increases significantly with increasing field and is larger than the “cut-off” density \( n_c \) when incident rms fields are above the value of 3.2 MV/m.
Obviously when recombination is taken into account, the maximum density in the plasma front is lower. And this point has been checked by more simulation results in 1D, for example, for an incident rms field of 4.2 MV/m, the maximum density in the plasma front from the 1D Maxwell’s-plasma model is $1.8 \times 10^{21} \text{m}^{-3}$ without recombination and drops to $1.25 \times 10^{21} \text{m}^{-3}$ for a recombination coefficient of $0.5 \times 10^{-13} \text{m}^{-3} \text{s}^{-1}$, and to $10^{21} \text{m}^{-3}$ for $10^{-13} \text{m}^{-3} \text{s}^{-1}$.

**IV.4 Parameters study of the self-organized pattern**

Several parameters have a strong influence on the structure of the filamentary pattern, and we have discussed the effects of some parameters, i.e., recombination and pressure, in 1D. But in the 1D case it is impossible to get real pattern, and the pattern character trends with the parameters are not also very clear. In this subsection we will see the influences of recombination, pressure and incident microwave power on the plasma pattern in 2D.

**IV.4.1 Recombination**

Even though we do not study air chemistry during microwave breakdown in details, we assumed an electron temperature depending form for the recombination coefficient in breakdown (equation (4.2)). When the coefficient $\alpha$ vary from 0 to 2, the most important two-particle dissociative recombination processes ($N_2^+ + e \rightarrow N_2 + N$, $O_2^+ + e \rightarrow O_2 + O_2$, etc.) in air plasma are covered. As seen in Fig. 4.2, even if we make the electron temperature depend on the reduced effective field ($E_{\text{eff}}/\rho$) instead the constant value in 1D case, the electron temperature under our simulation conditions is still not far from 2eV. The recombination coefficient therefore depends on the $\alpha$ coefficient more than on the reduced effective field, so we prefer to do a parameter study based on the $\alpha$ coefficient and we do not consider the dependence of the recombination coefficient with the electron temperature or local effective field.

Fig. 4.13 shows the self-organized plasma pattern structures for a 110 GHz, 5.3 MV/m amplitude incident wave at 710 torr with different recombination coefficients at time $t=140$ns. When the recombination coefficient of equation (4.2) $\alpha=0$ is used in the simulations (Fig. 4.13 (a)), we see a well defined plasma pattern structure with separated filaments. In Fig. 4.13 (b) and Fig. 4.13 (c) $\alpha$ values are 0.5 and 1 respectively, the plasma pattern structures are more diffuse and the previous filaments decay faster. When $\alpha$ coefficient is increased to 2 in Fig. 4.13 (d), the plasma pattern completely disappears and only a plasma layer appears in the front. The gradual change of the plasma pattern in Fig. 4.13 can be understood as following. Recombination limits the plasma density growth in the front. As can be seen in Fig. 4.13 the maximum densities at the front decrease with increasing $\alpha$. If recombination is sufficiently large, reflection of the incident wave by the plasma is less important and the total electric field in the front does not decay to values equal or close to the critical field. The plasma edge therefore does not stop growing and the propagation of the front is continuous and no longer jump-like. This feature had also been obtained in the 1D simulations of last chapter. The fact that the experimental results give pictures of the filamentary array that are closer to the simulation results of Fig. 4.13 (a) or Fig. 4.13 (b) than to those of Fig. 4.13 (c) and Fig. 4.13 (d) suggests that the recombination coefficients of equation (4.2) with $\alpha$ larger than 0.5 overestimate electron-ion recombination in the front. Just like the results we obtained from the asymptotic solution for the KPP equation, the simulation results on Fig. 4.13 also indicate that there is no remarkable coupling between the plasma front propagation velocity and recombination.
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IV.4.2 Pressure

In chapter III, we have discussed the pressure influence on the filamentary structure in 1D and the maximum density in the front and propagation velocity. Here we also perform similar simulations in 2D with reduced incident effective field at the same level of $E_{\text{eff}} / p = 6.9 \times 10^3 \, V/m \cdot \text{torr}$, with $\alpha$ equal to 0.5 in equation (4.2).

Fig. 4.14 shows the evolution of self-organized plasma pattern structures for different pressures. We can see that the plasma pattern structures gradually change from a well defined structure with separated filaments, seen on Fig. 4.14 (a) at 800torr, to a smeared-out plasmoid, seen on Fig. 4.14 (c) at 200torr. Those features already observed and explained for the 1D model, can be understood by considering the asymptotic solution of the KPP equation which gives a self-similar front propagation at the velocity $V = 2\sqrt{D_\nu}$ and a front width defined by the characteristic length $L = |\nabla n|^{-1} = \sqrt{D_\nu/\nu}$. When the pressure decreases, this characteristic length increases (as expected) as $1/p$ and the plasma density decreases (for the same reduced effective field, the ionization frequency scales as $p$). The reflection by the front is therefore weakened and the front propagation is no longer jump-like and becomes more continuous, as can be seen clearly in Fig. 4.15 (b). This is in qualitative agreement with the experimental results.

The maximum density at the plasma front and position of the plasma front respective to the centre of the original electrons distribution are plotted in Fig. 4.15 as a function of time. Differently from section IV.3, where the front position was recorded at the location of a given, constant density level, we use the half value of the maximum density to define the plasma front position as we have done in 1D case. Fig. 4.15(a) shows that the maximum density and its oscillations are limited under lower pressure. The ladder like curves at high pressure in Fig. 4.15(b) illustrate the jump-like propagation of the plasma front, and each vertical part of the curves indicate the generation of a new plasma filament, while the horizontal parts correspond
to the filament growth. The curve for 800 torr in Fig. 4.15(b) keeps the step-characteristic over the whole simulation time, while at lower pressures (400 torr and 200 torr) the front does not exhibit oscillation after a few 10s of ns. Fig. 4.15 (b) also shows that the propagation velocity does not change with the pressure under the same reduced incident effective field, and this is consistent with the result obtained in the 1D case.

![Plasma pattern evolution](image)

**Fig. 4.14:** Plasma pattern evolution for different 110GHz incident microwave with the same reduced incident effective field $E_{\text{eff}} / p = 6.9 \times 10^3 \ V/m\cdot\text{torr}$ for different pressure, and the coefficient for combination is $\alpha=0.5$. The maximum density is $4.2 \times 10^{21}$, $2.2 \times 10^{21}$ and $7.1 \times 10^{20} \ m^{-3}$ for (a), (b) and (c), respectively.

![Density and position over time](image)

**Fig. 4.15:** (a) Maximum density at the plasma front and (b) position of the plasma front respective to the centre of original electrons distribution as a function of time under different pressures in the conditions of Fig. 4.14.
IV.4.3 Microwave power

The structure of the pattern is also very sensitive to the magnitude of the incident field or to the microwave power. The width of the front $L = \sqrt{D/V_f}$ decreases and the front propagation velocity $V = 2\sqrt{D/V_f}$ increase when the incident power or amplitude of the microwave field increases. We can therefore expect that the pattern structure will be sharper for larger microwave power. According to the 1D numerical analysis, we also know that the distance between filaments increases (but is always less than $\lambda/4$) with the decrease of the incident microwave amplitude.

The simulations in this subsection are performed for different magnitudes of the incident field. The simulation domain is in the $(H, k)$ plane, the microwave frequency and gas pressure are 110 GHz and 710 torr respectively. The results are plotted in Fig. 4.16 (a), (b), and (c) for incident field amplitudes of 6.0, 5.3 and 4.5 MV/m respectively (corresponding to incident power densities of 4.7, 3.7 and 2.6 MW/cm$^2$).

As expected, the self-organized plasma pattern for the incident amplitude of 6 MV/m in Fig. 4.16 (a) shows a well separated and sharp filamentary structure. For the incident amplitude of 5.3 MV/m in Fig. 4.16 (b), the boundaries of the filaments turn to be a little less sharp. When the incident amplitude decreases to 4.5 MV/m in Fig. 4.16 (c) the filamentary structure totally disappear and only a continuously propagating plasma layer is apparent at the front after 180ns.
The position of the plasma front respective to the centre of the initial electron density distribution is plotted as a function of time in Fig. 4.17 (b). As described above, the vertical parts of curves indicate the formation of a new filament, and the horizontal parts stand for filament growth. More precisely, the length of vertical parts of curves represents the distances between plasma filaments, and the scale of horizontal parts stand for duration of filaments growth. We can therefore check on Fig. 4.17 (b) that the density inside of the front filament grows more quickly with larger incident amplitude, while the distances between filaments are a litter smaller.

![Fig. 4.17: (a) Maximum density at the plasma front and (b) position of the plasma front respective to the centre of the original electron density distribution as a function of time in the same conditions as Fig. 4.16.](image)

### IV.5 Conclusion

The formation of a self-organized plasma filamentary array and its propagation toward to the source during high pressure air breakdown by a linear polarized 110 GHz TEM plane wave have been investigated using a 2D plasma-Maxwell’s model in this chapter. Comparisons between the simulation results and the recent experimental observations of MIT have also been performed for the pattern structures and plasma front propagation velocities. The simulation results exhibit plasma structures in the \((E, k)\) and \((H, k)\) plane that are in good qualitative agreement with the experiments. The model allows a clear understanding of the plasma structure and dynamics. An initial plasmoid develops around a group of seed electrons and stretches in the direction of the electric field due to the field enhanced at the tips. At the same time, reflection of the microwave by the plasma filament leads to the formation of standing waves ahead of the filament in the direction \(-k\), toward the source. The electric field is lower at the filament edge on the source side (for a perfect reflector, the nodes of the electric field is at the conductor’s surface), and increases away from the filament in the direction of the microwave source and reach the maximum at the antinode. This leads to maximum of the ionization rate \((n_i)\) away from the plasma edge, on and/or off axis with an upper distance of \(\lambda/4\), giving rise to the formation of new filaments ahead of the previous one through diffusion-ionization mechanisms. The plasma filamentary pattern in the front is the result of the complex interaction between the scattered field pattern and the resulting filamentary pattern through the non-linear diffusion-ionization front propagation mechanism. The sharpness or width of the filamentary edge and the propagation velocity depends on parameters such as incident field and pressure. The recombination coefficient does not influence the propagation velocity. The pattern tends to become smeared-out when the electron-ion recombination coefficient becomes larger than \(0.16\times10^{-13}\) m³s⁻¹ and practically
disappear for a recombination coefficient of $0.32 \times 10^{-13} \text{ m}^3 \text{s}^{-1}$ for fields on the order of twice the critical field. The filamentary structure also disappears for air pressure below 400 torr under the same reduced incident effective field. The smeared-out pattern is also present when the incident field is close to the critical field.

Because of important field enhancement at the tips of the filaments, the velocity of the filament elongation along the incident field is much larger than the propagation velocity of the plasma structure toward the source. The latter is on the order of 10 km/s, in agreement with the experiments, for fields about 50% above the critical field, and increases sharply with the electric field. The relative good agreement of the calculated velocity with the experiments can be seen as a validation of the fact that free diffusion must be taken into account at the plasma edge as discussed in the last chapter and that the effective diffusion coefficient gives realistic results. The results also show that the diffusion-ionization mechanism is sufficient to explain the experiments and that it is not necessary to invoke other effects such as photo-ionization.

The distance between filaments is related to the distance between nodes and antinodes of the total field (incident plus scattered), i.e., on the order of $\lambda/4$. As shown in the last chapter, $\lambda/4$ is actually an upper limit of this distance. Both the 1D results and 2D simulations in the $(H, k)$ plane indicate that the distance between filaments tends to decrease with increasing incident microwave fields. Note that the high frequency of 110 GHz and small wavelength $\sim 2.7$ mm considered in the experimental work and in this thesis is an essential aspect of the problem. The relatively small distance between nodes and antinodes of the standing wave associating with the small electron diffusion at atmospheric pressure makes the jump-like propagation possible. This would not be the case for a much lower frequency (e.g. in the GHz range) at atmospheric pressure. We can expect however to observe similar structures (on larger length scales) with both lower frequency and lower pressure.

Finally, the simulations show that the plasma density in the front filaments can reach values as large as $5-6 \times 10^{21} \text{ m}^{-3}$ in these conditions of wave frequency, i.e., significantly larger than the cut-off density $n_{c1} = n_e \nu_m / \omega$.

The parameters studies of the self-organized pattern in this chapter just include the most important three parameters, i.e. recombination, pressure and the incident microwave power. The exact shape of the filamentary structure may also depend on aspects that have not been considered above, such as the complex air plasma chemistry leading to the presence of different kind of ions, dissociation of the air molecules, ionization of excited states etc.
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V.1 Introduction

Both the experimental observations \cite{1}-\cite{3} and the numerical simulations \cite{4}-\cite{6} show that the common features of breakdown discharge in a microwave field at atmospheric pressure is the formation of an initial plasmoid discharge that develops around a group of seed electrons, stretches in the direction parallel to the incident electric field and forms a filament or “microwave streamer”. The initial filament scatters the incident field of the microwave beam and new filaments form ahead of this filament near the antinodes of the resulting field by a diffusion-ionization mechanism. These new filaments or “microwave streamers” form in front of the previous ones and the plasma dynamics appears as a motion of an array of plasma filaments toward the source.

It is interesting to study in mode details the formation and dynamics of a single microwave streamer. To do this one must find a way to avoid the generation of multiple streamers and the propagation of the filamentary array toward the source due to reflection and standing wave formation associated with diffusion-ionization of the plasma. Experimentally \cite{7}, this can be done by using the arrangement of Fig. 5.1. The linearly polarized TEM wave is incident from the left and a standing wave forms along the open cavity axis between the two coaxial spherical concave mirrors. With special incident amplitude (or power) the electric field is above breakdown only around the antinode of the standing wave in the middle of the cavity. Thus, the observation on the formation of a single microwave streamer that elongates in the direction of the incident field is possible.

![Fig. 5.1: Experimental schematic for investigating microwave streamer discharges in an open two mirror cavity: (1) gyrotron, (2) circulator, (3) matching transmission line, (4) open cavity with spherical mirrors, (5) gas filled cell, and (6) connection to an oscillograph.](image)

In this chapter, we will use our quasineutral description of the microwave plasma coupled with Maxwell’s equations to study the formation of the single streamer formed and confined at the antinode of a standing wave in 2D. Different from the experimental investigations, two incident linearly polarized waves with opposed wave vectors are used to form the standing wave instead of the open cavity reflecting mirrors of Fig. 5.1. The electrodynamics for the streamer stretching, parameters controlling the plasma density in the streamer, the field distribution and elongation speed will be discussed for incident fields with frequency of 110 GHz at atmospheric pressure, \( p = 760 \text{ torr} \), in ambient dry air. With 110 GHz and 760 torr the coefficient between rms field and effective field is almost equal to 1, so in this chapter the rms field is mentioned where the concept of effective field should be applied. The transport data for air, i.e., ionization frequency, mobility, diffusion and recombination coefficients, in this chapter are set the same as those used in last chapters. As the simulations are in the \((E, k)\) plane, the double grid method cannot be used. Considering the large density gradient at the streamer tip, a fine grid size up to \( \lambda/1000 \) (around 3 \( \mu m \) for 110 GHz), where \( \lambda \) is the wavelength, is necessary to keep the convergence and accuracy.
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V.2 Streamer formation and elongation in a standing wave field

As mentioned above, in order to isolate a single streamer we use two incident, identical, linearly polarized waves from both sides of the 2D rectangular simulation domain in opposed directions to form a standing wave. The size of the simulation domain is $0.4\lambda \times 2\lambda$, and boundaries are absorbing for scattered microwave. In this configuration of the simulation domain and injected waves, there is only one antinode in the standing wave as seen in Fig. 5.2. Even though this does not correspond to a possible experimental arrangement, it gives a good way to study the dynamic properties of a single microwave streamer.

The microwave streamer is initiated by assuming a group of seed electrons with a Gaussian distribution (with maximum of $10^{15}$ m$^{-3}$ and standard deviation of 60 $\mu$m) initial density at the location of maximum electric field, i.e., in the center of the simulation domain. The simulation will provide the space and time evolution of the plasma density and electromagnetic field.

![Fig. 5.2: Scheme of the 2D rectangular simulation domain and of the standing wave field (blue dash line) resulting from the two identical linearly polarized waves injected from the left and right sides of the domains with opposed wave vectors. $E_0$ is the amplitude of the incident field on each side, the incident rms field at the antinode is $\sqrt{E_i}$. The initial electron density is a Gaussian with maximum $10^{15}$ m$^{-3}$ in the center of the simulation domain and standard deviation 60 $\mu$m.]

V.2.1 Dynamics of microwave streamer

The evolution of plasma density distributions at different times of the microwave streamer evolution for a typical case is shown in the form of contour plots in Fig. 5.3. The initial density is a Gaussian centered in the center of the simulation domain, as seen Fig. 5.2. The amplitude of the incident microwave beams from both sides is 2.5 MV/m, i.e. the maximum incident rms field of the standing wave is $E_i \sqrt{2} \approx 3.5$ MV/m, and this is significantly larger than the critical field, which is around 2.5 MV/m in air at atmospheric pressure.
Fig. 5.3: Time evolution of the plasma density in a microwave streamer. The recombination coefficient is set to zero. The maximum densities at the successive times are, respectively, $3 \times 10^{16}$, $3.6 \times 10^{20}$, $4.2 \times 10^{21}$, $5 \times 10^{21}$, $5 \times 10^{21}$, $7 \times 10^{21}$, and $1.2 \times 10^{22}$ m$^{-3}$.

As long as the plasma density is small and does not perturb the electromagnetic field, its distribution remains Gaussian. At $t=10$ ns, in Fig. 5.3, the plasma density has increased because of ionization but its value is still not sufficient to modify the electromagnetic field of the standing wave significantly. When the plasma density is no longer negligible with respect to the cut-off density $n_c = n_e V_m [8]$, where $n_e = \frac{\varepsilon_m \nu_e \omega}{e^2}$ is the so-called critical density (see detail in section IV.3) and $V_m$ is momentum transfer collision frequency, the plasma starts to behave as a conductor and to interact strongly with the field. For the frequency of 110 GHz in our conditions $\omega = 2\pi f = 6.9 \times 10^{11}$ s$^{-1}$, $V_m = 5.3 \times 10^9 p(\text{torr}) = 4 \times 10^{12}$ s$^{-1}$, the critical density is about $1.5 \times 10^{20}$ m$^{-3}$ and the cut-off density is approximately $n_c = 8.6 \times 10^{20}$ m$^{-3}$. At $t=35$ ns, in Fig. 5.3, the maximum plasma density is $3.6 \times 10^{20}$ m$^{-3}$ and the applied field starts to be modified significantly by the plasma. As in electrostatics, e.g. dielectric sphere in a constant external electric field, polarization effects tend to enhance the electric field at the poles of the plasmoid in the direction of the field (continuity of the electric displacement field $D = \varepsilon E$ at the pole where $\varepsilon$ is the complex permittivity of the plasma or the dielectric permittivity) while the field at the equator is not affected because of tangential field continuity. This leads to an increase of the ionization in the pole regions, and to a faster elongation of the plasmoid in the direction of the field. The elongation velocity of the plasmoid tip in Fig. 5.3 is $V = 2\sqrt{D_s V_r}$, which is an increasing function of the field. The plasmoid of Fig. 5.3 is no longer isotropic after $t=35$ ns, and quickly stretches in the direction of the field after that time, forming a microwave streamer. The streamer elongation in one direction is about 3 mm in 150 ns approximately, which corresponds to a velocity on the order of dozen km/s.

The 2D distributions of the rms field and plasma density, as well as the field and density profiles along the streamer axis are displayed in Fig. 5.4 at two different times, in the same conditions as Fig. 5.3. The density profile at the front of the streamer is extremely sharp, and the characteristic length of the density gradient, $L = (\nabla n/n)^{-1}$ is on the order of $7 \mu m$, at $t=100$ ns. One can show that the characteristic length of the density gradient in the asymptotic solution for the diffusion is on the order of $\sqrt{D_s/V_r}$ and the numerical value of $L = 7 \mu m$ is
consistent with \( L = \sqrt{\frac{D_e}{\nu_i}} \) if we take \( D_e = 0.12 \text{ m}^2/\text{s} \) and \( \nu_i = 2.5 \times 10^9 \text{ s}^{-1} \), as can be deduced using an effective electric field of about 5 MV/m at the streamer front in Fig. 5.4.

The field enhancement at the streamer tips, associated with the large density (and permittivity) gradient reaches values on the order of 1.7 with respect to the incident standing wave field in the example of Fig. 5.4, i.e. the maximum rms field at the tip is on the order of 6 MV/m, for an incident standing wave field of 3.5 MV/m, and is localized in a region extending over about 0.1\( \lambda \). The rms field in the center of the microwave streamer first reaches a value close the critical field at \( t=100 \text{ ns} \), and then starts to decrease below the critical field. This leads to a decay of the plasma density in the center of the streamer as can be seen in Fig. 5.3 and Fig. 5.4 after time \( t=100 \text{ ns} \). The model results become questionable (at least at high pressure) on long time scales because gas heating takes place in these conditions, that would lead, on time scales on the order and larger than 100 ns to the formation of a shockwave followed by gas density decay in the streamer channel, and to a complete change in the ionization rate along the streamer.

![Fig. 5.4: Plasma density and rms electric field distributions at two different times, (a), t=60 ns, (b), t=160 ns, in the conditions of Fig. 5.3. The colour plots represent the 2D contours of \( E_{\text{rms}} \) and \( n \) in the simulation domain. The line plot shows the profile of density and rms field along the streamer axis.](image)

The rms electric profile along the streamer axis at the different times of Fig. 5.3 is represented in Fig. 5.5 (a). We see that the field at the streamer tip first decreases from \( t=50 \text{ ns} \), and reaches a minimum at \( t=100 \text{ ns} \) and then increases again. The field in the plasma center stays around the critical field between 75-100 ns, and then decreases below the critical field. The reason for this oscillating behavior will be discussed in details below. The plasma density along the streamer axis and at different times in the same conditions is shown in Fig. 5.5 (b). The plasma density in the streamer center reaches \( 5 \times 10^{21} \text{ m}^{-3} \) at about 75 ns and then decreases while the plasma density in the streamer head increases up to \( 10^{22} \text{ m}^{-3} \) at 175 ns, i.e. more than 10 times the cut-off density \( n_{ci} = \frac{n_i}{\omega} = 8.6 \times 10^{20} \text{ m}^{-3} \).
Then we will look in more details at the dynamics of the streamer elongation by performing more simulations with different incident amplitude. Three different values of the incident field amplitude will be considered, 2, 2.5, and 3 MV/m, and the incident rms field at the antinode are 2.8, 3.5, 4.2 MV/m respectively. Fig. 5.6 (a) shows the time evolution of the streamer length in units of \( \lambda \) and the streamer elongation velocity for the three different incident fields. We see that the velocity oscillates in time because of the field oscillations (represented in Fig. 5.6 (b)). Since the velocity of the streamer propagation varies as \( 2\sqrt{D\nu} \) and \( \nu \) is a very fast increasing function of the rms field. The values of the streamer velocity, on the order of a few 10s km/s are within the range of the measurements.
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Fig. 5.6: (a) Normalized streamer length (full lines) and velocity (dash lines), and (b), rms electric field at the streamer tip (full lines) and at the streamer center (dash lines) as a function of time for three values of the incident amplitudes, 2, 2.5, and 3 MV/m (corresponding to 2.8, 3.5, and 4.2 rms field at the antinode).

Note that photo-ionization is not likely to play an essential role in microwave streamer propagation. In a dc field, photoelectrons are accelerated toward the head of the cathode streamer, leading to important electron multiplication that contribute to the streamer propagation, i.e., electron diffusion toward the cathode is practically impossible because of the large dc field, and cathode streamer propagation would be impossible without the generation of electrons ahead of the streamer by mechanisms other than diffusion. In a microwave field there is no mean electron drift, no electron avalanches toward the streamer head, and the effect of photo-ionization is only to locally enhance the ionization rate.

Under conditions where the applied field at the antinode is only slightly above the critical field, the streamer elongation may considerably slow down when the field reaches a minimum, and its growth may even stop. For example, in the case with $E_0 = 2$ MV/m ($E_{rms}$ is 2.8 MV/m at the antinode) in Fig. 5.6 (a), the streamer growth practically stops when its length reaches a value close to $\lambda/2$. One can check that the rms field reaches a minimum value when the streamer is about $\lambda/2$ in the cases of $E_0 = 2.5$ MV/m and $E_0 = 3.0$ MV/m. These maxima and minima are associated with resonant effects. When the applied field is only slightly above the critical field, such as $E_0 = 2$ MV/m, the streamer growth may stop at the first field minimum. This conclusion agrees with the experimental observation, shown in the first chapter.
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Fig. 5.7: Plasma density as a function of time in the streamer center (full lines) and at its maximum value in the streamer head (dash lines) for three values of the incident wave fields, 2, 2.5, and 3 MV/m (corresponding to 2.8, 3.5, and 4.2 rms field at the antinode).

The electron density in the streamer reaches values on the order of $5 \times 10^{21} \text{ m}^{-3}$, as can be seen on Fig. 5.7, seen also in Fig. 5.4 and Fig. 5.5, which shows the time evolution of the of the plasma density in the streamer center and head (maximum value) as a function of time for three different applied incident fields. The plasma density in the streamer center is equal to several times the cut-off density $n_c = n_e \omega / \nu_m$, where $n_e = \frac{\epsilon_0 m}{e^2} \omega^2$ is the critical density. It is interesting to note that the plasma density variations are correlated with the oscillations of the field at the streamer tip (see Fig. 5.6 (b)). The plasma density in the streamer head oscillates in phase with the field at the streamer tip (as expected), while the density in the streamer center exhibits a more complex behavior, associated with the field in the streamer center displayed in Fig. 5.6 (b). Another important parameter is the streamer width. In the simulations above the streamer width, recorded with half maximum density in the streamer center, adjusts to values on the order of 0.3 mm and is very close to the skin depth, which is about 0.28 mm in our conditions, for a plasma density of $5 \times 10^{21} \text{ m}^{-3}$.

V.2.2 Comparison with the electrostatic case

The distribution of the field around the plasmoid in the early stage of the streamer development is very similar to the distribution of the field around a dielectric sphere or ellipsoid subjected to a uniform external electrostatic field. The electrostatic approximation is valid when the plasma dimensions are much smaller than the wave length (i.e. the beginning of the plasma growth). In the electrostatic case, Maxwell’s equations reduce to:

\[
\nabla \cdot (J_e + \epsilon_0 \partial_t E) = 0, \quad E = -\nabla V, \tag{5.1}
\]

with $V$ the electrostatic potential. Equations (5.1) can also be written:

\[
\nabla \cdot (\epsilon_r \epsilon E) = 0, \quad E = -\nabla V, \tag{5.2}
\]

with $\epsilon_r$ the complex relative permittivity of the plasma, defined as:
$E_r = \left(1 - \frac{\omega_p^2}{\omega^2 + \nu_m^2}\right) - i \frac{\omega_p^2}{\omega^2 + \nu_m^2} \nu_m$, \hspace{1cm} (5.3)

with $\omega_p = \left[\frac{e^2 n}{m \epsilon_0}\right]^{1/2}$ the plasma frequency.

We know from electrostatic field theory that analytical solutions of this problem exist if the plasma density (and thus permittivity) is uniform in a simple volume (e.g. sphere or ellipsoid). The field at the pole, $E_{n}$, and the field inside the plasma, $E_{i}$ can be simply related to the external applied field $E_{a}$ \cite{9}, \cite{10}:

$$E_i = \frac{1}{1 + (\epsilon_r - 1) n_y} E_a,$$ \hspace{1cm} (5.4)

$$E_n = |\epsilon_r| E_i = \frac{|\epsilon_r|}{1 + (\epsilon_r - 1) n_y} E_a.$$ \hspace{1cm} (5.5)

The depolarization coefficient $n_y$ in the y direction is equal to 1/3 for a sphere and varies asymptotically as $\left[\frac{b}{a}\right]^2 \ln\left(\frac{2b}{a}\right)$ for an ellipsoid of semi axes $a$ and $b$, with $a \gg b$. For an infinite cylinder (this corresponds, in our 2D conditions, to a uniform density inside a circle of the simulation domain $(x, y)$) the depolarization coefficient is 1/2.

It is interesting to compare the self-consistent field deduced from the Maxwell-plasma model with the field that can be obtained by solving the equations of the electrostatic approximation, equations (4.2) and (5.2), for the same plasma density distribution. This comparison is done in Fig. 5.8 (a) compares the fields obtained with a given plasma density (Gaussian distribution with maximum of $5 \times 10^{21}$ m$^{-3}$ at the center of the simulation domain, standard deviation $\lambda/100$). Fig. 5.8 (b) and (c) compares the fields obtained from the Maxwell-plasma model and in the electrostatic approximation for the self-consistent plasma density obtained with the Maxwell-plasma model, at two different times, in the conditions of Fig. 5.3. We see on Fig. 5.8a that the electrostatic approximation is very close to the Maxwell solution when the plasma dimensions are small with respect to the wavelength.

It is also possible to compare the results of Fig. 5.8 (a) with the analytical solution of equations (5.3) and (5.4), although these solutions are strictly valid only for constant plasma density or permittivity in a given volume. If we assume an average plasma density of $3 \times 10^{21}$ m$^{-3}$ we have $\omega_p = 3 \times 10^{12}$ s$^{-1}$, and $|\epsilon_r| \approx 3$. This gives, from equation (5.4), $E_n = 3 E_i$, which is consistent with the field deduced from Maxwell’s equations and from the electrostatic approximation in Fig. 5.8 (a), as the calculated minimum and maximum fields, $E_i$ and $E_n$ are respectively and approximately 1.5 MV/m and 4.5 MV/m. Using equation (5.3) with a permittivity of 3 and a depolarization coefficient of 0.5 gives $E_r = 0.5 E_n$ which is not far from the value calculated with both models. The calculations also show that the differences between the Maxwell solution and the electrostatic approximation become non negligible for dimensions of the plasma streamer larger than a few percent of the wavelength. In Fig. 5.8 (b) and (c), the fields from the Maxwell and electrostatic models are shown for “real” plasma
densities, obtained self-consistently with the Maxwell-plasma model. An important difference between the Maxwell and electrostatic solutions is the fact that the field variations away from the plasma tip are always monotonous in the electrostatic case while it is not true in the electromagnetic case. In Fig. 5.8 (c), corresponding to \( t=80 \) ns, the differences between the electromagnetic and electrostatic calculations are large and the field from the Maxwell-plasma model is significantly smaller than the field from the electrostatic approximation. Note that this case corresponds to a streamer length slightly larger than \( \lambda/2 \), and to a situation where the field at the streamer tip is close to its minimum in time, as can be seen on Fig. 5.5. We will see below that because of resonant effects, the fields at the plasma tip and inside the plasma undergo some oscillations in a way that cannot be predicted by the electrostatic approach.
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Fig. 5.8: Comparisons between profiles along the streamer axis, of the calculated electric field from Maxwell equations (EM) and in the electrostatic approximation (ES) (a) for a given Gaussian plasma density of maximum \( 5 \times 10^{21} \) m\(^{-3} \) and standard deviation \( \lambda/100 \); (b) for the self-consistent plasma density obtained from the Maxwell-plasma model at time \( t=48 \) ns in the conditions of Fig. 5.3-Fig. 5.5; (c) same as (b) for \( t=80 \) ns.

### V.3 Effects of recombination and resonant effects

We have seen in the previous chapters that recombination has a important effect on the filamentary patterns, so it is interesting to look at the effect of recombination on a single microwave streamer.

Resonant effects for specific lengths (multiples of \( \lambda/2 \)) of the streamer in mentioned in several papers published by Russian groups. Such effects can be expected since a plasma filament can be seen by the wave as a small wire antenna. We will see in this section that one must take into the fact that the plasma filaments are not perfect conductor, when considering these resonant effects.

#### V.3.1 Effect of recombination

Recombination has been neglected in the calculations of Fig. 5.3 and Fig. 5.4. Although this is reasonable if the results are scaled to lower pressure (keeping the same frequency over pressure ratio, \( F/p \), as described above), recombination limits the density growth at high pressure. Fig. 5.9 shows a comparison between the plasma density profiles calculated at 110
GHz, 760 torr, without and with electron-ion recombination, plotted at times where the lengths of the streamers are identical in both cases (recombination coefficient taken as $10^{-13}$ m$^3$/s).

![Diagram showing plasma density distributions](image)

**Fig. 5.9:** Comparisons between the calculated plasma density distributions (1) without, and (2) with recombination, at times, (1), $t=175$ ns, and (2), $t=225$ ns, in the conditions of Fig. 5.3.

We see that the maximum plasma density is about 3 times larger in the case without recombination. Also the elongation velocity of the streamer is larger without recombination (propagation length of about 1.5 mm in 175 ns without recombination and in 225 ns with recombination). This is because the larger streamer density in the case without recombination leads to a larger field at the streamer tip.

### V.3.2 Resonance between the streamer and incident microwave

We have seen in the previous sections that the electric field at the streamer tip oscillates in time, leading to oscillations in the streamer elongation velocity, and, possibly, for fields only slightly above the critical field to the end of the filament growth.

Experimental observations have also mentioned that the microwave streamer stops growing when its length reaches about half wavelength $\lambda/2$ \cite{1}. Other papers also mention that because of resonant effects, the streamer length cannot exceed $\lambda/2$ \cite{7}, and that filament branching takes place when the streamer length reaches $\lambda/2$. The advantage of the simple and ideal geometric configuration of our simulation, which cannot be achieved practically in experiments, i.e., two plane wave injected from both side of the simulation domain, is that the applied field is perfectly uniform in the y direction, seen in Fig. 5.2, so that the elongation of the streamer in the y direction is not affected by geometric effect, such as the configuration of open cavity with two spherical mirrors in Fig. 5.1.

The above simulation results tend to show that if the applied field is sufficiently overcritical, e.g. in the case where $E_0$ are 2.5 and 3 MV/m, the applied incident rms fields 3.5 and 4.2 MV/m, while the breakdown field is around 2.5 MV/m in air at atmospheric pressure, and under the approximations of our model, the streamer length can exceed $\lambda/2$ and that it is only for low “over criticality” that the streamer growth may stop.
The value of $\lambda/2$, mentioned in the literature as a limit for streamer growth is however not very clear and this point is discussed below. It is well known that a dipole antenna formed by two conductor elements placed back to back and driven by a sinusoidal current allows optimum radiation because of resonance effects when its length is $\lambda/2$, i.e. $\lambda/4$ for each conductor element. We therefore could expect the field at the streamer tip to be maximum and not minimum when its length is close to $\lambda/2$, in which case the extension velocity of the streamer would be maximum and there is no clear reason why the streamer would stop growing. To understand this apparent contradiction, it is very instructive to look at the calculated maximum field at the tips of a given “wire-like” plasma element. The considered wire-like plasma element in the simulation is the equivalent, in a 2D rectangular geometry, of a cylinder with spherical ends, filled with a uniform, given plasma density. The thickness of the “cylinder” was $\lambda/20$ in the calculations. Fig. 5.10 shows this field as a function of the “plasma wire” length. The collision frequency is supposed to be the same as in air at atmospheric pressure. For this given plasma element, it is possible to solve Maxwell’s equations in the same geometry as in the calculations above (Fig. 5.2) and to deduce the field distribution resulting from the incident fields and the field scattered by the plasma element. The calculations of Fig. 5.10 have been performed for different values of the plasma density, from $10^{21}$ m$^{-3}$ to $10^{23}$ m$^{-3}$, and also in the case where the plasma element is replaced by a metallic element. We see that, depending on the plasma density, the field at the tip is maximum for different lengths of the “plasma wire”, e.g. from $0.2\lambda$ for a plasma density of $6\times10^{21}$ m$^{-3}$ to a little bit more than $0.3\lambda$ for a plasma density of $10^{23}$ m$^{-3}$. For a perfect metal, the maximum field at the tip occurs when the wire length is about $0.4\lambda$. This last value is consistent with the experiments performed by Aleksandrov et al. \cite{11}, where the field at the tip of a metallic vibrator or wire, was measured as a function of its length. The results of these authors show that the field presents a maximum for a length around $0.4\lambda$, and that the exact value of the optimum length also depends on the wire thickness.

This result is not inconsistent with the well known resonance of a dipolar antenna at $0.5\lambda$. From the Maxwell calculations in the case of a metallic wire in Fig. 5.11, we can also deduce the amplitude of the current flowing through the wire in its middle. Note that the calculations are performed in a 2D rectangular configuration so the plasma or metal element is not really a wire but is a slab with infinite dimension in the direction perpendicular to the simulation domain of Fig. 5.2.

The calculated current presents, as expected, a maximum for a wire length of $0.5\lambda$. In other words, these results show that resonance and optimum radiation of the wire occur at $\lambda/2$ but that this does not correlate exactly with maximum of the field at the tip in the case of a metal, and even less in the case of plasma with finite conductivity.
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Fig. 5.10: (a) Calculated field (normalized by the anode field) at the tip of a “plasma wire” (thickness $\lambda/20$ with given constant plasma density) as a function of its length normalized $L/\lambda$ in the same arrangement as Fig. 5.2. The field calculated for a metal wire is also represented. (b) Electric field at the tip of a metal wire, and amplitude of the current flowing through the wire in its middle as a function of the wire length.

Fig. 5.11: rms electric field at the streamer tip as a function of streamer length for a “plasma wire” with constant electron density (triangle symbols) and for a simulated streamer development with incident fields of 2.5 MV/m (the plotted field is normalized to the anode field, 3.5 MV/m).

From the results of Fig. 5.6 showing the streamer length and electric field at the streamer tip as a function of time, we can deduce the field at the streamer tip as a function of the streamer
length. This is shown in Fig. 5.11 in the case of an incident field of 2.5 MV/m, and compared with the calculations of Fig. 5.10 (a) in the case of a plasma cylinder with a constant density of $6 \times 10^{21} \text{m}^{-3}$. The maximum in the tip electric field is shifted toward larger streamer lengths in the case of the “real” streamer because the plasma density is small during the early stage of the streamer growth. When the plasma density in the streamer reaches values on the same order as in the case of the fixed density ($6 \times 10^{21} \text{m}^{-3}$), the two curves are much closer to each other. The maximum field at the streamer tip occurs for a length around $0.4 \lambda$ while the minimum occurs around $0.6 \lambda$. This shows that it is difficult to predict the exact streamer lengths corresponding to the first maximum and minimum in the electric field in the streamer head and that $\lambda/2$ does not necessarily correspond exactly to the maximum, or to the minimum.

V.4 Conclusion

The formation and elongation of microwave streamers in a direction parallel to the incident electric field is studied numerically by isolating a single streamer with a standing wave created at the intersection of two linearly polarized waves with opposed wave vectors. The numerical model is based on Maxwell’s equations coupled with the quasineutral plasma model with effective diffusion described in the previous chapters. The simulations show the formation of a plasmoid that elongates in the direction of the incident electric field by a diffusion-ionization mechanism and becomes a plasma filament or microwave streamer. Because of the large plasma density in the streamer channel the field at the streamer tip is significantly enhanced and is responsible for the quick elongation of the streamer in the direction of the incident field. The elongation velocity of the streamer is on the order of, or less than a few 10s km/s for rms fields less than twice the critical field in air at atmospheric pressure. In contrast with the cathode streamer in a DC case, photo-ionization is not essential or dominant mechanism controlling streamer propagation in a microwave field.

The strength of the enhanced field in the streamer head oscillates in time during the streamer elongation, leading to oscillations in the streamer velocity, and, possibly, to the end of the streamer growth at a length between $\lambda/2$ and $\lambda$. These oscillations are associated with resonant effects although the exact streamer lengths corresponding to maxima and minima of the field in the streamer head are difficult to estimate and depend on the particular conditions. The simulations show that the streamer length can exceed $\lambda/2$ if the applied field is large enough (in the limits of our model assumptions). In any case, the possible end of the streamer growth does not take place under resonant conditions (in that case the field at the streamer tip and its elongation velocity would be close to their maximum value), but in the opposite conditions of minimum field at the streamer tip. Accurate experiments on single, isolated streamers with up-to-date fast imaging techniques would be extremely useful to validate the model predictions.

Note that although the increase in gas temperature in a microwave streamer at high pressure can be very fast because of the large energy absorption, and gas heating can lead to the generation of a shock wave that will decrease the neutral density in the streamer channel and completely modify the charged particle balance, the decrease of the gas density due to the shock wave takes place over longer times and the simulations performed in this work were restricted to time durations shorter than this characteristic time. Thus the effect of gas heating has not been considered in this thesis work. Previous published experimental works indicate that branching of the microwave streamer takes place when the gas depletion due to gas heating starts to play an important role.
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General conclusions

Microwave breakdown discharges in an open space at high pressure have been investigated experimentally since the 1980s in Russia, and more recently with fast imaging techniques in experiments performed at MIT with a 110 GHz gyrotron. The experimental observations show that a self-organized multi-streamer array forms and propagates towards the incident microwave source with a high velocity after breakdown. The detailed dynamics of the plasma and the formation of self-organized filamentary structures immediately after microwave breakdown are however not clearly understood qualitatively and quantitatively.

The objectives of this thesis were to study the physics of the plasma dynamics after microwave breakdown at high pressure in air, by developing a physical and numerical model able to reproduce the experiments and provide a basis for a better understanding of the observed phenomena. For this purpose, a quasineutral fluid model of the discharge plasma interacting with the microwave field has been developed. The aim was to build a plasma model containing the essential “ingredients” to reproduce and explain the experiments. It was therefore natural to start with the simple quasineutral diffusion-ionization-recombination density equation that is classically used to determine the conditions for microwave breakdown. One of the conclusions of this work is that this simple model, when coupled to Maxwell’s equations, and provided that the diffusion term of the density equation is carefully defined, is also sufficient to describe the plasma dynamics and formation of self-organized structures that take place after breakdown and are observed experimentally.

We have shown that the expansion of the collisional plasma after microwave breakdown is controlled by diffusion-ionization mechanisms. In contrast with DC breakdown at atmospheric pressure, leading the formation of DC streamers, electron drift does not play an essential role in microwave breakdown. Therefore, in a first order model of the charged particle transport, the density equations can be averaged over one cycle of the microwave field, leading to a zero contribution of the drift terms. Assuming quasineutrality, the transport model for the plasma density reduces to a diffusion equation with a source term including ionization, attachment, and recombination. We assumed that the complex chemistry that can take place in a high pressure discharge in air was not essential in our conditions and for the time scales considered. An important issue was the determination of the diffusion coefficient. Diffusion of quasineutral collisional plasma is usually ambipolar and described by an ambipolar diffusion coefficient. We have shown that assuming that the whole plasma diffuses with a global ambipolar diffusion coefficient was not satisfactory for our problem and that a model based on this assumption was not able to reproduce the experiments (contrary to the conclusions of a paper published in 2009 in Phys. Rev. Lett.\textsuperscript{[1]}). The reason is that the expansion of the collisional plasma is associated with diffusion-ionization mechanisms taking place at the edge or the front of the plasma. In this region the plasma density is low and therefore diffusion is not ambipolar but is free and therefore controlled by the electron free diffusion coefficient. We derived heuristically a local effective diffusion coefficient that is able to describe the continuous transition from free electron diffusion at the plasma edge, to ambipolar diffusion in the plasma bulk (chapter II). We proved in chapter III the validity of this heuristic effective diffusion coefficient by developing a more accurate drift-diffusion-Poisson model that can self-consistently describe the charged particle transport (without
assuming quasineutrality), and comparing numerical results obtained with this model, with results obtained from the quasineutral density equation with effective diffusion. These comparisons were performed in chapter III under 1D conditions both in the case of constant ionization and when the full interaction of the plasma with an incident electromagnetic wave was taken into account. In the latter case, the 1D results showed the formation of an oscillatory spatial structure of the plasma front, with a characteristic distance between maxima and minima of the density on the order of or less than a quarter wavelength, $\lambda/4$.

The 2D numerical model was based on a simple explicit solution of the plasma equation, coupled with a Finite-Difference Time-Domain solution of the Maxwell’s equations. The plasma in Maxwell’s equations appears in the electron current density term of the Maxwell Ampere equation. The electron mean velocity in this term was obtained from a simple, gradient free, momentum transfer equation (leading to the usual Drude model). Numerically, and because of the very sharp density gradients, it was necessary, under some conditions, to use a very fine grid, on the order of $\lambda/1000$ where $\lambda$ is the wavelength, which is quite unusual when solving Maxwell’s equations. A parallelized version of the Maxwell solver was developed in the GREPHE group and used in some of the simulations presented here.

2D simulations were performed in chapter IV both in the $(E, k)$ and $(H, k)$ planes for a linearly polarized TEM plane wave, under the conditions of the MIT experiments that showed the formation, after breakdown, of self-organized filamentary structures propagating toward the microwave source. The simulations also showed the formation of self-organized plasma filaments apparently moving toward the source, with a strikingly good qualitative agreement with the experiments. The characteristic dimensions and propagation velocities of the self-organized structures were in good quantitative agreement with the MIT experiments. The only parameter that could be adjusted in the simulation and that could significantly change the pattern structure was the electron-ion recombination coefficient. The simulations allow a clear understanding of the plasma dynamics and filamentary structure formation. An initial plasmoid develops around a group of seed electrons and stretches in the direction of the electric field due to the field enhancement at its tips, associated with polarization effects. At the same time, wave reflection by the front plasma filament leads to the formation of standing waves ahead of the filament in the direction $-k$, toward the source. The electric field is lower at the filament edge on the source side, increases away from the filament in the $-k$ direction and reaches the maximum at the antinode. This leads to maximum of the ionization rate ($n\nu_i$) away from the plasma edge, on and/or off the domain axis, giving rise to the formation of new filaments ahead of the previous one through diffusion-ionization mechanisms. The plasma filamentary pattern is the result of the complex interaction between the scattered field pattern and the resulting filamentary pattern through the non-linear diffusion-ionization front propagation mechanism. The sharpness or width of the filamentary edge and the propagation velocity are, as expected, strongly dependent on the reduced incident field ($E'/p$) and pressure. The recombination coefficient has a strong influence of the pattern structure but not on the propagation velocity. The pattern tends to become smeared-out when the electron-ion recombination coefficient becomes larger or when the incident field is close to the critical field. The filamentary structure also disappears for air pressure below 400 torr under the same reduced incident effective field.

Because of field enhancement at the tips of the filaments, the velocity of the filament elongation along the incident electric field is much larger than the propagation velocity of the filamentary plasma array toward the source. The latter is on the order of 10 km/s, in
agreement with the experiments for a field about 50% above the critical value, and increases nonlinearly with the electric field. The distance between filaments is on the order of but smaller than the distance $\lambda/4$ between nodes and antinodes of the standing wave field. Both 1D and 2D results illustrate that the distance between filaments tends to decrease with increasing incident field amplitude. For the high frequency (110 GHz) microwave considered in the MIT experiments and in the simulations performed in this thesis, the relatively small distance between nodes and antinodes of the standing wave associated with the small electron diffusion at high pressure make the jump-like propagation possible. The plasma density in the front filament is significantly larger than the cut-off density $n_c \nu \omega$.

The filament formation and elongation in the electric field direction has been studied in details in chapter V by isolating a single streamer at the maximum field of a standing wave created at the intersection of two linearly polarized TEM plane waves with opposed wave vectors. Because of polarization effects, the $E$ field is enhanced at the poles of the initial plasmoid in the direction parallel to the incident field. The simulations show that, due to this field enhancement, the plasmoid elongates in the direction of the incident electric field by a diffusion-ionization mechanism and becomes a plasma filament or microwave streamer. Because of the large plasma density in the streamer channel the field at the streamer tip is significantly enhanced and is responsible for the quick elongation of the streamer in the direction of the incident electric field. The elongation velocity of the streamer is on the order of several 10s km/s for a total rms field less than twice the critical field. Photo-ionization does not seem to be an essential mechanism controlling streamer elongation or propagation along the direction of the incident electric field. The fact that electrons that could be generated by photoionization ahead of the streamer tips and multiplying in the high field do not drift toward the tips, in contrast with the case of a DC cathodic streamer, makes the photoionization mechanism less important in the microwave case. The enhanced field strength in the streamer head oscillates in time during the streamer elongation, leading to oscillations in the streamer velocity, and possibly to the end of the streamer growth at a length between $\lambda/2$ and $\lambda$. These oscillations are associated with resonant effects although the exact streamer lengths corresponding to maxima and minima of the field in the streamer head are difficult to estimate and depend on the particular conditions. The simulations show that the streamer length can exceed $\lambda/2$ if the applied field is large enough.

Although the increase of gas temperature in the microwave streamer at high pressure can be very fast because of the large energy absorption, and gas heating can lead to the generation of a shock wave that will decrease the neutral density in the streamer channel and completely modify the charged particle balance, the decrease of the gas density due to the shock wave takes place over a longer time and the simulations preformed in this work were restricted to time durations shorter than this characteristic time. Thus the effect of gas heating has not been considered in this thesis work. Previous experimental works seem to indicate that branching of the microwave filaments is enhanced when gas heating and gas depletion become important. A natural continuation of this work would be to include the effects of gas heating and decrease of the gas density on the plasma dynamics after breakdown. This would imply the coupling of the plasma-Maxwell model with Navier Stockes equations.

Finally we note that all the simulations in this work were performed with an incident frequency of 110GHz under atmospheric pressure. When electron-ion recombination is zero and the effect of gas heating is negligible, classical discharge similarity laws apply and the
results presented in this work can be easily scaled to lower frequency and lower pressure if \( E/p \) and \( F/p \) are kept constant.
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Appendix A

Discretization of the drift-diffusion-Poisson system

A1. Drift-diffusion-Poisson system

The drift-diffusion-Poisson system for a mixture of positive ions and electrons can be written as:

\[
\frac{\partial n_e}{\partial t} + \nabla \cdot (u_{de} \cdot n_e - D_e \nabla n_e) = S \tag{A1}
\]

\[
\frac{\partial n_i}{\partial t} + \nabla \cdot (u_{di} \cdot n_i - D_i \nabla n_i) = S \tag{A2}
\]

\[
-\nabla \cdot (\varepsilon \Phi) = \varepsilon (n_i - n_e) \tag{A3}
\]

S is the source term, and can be defined as: \( S = \nu \cdot n_e - r_e n_e n_i \). \( u_{de} \) and \( u_{di} \) are the electrons and ions drift velocities \( u_{de} = -\mu_e E_{sp} = \mu_e \nabla \Phi \) and \( u_{di} = \mu_i E_{sp} = -\mu_i \nabla \Phi \), in which \( \Phi \) is the electrostatic potential.

A2. 2D uniform spatial grid and configuration definition

A 2D Cartesian uniform grid, with equally spaced intervals \( \Delta x \) and \( \Delta y \), was used in our simulations to solve the equations (A1)-(A3), as seen in Fig. A.1. The material properties can be defined in every separate grid cell, i.e., a cell can be filled with discharge gas, with electrode material, or with dielectric material. In this way, an arbitrarily shaped discharge in free space or surrounded by electrodes and dielectric materials can be defined. The plasma transport equations (A1) and (A2) are solved in the gas areas, while Poisson’s equation (A3) is solved on the entire grid, except inside the electrodes.

Fig. A.1: Spatial grid for the numerical solution of the equations. All scalars are evaluated at the grid points marked with solid circles, \( x \)-components of vectors at the points marked with open circles, and \( y \)-components of vectors at the points marked with open squares.
Let the $x$ and $y$ positions of the grid points be referred by two lower indices, where $x_{i+1,j} = x_{i,j} + \Delta x$ and $y_{i,j+1} = y_{i,j} + \Delta y$. The scalar quantities $X(x, y)$ are represented by their values $X_{i,j}$ at the grid point, and all vector quantities $\mathbf{X}(x, y)$ by the values of their Cartesian components $X_{x, i+1/2, j}$ and $X_{y, i, j+1/2}$ exactly midway between the grid points, see illustration in Fig. A.1. The value of a scalar quantity midway between the grid points is taken to be the average of its values at the vicinal grid points. Next both the transport equations and Poisson’s equation are spatially discretized on the grid points defined above.

### A3. Scharfetter-Gummel discretization for transport equations

Consider the general form of the transport equations with a drift-diffusion flux:

$$\frac{\partial n}{\partial t} + \nabla \cdot \Gamma = S.$$  

(A4)

It can be discretized in time with a semi-implicit scheme,

$$\frac{n^{k+1} - n^k}{\Delta t} + \nabla \cdot \Gamma \left( n^{k+1}, E_{sp}^k \right) = S,$$  

(A5)

with $\Delta t$ the time step, source term $S = \nu_e n_e^k - r_e n_e^{k+1} n_i^k$ for electrons, and $S = \nu_i n_i^k - r_i n_e^k n_i^{k+1}$ for ions.

The transport term can be spatially discretized as follow:

$$\left( \nabla \cdot \Gamma \right)_{i,j} = \frac{\Gamma_{x,i+1/2,j} - \Gamma_{x,i-1/2,j}}{\Delta x} + \frac{\Gamma_{y,i,j+1/2} - \Gamma_{y,i,j-1/2}}{\Delta y}.$$  

(A6)

In order to calculate the density in this transport term implicitly, as is required by the time integration scheme (A5), a discretized expression for the drift-diffusion flux has to be substituted. For this purpose, the exponential scheme of Scharfetter and Gummel can be employed.

The coefficients of the exponential scheme are obtained by considering the flux expression as a first order differential equation for the density and the drift velocity $u_d$ diffusion coefficient and flux as constant over the cell. Taking the $x$-component for example,

$$\Gamma_x = u_d n - D \frac{\partial n}{\partial x}.$$  

(A7)

By defining $z_x = u_d \Delta x / D$, equation (A7) can be written as:

$$\frac{\partial n}{\partial x} - \frac{z_x}{\Delta x} n = \frac{\Gamma_x}{D},$$  

(A8)

The solution of this classical first order differential equation is:
$n = C \exp \left( \frac{z_x}{\Delta x} \right) + \frac{\Gamma}{u_{dc}}.$  \hspace{1cm} (A9)

with $C$ a coefficient determined by the boundary conditions at the edges of the grid cell. Applying the expression of (A9) for the density at the grid points $i$ and $i+1$ gives the expression for the $x$-component flux at the midway between two grid points

$$\Gamma_{x,i+1/2,j} = \frac{u_{dx,i+1/2,j}^k}{1-\exp(-z_{x,i+1/2,j})} n_{i,j}^{k+1} + \frac{u_{dx,i+1/2,j}^k}{1-\exp(z_{x,i+1/2,j})} n_{i+1,j}^{k+1}. \hspace{1cm} (A10)$$

This scheme supports large density gradients, opposed to the central difference scheme. After the substitution of the exponential scheme (A10) for the flux, the discretized transport equation (A5) has a form of five-point equation:

$$a_{i,j}^e n_{i+1,j}^{k+1} + a_{i,j}^w n_{i-1,j}^{k+1} + a_{i,j}^n n_{i,j+1}^{k+1} + a_{i,j}^i n_{i,j-1}^{k+1} + a_{i,j}^c n_{i,j}^{k+1} = A_{i,j}, \hspace{1cm} (A11)$$

a linear equation that relates the density in a grid point to the densities in the four vicinal grid points. The east, west, north, south, central, and source coefficients of equation (A11) are given respectively by

$$a_{i,j}^e = \frac{\Delta t}{\Delta x} \frac{u_{dx,i+1/2,j}^k}{1-\exp(z_{x,i+1/2,j})}, \hspace{1cm} (A12)$$

$$a_{i,j}^w = -\frac{\Delta t}{\Delta x} \frac{u_{dx,i-1/2,j}^k}{1-\exp(-z_{x,i-1/2,j})}, \hspace{1cm} (A13)$$

$$a_{i,j}^n = \frac{\Delta t}{\Delta y} \frac{u_{dy,i,j+1/2}^k}{1-\exp(z_{y,i,j+1/2})}, \hspace{1cm} (A14)$$

$$a_{i,j}^s = -\frac{\Delta t}{\Delta y} \frac{u_{dy,i,j-1/2}^k}{1-\exp(-z_{y,i,j-1/2})}, \hspace{1cm} (A15)$$

$$a_{i,j}^c = 1 + r_a n_{i,j}^k - a_{i-1,j}^e - a_{i+1,j}^w - a_{i,j-1}^n - a_{i,j+1}^s, \hspace{1cm} (A16)$$

$$A_{i,j} = n_{i,j}^k \left( 1 + \Delta t n_{i,j}^k \right), \hspace{1cm} (A17)$$

and in (A16) $n = n_e$ for electron transport equation and $n = n_i$ for ion.

### A4. Semi-implicit discretization for Poisson’s equation

If charged particles transport equations and Poisson’s equation were solved successively in time (i.e. in an explicit way), there is a strong constraint on the time step associated with the Maxwell relaxation time.
Poisson’s equation can be treated in a semi-implicit way as follows:

\[-\nabla \cdot (\varepsilon \nabla \Phi^{k+1}) = e \left( \tilde{n}_i^{k+1} - \tilde{n}_e^{k+1} \right) , \tag{A18}\]

with \( \tilde{n}_i^{k+1} \) an estimate for \( n_i^{k+1} \), arising from the transport equation (A4); we can write

\[\tilde{n}_i^{k+1} = n^k + \Delta t S - \Delta t \nabla \cdot \left( \mu_e n^k \nabla \Phi^{k+1} - D \nabla n^k \right) . \tag{A19}\]

Associating with (A19), equation (A18) can be rewritten as:

\[-\nabla \cdot (\varepsilon \nabla \Phi^{k+1}) = e \left( n_i^k - n_e^k \right) + e \Delta t \nabla \cdot \left( \left( -\mu_e n_i^k - \mu_e n_e^k \right) \nabla \Phi^{k+1} \right) + e \Delta t \nabla \cdot \left( D_e \nabla n_i^k - D_e \nabla n_e^k \right) , \tag{A20}\]

eliminating diffusion terms on the left hands side with

\[\frac{n_i^k - n_i^{k-1}}{\Delta t} + \nabla \cdot \left( \varepsilon \mu_n \nabla \Phi^{k} - D \nabla n^k \right) = S , \tag{A21}\]

a semi-implicit scheme for Poisson’s equation is finally obtained as

\[-\nabla \cdot (\varepsilon \chi^k \nabla \Phi^{k+1}) = e \left[ \left( 2n_i^k - n_i^{k-1} \right) - \left( 2n_e^k - n_e^{k-1} \right) \right] - \nabla \cdot (\varepsilon \chi_e^{k+1} \nabla \Phi^{k}) , \tag{A22}\]

with \( \chi_e^k = \frac{\Delta t}{\varepsilon} \left( \mu_e n_i^k + \mu_e n_e^k \right) = \frac{\Delta t}{\tau_d} \) the ratio of time step and dielectric relaxation time.

With the central spatial difference scheme, (A22) is also discretized into a five-point equation

\[a^e_{i,j} \Phi_{i+1,j}^{k+1} + a^e_{i,j} \Phi_{i-1,j}^{k+1} + a^n_{i,j} \Phi_{i,j+1}^{k+1} + a^n_{i,j} \Phi_{i,j-1}^{k+1} + a^e_{i,j} \Phi_{i,j}^{k+1} = A_{i,j} , \tag{A23}\]

with coefficients given by
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\[ a_{i,j}^e = \frac{\varepsilon \left(1 + \varepsilon \chi_{e,i+1/2}^k\right)}{\Delta^2 x}, \quad (A24) \]

\[ a_{i,j}^w = \frac{\varepsilon \left(1 + \varepsilon \chi_{e,j-1/2}^k\right)}{\Delta^2 x}, \quad (A25) \]

\[ a_{i,j}^n = \frac{\varepsilon \left(1 + \varepsilon \chi_{e,j+1/2}^k\right)}{\Delta^2 y}, \quad (A26) \]

\[ a_{i,j}^s = \frac{\varepsilon \left(1 + \varepsilon \chi_{e,j-1/2}^k\right)}{\Delta^2 y}, \quad (A27) \]

\[ a_{i,j}^c = -a_{i,j}^e - a_{i,j}^w - a_{i,j}^n + a_{i,j}^s, \quad (A28) \]

\[ A_{i,j} = e \left[ \left(2n_e^k - n_e^{k-1}\right) - \left(2n_i^k - n_i^{k-1}\right) \right] \theta_{i,j} \]

\[ + \frac{\varepsilon \chi_{e,i+1/2}^{k-1}}{\Delta^2 x} \Phi_{i-1,j}^k + \frac{\varepsilon \chi_{e,i+1/2}^{k-1}}{\Delta^2 x} \Phi_{i+1,j}^k \]

\[ + \frac{\varepsilon \chi_{e,j+1/2}^{k-1}}{\Delta^2 y} \Phi_{i,j-1}^k + \frac{\varepsilon \chi_{e,j+1/2}^{k-1}}{\Delta^2 y} \Phi_{i,j+1}^k \]

\[ + \left[ \frac{\varepsilon \chi_{e,i+1/2}^{k-1}}{\Delta^2 x} - \frac{\varepsilon \chi_{e,j+1/2}^{k-1}}{\Delta^2 x} - \frac{\varepsilon \chi_{e,j+1/2}^{k-1}}{\Delta^2 y} + \frac{\varepsilon \chi_{e,j+1/2}^{k-1}}{\Delta^2 y} \right] \Phi_{i,j}^k. \quad (A29) \]
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Appendix B

Modified Strongly Implicit method for five-point equations

The discretizations of transport equations and Poisson’s equation are sets of linear five-point equations

\[ a_{i,j}^a u_{i+1,j} + a_{i,j}^n u_{i-1,j} + a_{i,j}^s u_{i,j+1} + a_{i,j}^w u_{i,j-1} + a_{i,j}^e u_{i,j} = A_{i,j}. \]  

(B1)

The Modified Strongly Implicit (MSI) iterative method developed by Schneider and Zedan is a more implicit method than the well known Successive Over Relaxation (SOR) method. Besides being extremely simple to implement, this iterative method is also very efficient and usually much more powerful than SOR.

In the MSI method, the following coefficients are calculated for every grid point firstly:

\[ b_{i,j} = \frac{a_{i,j}^e}{1 - \alpha f_{i,j-1} f_{i+1,j-1}}, \]  

(B2)

\[ c_{i,j} = -b_{i,j} f_{i,j-1}, \]  

(B3)

\[ d_{i,j} = \frac{a_{i,j}^w - b_{i,j} g_{i,j-1}}{1 + 2\alpha g_{i,j-1}}, \]  

(B4)

\[ \phi_{i,j}^1 = c_{i,j} f_{i+1,j-1}, \]  

(B5)

\[ \phi_{i,j}^2 = d_{i,j} g_{i-1,j}, \]  

(B6)

\[ e_{i,j} = a_{i,j}^c - b_{i,j} h_{i,j-1} - c_{i,j} g_{i+1,j-1} - d_{i,j} f_{i+1,j} + 2\alpha \left( \phi_{i,j}^1 + \phi_{i,j}^2 \right), \]  

(B7)

\[ f_{i,j} = \frac{a_{i,j}^e - c_{i,j} h_{i+1,j-1} - 2\alpha \phi_{i,j}^1}{e_{i,j}}, \]  

(B8)

\[ g_{i,j} = \frac{d_{i,j} h_{i-1,j}}{e_{i,j}}, \]  

(B9)

\[ h_{i,j} = \frac{a_{i,j}^n - \alpha \phi_{i,j}^2}{e_{i,j}}, \]  

(B10)

with \( \alpha \) a parameter which can be set between 0 and 1.
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Then, an iteration procedure is followed to improve an estimated solution for \( u \). Each iteration requires four steps:

1. Calculating the residual vector \( r \),

\[
r_{i,j} = A_{i,j} - a_{i,j}^+ u_{i+1,j} - a_{i,j}^- u_{i-1,j} - a_{i,j}^* u_{i,j+1} - a_{i,j}^* u_{i,j-1} - a_{i,j}^+ u_{i,j}.
\]  
\( \text{(B11)} \)

2. Finding an intermediate vector \( v \) by a forward substitution

\[
v_{i,j} = \frac{r_{i,j} - b_{i,j} v_{i,j-1} - c_{i,j} v_{i+1,j-1} - d_{i,j} v_{i-1,j}}{e_{i,j}}.
\]  
\( \text{(B12)} \)

3. Obtaining the change vector \( \delta \) with a backward substitution of \( v \):

\[
\delta_{i,j} = v_{i,j} - f_{i,j} \delta_{i+1,j} - g_{i,j} \delta_{i-1,j+1} - h_{i,j} \delta_{i,j+1}.
\]  
\( \text{(B13)} \)

4. Redressing \( u \) with \( \delta \):

\[
u_{i,j} = u_{i,j} + \delta_{i,j}.
\]  
\( \text{(B14)} \)

The steps above are repeated until the norm of the residual \( \|r\| \) is small enough to satisfy the convergence criterion

\[
\|r\| < 10^{-6} \left( \|A\| + \|a\| \|u\| \right).
\]  
\( \text{(B15)} \)

Note that the coefficients \( b \) and \( h \) remain unchanged during this process.
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