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Abstract

Ambient Assisted Living is a promising research area. It aims to use information
technologies to assist dependent elderly people on their daily life. The impact of these
technologies could be dramatic for millions of elderly people and for their caregivers. This
research area has developed consistently over the past few years, although slower than
most other applications of the Internet of Things. This is caused by the inner complexity
of Ambient Assisted Living. Indeed, Ambient Assisted Living requires a dynamic under-
standing of the context, as well as the disposal of numerous communication media in
the environment surrounding the end-user. More precisely, researchers face difficulties in
recognizing end-users’ activities, as we can observe in the literature.

My research team have deployed our system in several environments, of which the
most recent includes a nursing home and three houses in France. We adopt a user-centric
approach, where end-users describe what they expect, and share with us their feedbacks
and advices about our system. This approach guided me to identify Activity Recognition
as a critical challenge that needs to be addressed for the usability and acceptability of
Ambient Assisted Living (AAL) solutions.

Thus, the guiding line of this thesis work emerges naturally from the challenges we
encountered during our deployments.

In the beginning of this thesis, I have been facing the practical problem of putting
into place an actual deployment of our system. In this document, I describe the needs
that emerged from our own observations and from the users feedbacks, as well from as
the technical problems we encountered. For each of these problems and needs, I describe
the solution we have selected and implemented.

From our deployments, my team and I were able to collect a large amount of oper-
ating data. I have created a platform to analyze Ambient Assisted Living data, also to
allow rapid prototyping for Activity Recognition. By using this platform, I have observed
problems with Activity Recognition, which is too often misleading and inaccurate.

A first observation is that the sensor events are sometimes disturbed by multiuser
situations, when several persons are active in the home. Activity Recognition in these
conditions is extremely difficult, and during this thesis my scope is solely focused on
detecting multiuser situations, not recognizing activities in such situations.

I then seek to improve the quality of our reasoning engine. To do so, I have looked
more precisely at some incorrect reasoning. I observed that the errors in reasoning come
from the fact that the reasoner tries to be too precise or that, conversely, it infers too
imprecise activities. I therefore propose a method to optimize the reasoning engine, so that
it concludes with the best possible activity among several possible activities, by choosing
the one that offers the best compromise between Precision and the risk of Inaccuracy
in Activity Recognition. It should be noted that this contribution is independent of the
method used for Activity Recognition, and can work with any type of reasoning.




I have formalized the concept of Accuracy, and provided a method to measure the
Accuracy of a reasoning engine. This requires first to observe a ground-truth on the
activity being performed.

This contribution brought me to introduce a hierarchical model for activities. Indeed,
by applying the method described above on a hierarchical model of activities, the reasoning
engine can be calibrated automatically to choose how precise it should be at recognizing
an activity.

It goes without saying that these contributions are formally validated through this
dissertation.

These contributions also lead to interesting perspectives, two of which are presented
in this document, with proof-of-concept implementations.

Keywords

Inference Engine, Rule Factory, Ambient Assisted Living, Elderly People With Mild
Dementia, Ambient Intelligence, Internet of Things, Context-Awareness, Activity Recog-
nition, Semantic Web, Real World Deployments, Accuracy Measurement, Hierarchical
Activities, Pervasive Computing.
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Résumé

L’Assistance Ambiante est un domaine de recherche prometteur qui vise a utiliser les
technologies de I'information pour venir en aide aux personnes dépendantes durant leur
vie quotidienne. L'impact de ces recherches pourrait étre déterminant pour de nombreux
séniors ainsi que pour leurs proches. Cette discipline s’est développée régulierement au
cours des dernieres années, mais tout de méme plus lentement que la plupart des autres
applications de l'internet des objets. Cela est dii a la complexité inhérente a I’ Assistance
Ambiante, qui nécessite une compréhension dynamique du contexte, ainsi que la mise
en place de nombreux média de communication dans le lieu de vie de l'utilisateur. Plus
précisément, les chercheurs rencontrent des difficultés avec 1’étape déterminante de la
reconnaissance d’activité, comme nous le montre la littérature.

Mon équipe de recherche a déployé notre systéme dans plusieurs environnements, le
plus récent consistant en une maison de retraite et trois maisons individuelles en France.
Nous adoptons une approche centrée sur 1'utilisateur, ou l'utilisateur final définit ce qu’il
attend, et nous fournit des réactions et conseils sur notre systéme. De cette maniére, nous
pouvons apprendre de nos déploiements, et obtenir des informations pour répondre aux
défis de I’Assistance Ambiante, y compris la reconnaissance d’activité.

Ainsi, la ligne directrice de cette these émerge des défis que nous avons rencontré durant
nos déploiements. Au commencement de cette these, j’ai été confronté a la problématique
concrete d'un déploiement réel de notre systeme. Je relate donc les besoins que nous avons
vu émerger, par nos propres observations et par les retours des utilisateurs, ainsi que les
problemes techniques que nous avons rencontrés. Pour chacun de ces problemes et besoins,
je décris la solution que nous avons retenu et implémenté.

Une fois le systéme installé, mon équipe et moi-méme avons pu récolter de nombreuses
données sur son fonctionnement. J’ai tout d’abord mis en place une plate-forme d’analyse
de données en Assistance Ambiante, permettant un prototypage rapide lié a la reconnais-
sance d’activité. En tirant profit de cette plate-forme, j’ai observé le probléme posé par
la reconnaissance d’activité, qui est une étape critique, mais trop souvent inexacte dans
ses conclusions.

Pour faire face aux erreurs dans le raisonnement, je formalise la notion d’exactitude
pour la reconnaissance d’activité, et fournit une méthode pour mesurer 'exactitude de
notre moteur de raisonnement. Cela requiert d’abord d’observer une vérité terrain sur
Iactivité en cours, ou a défaut une estimation sur cette activité, d’une source autre que
le raisonneur lui-méme.

Je cherche ensuite a améliorer la qualité de notre moteur de raisonnement. Pour y
parvenir, je m’attache a regarder plus précisément certains raisonnements incorrects. J’y
observe que les erreurs de raisonnement viennent parfois du fait que le raisonneur essaie
d’étre trop précis, ou qu’a I'inverse, il est parfois trop imprécis dans les activités qu’il infere.
Je propose donc une méthode pour optimiser le moteur de raisonnement, de telle maniere

il



a ce qu’il conclue de la meilleure fagon possible parmi plusieurs activités suspectées,
en choisissant l'activité qui offre le meilleur compromis entre sa Précision et le risque
d’Inexactitude de la part du moteur de raisonnement.

Cette contribution me méne a introduire une hiérarchie entre les activités. En effet, en
appliquant la méthode précédente sur un modele hiérarchique d’activités, le raisonneur
est calibré automatiquement, pour choisir a quel niveau de précision il pourra reconnaitre
une activité.

Il va de soi que ces travaux sont validés formellement au sein de cette dissertation.

Ces contributions meénent aussi a I’émergence de perspectives intéressantes, dont deux
sont présentées dans ce document et implémentées en tant que preuve de concept.

Mots-Clés

Moteur d’Inférence, Génération de Regles de Raisonnement, Assistance Ambiante, Per-
sonnes Agées avec Démence, Intelligence Ambiante, Internet des Objets, Compréhension
du Contexte, Reconnaissance d’Activités, Web Sémantique, Déploiements Réels, Mesure
d’Exactitude, Activités Hiérarchique, Informatique Pervasive.
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A child among elders
converses with his ears.

The Impact Of Ambient Assisted Living For
Elderly People

In most cultures around the world, elderly people are wildly respected and play a
significant role.

However, as the life expectancy increases and the population gets older, elderly people
are often put aside of the society. Primarily, many people consider them primarily from a
medical point of view. Others will think of them solely as a potential resource, mentioning
the silver economy. Although medical concern is indeed critical for elders, and although
the silver economy is a real opportunity for the economy, one must primarily consider
elderly people as persons, with a right to dignity.

Building on this last statement, our society must adapt to an ever growing population
of elderly people, and provide them with the assistance they require.

1.1 General Context: An Ageing Population

1.1.1 Facts

Ageing Of The Population

According to the French National Institute of Statistics and Economic Studies (Insee) *
and the United States Census Bureau 2, in 2015 in France, 24.9% of the population is
older than 60 years old, and 9.2% is older than 75 years old (Figure 1.1a). It is expected
that in 2050, 31.4% of the French population will be over 60 years old, and 15.4% will be
over 75 years old (Figure 1.1b). Conversely, 51% of the population is aged 20 to 59 years
old in 2014, against only 45% expected in 2050.

Similar trends can be found in many countries around the world, such as Singapore
(Figures 1.1c and 1.1d) and the countries of the European Union (Figures 1.1e and 1.1f).

1. http://www.insee.fr/fr/themes/document.asp?ref_id=T14F032
2. http://www.census.gov/
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Figure 1.1: Population pyramids around the world

The Situation of Elderly People And Caregivers

To better understand the situation of elderly people, we have conducted a survey in
2014 over 120 elders and their caregivers [1], with questions related to their situation, their
life habits, the problems they experience, and their expectations from assisted services.
Further insights about this survey are presented in Chapter 3.
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Figure 1.2 from our survey shows us that 49% of elderly people are living alone in their
residence (whether they are not married, divorced, or widow). Only 3% of the interrogated
persons were living in nursing homes, or other community centres.

We have also observed that 81% of elderly people had their family caregiver living
under a 10 kilometers distance (Figure 1.3a). On the other hand, 6% of them can be
considered isolated, as their caregivers live at more than 50 kilometers far.

We also see in Figure 1.3b that there are two categories of caregivers: those who live
with the elders (and spend the entire week with them), and those who do not, and help
the elders when they can, that is usually between 0 and 30 hours per week.

In couple

With kins

In community

Alone

Figure 1.2: Persons living with elderly people

0 20 40 60 80 100 120 140 160

(b) Weekly time spent by care-
givers  helping elderly people
(a) Distance between elderly people and caregivers (hours)

Figure 1.3: The relation between elderly people and caregivers
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1.1.2 Medical Insights

Following, I define what is ageing, from a medical point-of-view. I also extend the
definition to pathological ageing and dementia, of which we are particularly interested in
this thesis research.

Ageing

Ageing is an irreversible and inevitable process which increases the vulnerability and
the number of deviations compared to ideal condition. In fact, nearly all the cognitive
functions, the physical strength and the different senses show age-related decline. Among
the changes experienced by ageing population, one can observe limitations in movement
control with longer response time and less precise movements, spatial orientation prob-
lems, perceptual limitations concerning mainly the visual and auditory abilities and a
decrease in processing speed. These changes appear at different rates for different people,
and for different functions.

Based on the above presentation of ageing and related diseases, the process of ageing
can be categorized in three main periods as follow:

Primary Ageing This concerns mainly people aged between 65 and 74 years old. It is
also called normal ageing and refers to the inevitable biological and disease free
changes that are typical among most people as they get older, especially gradual
cognitive and physiological deterioration.

Secondary Ageing Also known as pathological ageing, it concerns developmental
changes related to lifestyle factors and diseases, such as cardiovascular disease or
dementia, for a population often aged between 75 and 85 years old. Such diseases
are generally more frequent with age, but are not universally part of the ageing
process.

Tertiary Ageing It refers to a great increase in physical and cognitive deterioration
with rapid loss in organs and behavioral systems in the months before death. It is
not so much correlated with age, but rather with the approach of death.

Pathological Ageing

Pathological ageing, introduced earlier as secondary ageing, is defined as an unexpected
decline of one or several conditions (cognitive, physiological, social) of a person with
advancing age. It can come forward as an unusual acceleration of changes under the scope
of normal ageing, or as the apparition of changes unrelated to normal ageing. Although
all conditions can be affected by pathological ageing, a particular focus is commonly put
on the cognitive condition.

Mild cognitive impairment characterises a cognitive impairment beyond that expected
for the age and education of a person. It is a transitional stage between normal ageing and
dementia, for which the impairment has no major effect on the performance of Activities
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of daily Living (ADL). It is mainly seen as a risk factor towards dementia but at this
stage, a person’s condition can remain stable or even improve.

Dementia is a syndrome that can be caused by a number of progressive illnesses that
affect memory, thinking, behaviour and the ability to perform everyday activities [2].
Alzheimer’s disease is the most common type of dementia, and other types include vascu-
lar dementia, dementia with Lewy bodies and frontotemporal dementia. The boundaries
between the types are not clear, and a mixture of more than one type is common. Demen-
tia mainly affects older people, although there is a growing awareness of cases that start
before the age of 65. After age 65, the likelihood of developing dementia roughly doubles
every five years.

Dementia And Alzheimer Disease

Dementia is characterized by a progressive deterioration of intellectual and functional
abilities, typically over a period of 7 to 10 years [3] and is classified into 5 stages (3-7)
according to the Global Deterioration Scale [4].

At stage 3, the symptoms can be subtle and the patient can live independently without
assistance. At stages 4 and 5, independent living becomes an issue, and in more advanced
stages of the disease, the situation becomes critical, especially with verbal communication
problems (aphasia), difficulty in identifying objects and persons (agnosia), and high-level
disorder in performing familiar and learned tasks (apraxia). The elder, therefore, needs
continuous support by a caregiver because he or she can no longer perform everyday tasks.

In epidemiology, the prevalence is the proportion of a population found to have a
condition. The prevalence of dementia was estimated to 35.6 million people in 2010 and
this number is nearly doubling every 20 years [5]. A study using a stochastic, multistate
model was used in conjunction with United Nations” worldwide population forecasts and
data from epidemiological studies of the risks of Alzheimer’s disease in order to forecast
the global burden of Alzheimer’s disease by 2050 [6]. This study predicted that by the year
2050, the worldwide prevalence of Alzheimer’s would grow fourfold to 106.8 million. It is
estimated that 48% of cases worldwide are in Asia, and that the percentage in Asia will
grow to 59% by 2050. The World Alzheimer Report 2010 [2] which focuses on the global
economic impact of dementia estimates that the worldwide cost of dementia is USD 604
billions each year.

1.1.3 Opportunities For Dependent Elderly People
FElderly People Living In Their Home

Independent living for elderly people implies a number or upsides and downsides.
Through autonomous living, elderly people maintain their dignity, their self-esteem by
feeling responsible, and receive more stimulation. However, while everyone usually appre-
ciate some autonomy, the excess of it can lead to loneliness and depression. Additionally,
a person living alone is more likely to have accidents, with sometimes dramatic conse-
quences. In case of a fall, it is not unusual for elderly people to spend an entire night on
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the floor, harmed and unable to call for any help.

Paradoxically, whereas a large number of elderly people develop depression and anxiety
by living at home, they will most often refuse to hear about nursing homes [7, 8]. The
intervention of professional caregivers is a good solution to postpone the nursing home
while minimizing the risks for the elder, and take care of the actions they are not able
to do themselves. However, in terms of economy, the solution of professional caregivers is
barely viable. Private health insurance and public services struggle to find an economical
model that would integrate every customers’ need. Elderly people themselves don’t always
have enough financial resources to pay for professional caregivers, nor do their relatives.

Elderly People Going To Nursing Home

Nursing homes suffer from a negative reputation in the public opinion and face many
criticisms. The most profound criticism addressed to nursing homes is that they are
“halfway houses between society and the cemetery” [9]. In western countries the roots
of these criticisms can be found at their very origin, during the industrial revolution in
the nineteenth century [10]. At this time, it was customary for the elderly people to be
taken care by their kins. For those who did not have this chance, they were placed in the
almshouses, that were generally despised by the population and labelled as “warehouses”
for the insane and the invalid ones. Almshouses have later evolved into nursing homes,
and the quality of their services have gradually improved over time in developed countries,
up to an acceptable level. Still, the opinion largely remains.

Even in societies with strong traditions of ageing parents living with children, such as
in Japan, traditional living arrangements are becoming less common [11]. Also, the role of
nursing homes is twofold: it does indeed protect dependent elderly people, as a family could
do, but it also provides heavy medical tools and support within the daily environment,
for those who need it. Such medical tools can hardly be installed in a normal house, and a
full-time medical support is not a practical solution for average-budget people. Therefore,
even in these countries, we see an increasing number of elderly people living in nursing
homes, as the number of dependent people increases.

As for the elderly people themselves, they generally refuse to be placed in nursing
home. It is not unusual to see people entering nursing home after several years of slowly-
evolving mild dependence, and suddenly getting a dramatic degradation of their health
within only a few weeks [12]. It is well-known that many elderly people are placed in
nursing home after they have an accident in their residence; their kins worry because
of the accident, and they choose nursing home as the safest solution. Yet, in many of
these situations, the elderly people still feel able to live in autonomy, and consider the
accident as an isolated event. Thus they don’t understand their kins’ decision, and often
feel betrayed. This is a negative start for their new life within the nursing home, which
partly explains the health degradation mentioned above.

Yet, in France as in many countries, nursing homes have greatly improved their quality
of service, thanks to better regulations and a cultural change that implies a good involve-
ment of the caregivers as well as more concern from the family of the elderly people [13].

8
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From an economical point of view, nursing homes are expensive. In France the monthly
cost for hosting an elderly people in nursing home varies around €2400 per month, and
the resident is charged €1400 per month [14]. It is worth mentioning that the average
retirement income in France is €1300 [15].

1.1.4 Alternative Solution: Staying At Home, With
The Help Of Caregivers

Throughout the ageing process, elderly people gradually lose their abilities to live
independently, while they generally refuse to go to nursing home. In many cases, they are
placed in nursing home not because they are fully dependent, but because certain aspects
of life bring difficulties and risks if they stay in their residence.

It appears that living an independent life is often a better solution for elderly people as
well as for society. However, as the dependence of the elderly people increases, the nursing
home becomes a necessity. But the nursing homes are not a viable solution in terms of
economy, and the transition is often too brutal for the persons. Thus, the transition
towards nursing home should be postponed as much as possible, and made smoother for
elderly people.

The work of caregivers greatly contributes to maintain elderly people at home, and to
reduce the risks. Unfortunately, the help of caregiver does not come without difficulties. In
addition to being costly (about €1000 per month charged to the resident in France [16]),
the support of the caregivers is by nature incomplete, as they can only visit the elderly
people a handful of hours in a day, leaving them vulnerable the rest of the time. Moreover,
the work of caregiver — whether a family member of or a professional — is extremely
hard, often associated with depression and large drop-out rate [17].

The work of Caregiver must be acknowledged, as well as their human involvement,
because it largely improves elderly people’s life. However, in any way, ageing comes with
difficulties, from which suffer the elderly people as well as the caregivers. This is why we
want to emphasis the role that technology can play on elderly people care, through the
development of Ambient Assisted Living.

1.2 Disciplinary Context: Ambient Assisted
Living

In Section 1.1, I have stated my interest in helping elderly people to maintain an
autonomous life, for as long as possible. I have also mentioned the difficulties suffered
by caregivers — whether they are members of the family or professionals — to assist
dependent people.

In the meanwhile, a major revolution is taking place in the numeric ecosystem, that
can be of great use for assisting elderly people. Today the most familiar aspect of this

9
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revolution is known as the Internet of Things (IoT). In fact, the IoT is just one component
of a wider paradigm, named the pervasive computing.

1.2.1 Pervasive Computing

Pervasive computing — equally known as Ubiquitous computing has been first imag-
ined by Mark Weiser in 1991 [18], who had defined it as “The age of calm technology,
when technology recedes into the background of our lives”.

Today, we could define pervasive computing as a software engineering concept where
a user interacts with existing computing devices in different forms, including laptops,
tablets and everyday objects, such as glasses, bed, shower etc. Ubiquitous computing is
considered by Weiser as the third wave in the history of computer [19]. Still according to
Weiser, the first wave was mainframe machines shared by a lot of people, and the second
wave was the personal computer.

This new paradigm is also known as ubiquitous computing, “everywhere”, the physi-
cal computer, haptic computer ? and “things that think”. Pervasive computing is present
in many research topics, including distributed computing, mobile computing, sensor net-
works, human-computer interaction and artificial intelligence [20].

A New Paradigm For Human-Machine Interactions

The Pervasive computing is a new paradigm for Human-Machine Interactions (HMI).
It is opposed with the Desktop model.

In the Desktop model, one human is facing one machine. The communication is ini-
tiated by the user through input devices (keyboard, mouse). The user then receives a
feedback from an output device (screen). In a Desktop, we find several patterns for user
interface, of which the most famous is Window, Icon, Menu, Pointer (WIMP) 4, that
is default in most personal computers. The user needs to discover the interface entry
points, and perform his operations through these entry points. The WIMP interface have
proved a good ergonomic for most users, as well as the hypertext model ®, or sometimes
Command-Line Interface (CLI) ¢ for more advanced users. But by nature, they all suffer
from the same flaw: it is the user needs to adapt to the machine. Although that may
sound like no more than a small annoyance for a majority of users, it may be crippling
for users with physical or cognitive deficiencies.

On the other hand, with the pervasive computing, the user should not adapt to the
machine, but it is rather the machine that will adapt to the user. Computer are no longer
well-bounded machines but rather an interconnected network of geographically distributed
machines, integrated into the environment, with various shapes and capabilities. The
process remains event-driven, but events are triggered by passive sensors, rather than

3. wwuw.worldhaptics.org/Mission

4. https://en.wikipedia.org/wiki/WIMP_(computing)

5. http://wuw.w3.org/WhatIs.html

6. https://en.wikipedia.org/wiki/Command-line_interface
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explicit input devices. Therefore, each machine can activate or not, providing multiple
interaction mediums for the user, depending on his needs.

Today’s challenge is that no well-accepted interface for pervasive computing has
emerged yet, as it is for the WIMP model in the Desktop model. The research for such
interface is underlying every research in pervasive computing, and involves ergonomic as
well as technology.

Scenario

In his visionary paper, Weiser [18] mentioned an interesting use-case of pervasive
computing, which is not so far from today’s reality. He envisions the day of a woman,
named Sal, in a world where pervasive computing has fully reached its potential. On
morning, when Sal starts moving in bed, the house guesses that she will wake up soon,
and prepares a coffee. Newspaper have been integrated with computer, so you can easily
save articles for later reference. Window curtains are opened or closed depending on the
neighbours activities, to maintain privacy. Cars have automatic parking facilities.

The scenario could go on and on, and as Weiser says, at the time he writes this
paper in 1991, “to extrapolate from today’s rudimentary fragments of embodied virtuality
resembles an attempt to predict the publication of Finnegan’s Wake after just having
invented writing on clay tablets.” Today, in 2016, we live the infancy of his vision, and we
can envision more naturally some of the outcomes.

The Internet Of Things

The ubiquitous computing is built upon a network of objects, named the Internet
of Things (IoT). It is important to notice that the “internet” of the IoT refers to an
interconnected network of “things”, and thus does not necessarily have to rely on the
classic Internet Protocol (IP), although it often does. In the rest of this document, I will
use the expression Internet of Things indistinctly, whether the network of object is based
on the IP protocol or not.

The IoT is a natural evolution of electronic devices, as more and more objects gain
network capabilities [21]. In 2008, the number of things connected to the Internet exceeded
the number of people on Earth 7.

Each object in the paradigm of the IoT share at least one of these three essential
attributes:

Sensors Sensors measure and monitor real world activities;

Connection The connection can be achieved through wired cable, WiFi, or any other
wireless protocol. It can connect directly to the Internet, or to another device.

Controllers Controllers process, analyze data received from sensors, and take the deci-
sion as appropriate.

7. http://postscapes.com/infographic-cisco-internet-of-things
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Use-Cases

Arguably the most notorious connected objects today are the smartphones, but I may
also mention the emergence of smart-TV and smart watches. The [oT is also under active
expansion in many niche markets, often inspired by the maker and DIY movements 8. For
instance, we can mention plants that can tweets, flood meters, connected scales, luggage
monitoring, doorbell, smart lights, wifi-enabled kettle, or smart clothes with embedded
Sensors.

The IoT includes other areas of technology, including telemetry, telematics, M2M-
communication (Machine to Machine), smart grids, intelligent transport systems and
laptops.

Impact Of The Internet Of Things

Economic Impact

The Internet of Things is a market with strong growth in the technology sector [22].
IBM opened a new unit dedicated to the IoT, and to working in partnership with the
leaders of this sector AT&T, ARM Holdings, and The Weather Company. Cisco assumes
that the ToT will generate more than $ 1.4 billion in economic benefits for the next 10
years [23], because it will help companies to increase their efficiency and improve their
products and services. Obviously, the popularity of the IoT starts to grow.

There are large mergers and acquisitions in this area. WAVECOME — a company
specialized in developing solutions for GSM / GPRS / CDMA — was acquired by the
company Sierra Wireless, a leading global devices Machine-to-Machine (M2M). Gemalto, a
world leader in digital security acquired Cinterion. One could also mention the acquisition
of Motorola M2M by Telit, global supplier of wireless technology.

Three main actors in the field of IoT, Samsung, Dell and Intel have come together to
design an open source common approaches that can simplify the development of protocols,
software and peripherals within the organization Open Interconnect Consortium ? (Fig-
ure 1.4). The consortium also includes the company Atmel, Broadcom and Wind River.
The main purpose of this organization is the development of interconnection standard
components of IoT system among themselves, regardless of their manufacturers and ob-
jectives (Figure 1). The first task being considered is the creation of a smart home system:
remote control, energy conservation, access to media contacts and digital security.

According to the Open Interconnect Consortium, the requirements for the proper
expansion of the IoT are:

Energetic efficiency For many remote objects, the battery charging is difficult, or even
dangerous. Therefore, these objects should work as long as possible;

Profitability Objects with sensors must be widely distributed, so have a low production
cost;

8. https://en.wikipedia.org/wiki/Makers:_The_New_Industrial_Revolution
9. http://openinterconnect.org/about/
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Figure 1.4: The concepts of the Open Interconnect Consortium Organisation

Reliability Sensors must be reliable, so that they are able to work in real environments,
including sometimes outside.

11 % of French people are already equipped with a connected object, according to an
Ifop poll conducted in November 2013 1°. This is most often a smart bathroom scale, a
watch or a bracelet. Another 12 % of the French plan to own such an object within 3
years. However the new technology adoption by older people is slower and less easy.

Acceptability Of The Internet Of Things For Elderly People

To better understand the perception of older people relative to the smart house a
workshop with 30 leaders on law and services for elderly people was organized in 10 states
in northeastern United States [24]. A variety of features have been identified as potential
barriers, including ease of use, reliability, confidentiality:

1. Doubt on the reliability of the tools (50% of respondents);
2. The feeling of an intrusion in the daily (29%);

3. Distrust about the use of data (24%);

4. The fear of not knowing how to use the object (22%);

5. The fear of addiction, such as for smartphones (10%).

However, despite these barriers, participants generally appreciated the development
and commercialization of these technologies.

1.2.2 Ambient Assisted Living

Among the multiple use cases of pervasive computing, the one use-case I am interested
in is Ambient Intelligence (Aml), and particularly AAL.

10. http://wuw.ifop.com/media/poll/2426-1-study_file.pdf
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Ambient Intelligence

Ambient Intelligence has been defined as “a new vision of how people will interact
with technology. Multiple, connected devices are embedded in the environment, adapting
to, and anticipating our desires. It is above all, a human-centric vision of the future” !

AmlI can be considered as layer built upon pervasive computing, to integrate some in-
telligence into an ubiquitous system. The intelligence takes the form of context-awareness,
and also integrates some adaptive features to the system, where it knows how to react to
the users need. A system of AmI must verify the following properties [25].:

Embedded Multiple networked devices are integrated into the environment;
Context-Aware These devices can recognize the user and his situational context;
Personalized The system can be tailored to the user’s needs;

Adaptive It can change, according to the user’s own evolution;

Anticipatory A Aml system can anticipate the user’s desires, without explicit interac-
tion.

Ambient Assisted Living — Definition

AAL is a subset of AmlI, that applies the principles of Aml for assisted living. It aims to
extend the duration when elderly people — possibly suffering from dementia or disabilities
— can live in their home environment, by increasing their autonomy and assisting them
in carrying out ADLs. The overall objective of AAL is to enhance the quality of life of
elderly people. It can be integrated into many environments, such as a car, a street, or a
house.

Use Cases

AAL has had multiple applications already, that will be listed more extensively in
Chapter 2. Yet, I have found it interesting to include a few use cases in this section, so
that the reader can visualize better the variety of what AAL can do.

AAL can be applied both to indoor and outdoor situations. One may think of a smart
bracelet that would check for vital signs, a geo-location service through a GPS. Smart
medicine box with reminders, smart kitchen to guide persons with diabetes, smart bed to
detect sleep depravation are also defined as AAL applications. Serious-games and social
services could also be integrated into AAL systems, by integrating data gathered with
sensors as feed for the serious game, or by providing context-aware interfaces of social
medias for cognitively deficient users.

11. http://www.ambient-intelligence.net
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A multidisciplinary Approach

AAL is a multidisciplinary approach to assisted living. It involves both technologi-
cal and paramedical components. As for the paramedical, a good AAL system must be
designed to support the end-user’s well-being as well as his safety. It requires a special
attention on his needs, on his capabilities, on ergonomic and on his medical condition. In
terms of technological requirements, in my point of view, AAL systems are composed of
multiple layers:

Hardware components Hardware components can be divided into three types:

Sensors Sensors feed the system’s knowledge of the environment
Processors Processors maintain awareness of the context and take decisions

Actuators Actuators provide a feedback to the user

Communication layer The communication layer spreads messages among multiple ob-
jects.

Software components [ define the following software components for AAL:

— A reasoning engine for context-awareness
— A decision-making engine

— User-interfaces integrated into the actuators

1.2.3 Smart Homes

As we have stated in Section 1.1, our focus is on helping elderly people to stay in their
home for as long as they can. Therefore, our use case for AAL leans towards the creation
of a smart home [26]. Such smart home would assist elderly people in his daily life, advice
them to drink water or take medicine, give them hints of what to do when they wake up,
guide them back to their bed, etc.

Scenario

In his wonderful short-novel “There will come soft rains” — written in 1950 and
published as a part of the “Martian Chronicles”, Ray Bradbury describes an extremely
modern house, that performs a variety of daily tasks to help and entertain its residents.
However, in that story, the house is fully automated, but cannot be considered as smart.
Indeed, the house still performs blindly its routine, and is not aware that its residents are
already long-time dead.

On the opposite, a smart home should be aware of the resident’s context, in order to
provide him with the right service when he is facing a certain situation. If a person is
watching television, and forgets to take his daily medicine, a message could appear on the
television, advising the patient to take his medicines. Another use-case for a smart home
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is to forward the proper information to the proper recipient. For instance, such system
would tell to a doctor that the elderly resident has being suffering from sleep depravation
recently. It may as well alert a family caregiver when a fall is being suspected.

Throughout these examples, I have purposely excluded use cases whose interest is
solely focused towards entertainment or multimedia services. Indeed, although these ap-
plications can also be defined as part of a smart home and AmlI, they do not match the
scope of AAL — except for the case of serious game.

Smart Homes — Requirements

As I have defined in 1.2.1, pervasive computing, and more specifically smart homes,
are based a new paradigm of HMI, where it is the machine which adapts to the end-users.
This brings new challenges in terms of conception, ergonomic and technology.

Among the parameters that need to be considered for the conception of a smart home
are the cost of the system, the simplicity for the user, the security and privacy concerns,
the granularity of the services and their relevance to the user’s profile, the selection of
the output devices, the choice and the granularity of the sensors, the adaptability of the
system in different environments, and its integration in a wider scope, such as a smart-city:

Cost of the system: To really benefit to people, a smart home needs to be sold at a
reasonable price. This excludes cutting-edge sensors and heavy construction work.

Simplicity for the user: AAL solutions are designed for users with cognitive or physi-
cal deficiencies, and most generally to elderly people who often are not familiar with
modern computer systems. Thus, accordingly to the Pervasive Computing specifi-
cations, the smart home needs to offer intuitive interactions with the user, with no
learning curve.

Security and privacy concerns: The purpose of a smart home is to guarantee the
security of its resident. Through the use of sensor, AAL systems gather sensitive
informations. I therefore emphasis the importance of a secure system, as it will be
described in Chapter 4. Additionally, a faulty service can have critical consequence,
(i.e., a false negative where the system does not detect an accident). Thus, a special
attention must be given to the reliability of the reasoning engine.

Adaptability of the system: There are many kinds of residences, from one-room
apartment to big houses. The end-user might be living totally alone or having regular
visits. He might have very regular routines, or might not, etc. Facing this diversity, a
smart home must be extensible to any environment, with a minimal payload when
extending to a new environment. This adaptability has to be found both in the
choice of sensors and services, as well as in the reasoning engine.

Choice of the services: An inclusion process with the elderly people, the family, the
caregivers and the doctors is necessary, in order to determine clearly what are the
needs of the elderly people, and what services could fulfill these needs.
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Choice of output devices: Deeply present in the concept of pervasive computing is
the importance of using the right device, depending on the context. If the end-user
is deaf, it is meaningless to use speakers, nor does it when the end-user is in the
kitchen and the speakers are in the living room. Similarly, a person cooking won’t
be able to use her hand to press a button, and an elderly people with dementia
wouldn’t like to hear a voice at night, coming out of nowhere, even if the intention
is only to guide him to his bed.

Choice of the sensors: The first criteria to guide the choice of sensors in a smart home
is the relevance of the data it will gather. This relevance has to be determined
according to the services offered. The granularity of the gathered data must also
be considered, as too imprecise sensors are meaningless, and too precise sensors
are a waste of resources. One must also pay attention to the acceptability and
privacy; CCTV and microphone are often rejected, for good reasons. Finally, several
practical concerns, such as the wireless capabilities, the autonomy, the size, and even
the beauty of the sensor (so that end-users can accept it) must also be taken into
account.

Integration to a wider scope: A smart home can already be extremely helpful on its
own, but its scope is limited to the house. In a long-term vision of smart-city,
smart homes should be totally integrated within the city’s information system. Entry
points with other systems need to be defined, but on the other hand, some private
data must remain within the context of a house. Thus a policy must be defined to
share only the relevant data.

A proper reasoning engine: The underlying condition for a smart home to be effec-
tive is that it can perform a reliable activity recognition. The reasoning engine is
the brain of our system, and every interactions with the end-user depends on the
inferred activities. Even with all the above requirements satisfied, a poorly designed
reasoning engine would fail in recognizing the situation, and invalidate any service.
This problem is the major focus of my thesis work, and will be described extensively
through this document.

1.2.4 Discussions

In the above section, I have defined the scope of a smart home, as an AAL system.
The design of AAL system relies on the wider paradigm of pervasive computing.

Through our research, my research team and I integrate smart home functionalities
for elderly people, in order to support them and their caregivers in their daily life, and
help them living in their residence for as long as possible. However, we have seen that the
creation of a smart home is non-trivial, because of its pervasive nature. The technology
and ergonomic have to be considered accordingly, by creating a distributed architecture
with sensors as input devices, and output devices integrated into the environment.

The most critical part of AAL for elderly people with cognitive or physical deficiencies
is Activity Recognition. Even with the best technologies and a right choice of services, an
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AAL system will perform poorly without a reliable Activity Recognition engine, and may
even become dangerous.

Yet, in the context of a smart home, it is uneasy to create a reasoning engine that
will perform Activity Recognition, as well as to evaluate the reliability of this reasoning
engine.

1.3 Problematics Of The Thesis

This thesis work focuses on two different layers of AAL, that are the ability to perform
a large-scale deployment of AAL system, and the reliability and flexibility of reasoning
engines to perform Activity Recognition.

1.3.1 Activity Recognition

The most critical component of AAL — Activity Recognition — is also the most
challenging one.

Activity Recognition is often generalized as context-awareness. Context has been de-
fined by Dey [27] as “any information that can be used to characterise the situation of
an entity”, and therefore context-awareness is a global knowledge of the context. Activ-
ity Recognition is more specific, as it uses our awareness of the context to extract one
particular information: the activity being performed. An activity is usually modelled as a
sequence of atomic actions, executed together in order to complete a specific purpose.

In the context of AAL, context-awareness and Activity Recognition are necessary to
trigger the right service on the right media, given a certain situation. The most critical
case is to send an alert when a dangerous activity is detected, or even if the current
activity is not recognized, and therefore considered as suspicious. But sometimes, the
system is actually looking for the absence of a specific activity over a period of time (e.g.,
a reminder for the end-user to take medicine).

Overview Of The Literature For Activity Recognition

The literature for context-awareness is roughly divided into two approaches: data-
driven approaches and knowledge-driven approaches [28].

Data-driven approaches use classical methods of machine-learning to perform activity
recognition. They benefit from a well-studied discipline, with a large corpus and pow-
erful algorithms. However, in the case of context-awareness, a classic Machine-Learning
approach may show its limits. Indeed, context models are complex: they include temporal
information in a dynamic environment, data gathered by the sensors is often incomplete.
In the absence of a generalized model, each residence requires a new learning process to
adapt to its specificities, and most often data are not labelled (due to the absence of
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ground-truth), reducing the applications to clustering algorithms, that perform poorly in
such complex model.

On the other hand, knowledge-driven approaches are based on an expert knowledge
of the environment. The expert knowledge will be formalized through a logical model, on
which low-level knowledge — sensor data — will be injected. Then, a rule-based reasoning
will be performed, to emerge high-level knowledge — context-awareness — from the sensor
data. Knowledge-driven methods may be criticized as they are vulnerable to the a-prior:
knowledge of the expert. But, thanks to the abstraction capabilities of logical models,
they often perform well on context-awareness for AAL, whereas data-driven approaches
sometimes struggle with the complex nature of the context.

It must also be mentioned that hybrid approaches also exist, which combine data-
driven and knowledge-driven approach [29]. These methods generally use rich relations
(from knowledge driven methods) to describe activities, and apply machine learning meth-
ods for inferring these relations.

A more thorough analysis on the literature of context-awareness can be found in
Section 2.3.

1.4 Thesis Positioning

My thesis is built upon the solid research work of Professor Mounir Mokhtari on AAL
and Smart Home over the past 15 years [30], and the doctoral theses of Doctor Hamdi
Aloulou [31] and Doctor Thibaut Tiberghien [32]. I have worked on it in parallel with the
ongoing thesis of Joaquim Bellmunt Montoya.

During their doctoral theses, Aloulou & Tiberghien have developed the Ubiquitous
Service MAnagement & Reasoning archiTecture (UbiSMART) framework for AAL, which
I have been using and contributing during my own thesis work.

1.4.1 Conceptual Background

In this section, I describe our conceptual background, that is the choices my research
team and myself have made, which position our work inside the community of AAL.

Using Ontologies For Our Reasoning

I have briefly described the literature for context-awareness in Section 1.3.1, showing
that it is divided between data-driven and knowledge-driven approaches.

Looking at the pros and cons of these two approaches, our reasoning engine is based
on a knowledge-driven approach. Technically speaking, we define an ontological model
using the Semantic Web, Notation3 (N3) formalism [33] and OWL [34], with the Euler
Rule Engine [35] to perform the reasoning.

However, a persistent issue with knowledge-based system, that is partially addressed
during this thesis, is the certainty of the reasoning. Logical systems tend to consider every
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inference as certain, whereas in the case of context-awareness, uncertainty is to be found
at many layers, from sensor data to the reasoning rules and the human behaviour.

Deployments In A Real Environment

To validate the quality and the relevance of our system, we have decided to deploy it
on real environments, in addition to laboratory experiments or computer simulations. We
do not reject the use of laboratory experiments and computer simulations — I use it too
for this thesis —, but we believe they are not enough. AAL is a practical discipline, with a
lot of qualitative aspects such as user needs, user acceptance and social implications of the
system. Those aspects cannot be tackled by solely theorizing in a laboratory. Therefore,
we emphasis real deployments, and we have deployed our system in a nursing home and
in three elderly people’s residence.

From these deployment we have gained feedbacks from the end-users, providing useful
hints about ergonomic and in the choice of the services we offer. Additionally, through
real deployment we have also been facing unsuspected issues, that would not have been
found in a laboratory, such as problem with the wireless networks (or even an absence of
Internet network at elderly people’s houses). These feedbacks and issues will be described
later on in this document.

We can only encourage other researchers in the field of AAL to extend their experi-
ments beyond laboratories and perform real deployments, as much as possible.

Transferring The Complexity From Hardware To Software

We have mentioned in Section 1.2.3 that a smart home should be offered at a reasonable
price, with a minimal installation cost, and should be adaptable to multiple environments.
We have therefore decided to limit the complexity of the deployment, by using simple
sensor as much as we can, and to transfer the complexity towards the software and the
reasoning. The choice of the sensors will be discussed later on in this document, as well
as their integration with the reasoning engine.

1.4.2 Contributions Of This Thesis

Validation And Improvement Of Reasoning For Activity Recog-
nition

In the beginning of this thesis, I have been facing the practical problem of an actual de-
ployment of our system. From this deployment, I have observed that Activity Recognition
is too often inaccurate.

A first explanation is that the sensor events are sometimes disturbed when several
persons are active in the residence. I have therefore defined an algorithm to detect these
situations, in order to pause the Activity Recognition when the resident is not alone.

I also formalize the concept of accuracy for Activity Recognition, and provide a method
to measure the accuracy of a reasoning engine. This method requires first to observe a
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ground-truth on the current activity, or at least an estimate of the activity, from a source
other than the reasoner itself.

I then propose a method to optimize the reasoning engine, so that it concludes in the
best possible activity among several possible activities, by choosing the one that offers the
best compromise between precision and the risk of inaccuracy from the reasoning engine.
It should be noted that this contribution is independent of the reasoning engine used, and
can work with any type of reasoning.

This contribution also brought me to introduce a hierarchical model for activities.
Indeed, by applying the method described above on a hierarchical model of activities,
the reasoning can be calibrated automatically to choose at which level of precision it can
recognize an activity.

Additionally, I have also developed two algorithms for assisting AAL experts in de-
signing Activity Recognition reasoning engines. These algorithms detect faulty reasoning
rules, conflicts between rules, and even suggest the deployment of specific sensors to im-
prove the quality of the reasoning.

Technical Contributions

Through our deployment, I have seen the emergence of numerous technical require-
ments, several of these have been addressed in this thesis. In this thesis document, I will
focus on the following contributions:

— The creation of a home gateway, that plays as a bridge between the house deployed
and the server hosting our system. This includes a large work on sensor integration,
reliability, automation, and ease of maintenance.

— The creation of a web-based production-ready AAL framework, which handles rea-
soning engine and service provisioning.

— A framework for rapid prototyping reasoning engines for Activity Recognition. This
framework also includes powerful data analysis tools to emerge insights from the
data obtained in deployments.

These technical contributions, partly developed in collaboration with Aloulou,
Tiberghien and Bellmunt, are contributions to the discipline of AAL, and innovative
thanks to the focus we have given to real deployment rather than laboratory work.

1.5 Structure Of This Document

Chapter 2 reviews the literature work on AAL, to give a wider context and better
position my contributions. Chapter 3 summarizes an analysis we have performed with
120 elderly people and with their caregivers, in order to understand the needs of the users
and address it the best possible way. Chapter 4 describes the technical challenges we
have been facing during our deployment, and the solutions developed to respond to these
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challenges. Chapter 5 is a necessary foundation towards any consistent improvement of
a reasoning engine for activity recognition. It describes the framework I have developed
for data analysis and rapid prototyping of activity recognition. Chapter 6 describes a
method for detecting several persons acting in the house, from sensor events. Chapter 7 is
arguably the keystone of this thesis document. It describes a formal method to calibrate a
reasoning engine for recognizing activities with an optimal precision and accuracy, based
on real observations of the environment. Chapter 8 introduces an abstraction layer on top
of ontological models, and leverages it to detect inconsistencies in a rule engine. Chapter 9
validates the contributions described in this thesis document. Chapter 10 concludes on
this dissertation.
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A people without the
knowledge of their past
history, origin and cul-
ture is like a tree without
roots.

Marcus Garvey

Technological State of the Art

This chapter discusses the process of development and evaluation of Aml infrastruc-
tures, with a focus on context-awareness, tackling the ongoing problems of Activity Recog-
nition. Section 2.1 describes the evolution of the IoT and its applications for healthcare.
Section 2.2 mentions the technical challenges that appear with the IoT and with smart
homes, and lists several implementations. Section 2.3 focuses on the challenges of context-
awareness and Activity Recognition. Section 2.4 emphasizes on the current deadlocks of
context-awareness, that are the gathering of data and ground-truth, and the validation
of our Activity Recognition. Finally, through a discussion in Section 2.5, I explain the
choices that I have done on the AAL platform — UbiSmart, and more particularly how
I position my thesis work towards the state of the art.

Over the next 20 years, the number of older adults over age 65 is expected to dou-
ble [36]. The majority of people aged 75 years or more become frail to the point of need for
assistance. People living longer than ever, more medical care is needed, which generates
higher costs for healthcare. 42 % of people who reach the age of sixty years will end their
life in a retirement home [37]. The 58 % remaining can not or will not pay such services,
and prefer to live in their own home, sometimes despite the presence of chronic diseases
and medical dependence. The IoT can play a major role in this area [38].

2.1 The Internet Of Things In Healthcare

2.1.1 The Internet Of Things

An intelligent environment is one that collects data on residents to fit their needs and
achieve the safety objectives, safety, efficiency and comfort. Currently there are a lot of
Aml systems. These systems vary from the least expensive (easily integrated into existing
automation systems) to complex industrial solutions. An ambient intelligence system can
be identified by certain characteristics [39]:

Context-Awareness Takes advantage of the contextual and situational information;
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Customization Adapted to the needs of each individual;

Anticipation Anticipates the needs of a person without conscious mediation of the in-
dividual;

Adaptation Adapts to the changing needs of individuals;
Ubiquitous Integrated in our everyday environments;

Transparency Are deep in our daily lives in a discreet way.

On to Business Insider, sales of smart homes will reach $ 61 billions this year and up
to $ 490 billions in next 4 years [40] Google has started to work in this area in 2014 with
the acquisition for $ 3.2 billion of the thermostat and alarm maker Nest. Then Google
acquired Dropcam, the specialist of intelligent home security, and the developer of the
revolver network devices. As a result of these acquisitions, Google has signed contracts
with leading device manufacturers and suppliers of home automation products.

SmartThings, has built its business model around using simple sensors, monitors and
applications that allow users to control all home via a smartphone. This allowed the
company to earn $ 3 million in 2014.

The MIT collection of integrated devices project, called E21s, creates intelligent spaces
in offices, homes and vehicles. E21s provide large amounts of embedded computing and
interfaces for camera and microphone. Users naturally communicate in the spaces created
by the E21s, without being aware of particular interaction.

Boston University researchers have created an Independent Living Assessment Tool,
sponsored by Phillips, which offers three areas of intelligent assistance: moving safely
in the intelligent environment, managing the activities of daily living, and make regular
tasks 1.

The Start-up Wig-Wag ? offers an infrastructure that is compatible with many existing
smart devices, and open to modifications and ordinary users and developers. Wigwag
creates “rules” — similar to IFTTT 3 recipes — to control any device. These can be
Wigwag sensors and actuators, websites, Raspberry Pi services, Arduino, Belkin WeMo,
Philips Hue etc. The creation of the rules can be done not only through the graphical user
interface, but also in JavaScript, via the DeviceJS environment that Wigwag developers
positioned as a way to write applications for the smart home in the same way as Web
applications.

The ZigBee Alliance * and Thread Group ° have announced a partnership to enable
the bookseller ZigBee Cluster run on the networks of Thread. ZigBee Alliance is an as-
sociation of companies with the objective of allowing reliable tracking, cost effective and
powerful wireless networking products. ZigBee is a wireless network standard used for
communication between a variety of everyday devices to ensure the comfort and safety

1. http://www.lifelinesys.com/content/
2. http://store.wigwag.com

3. http://ifttt.com

4. http://www.ZigBee.org

5. http://wuw.threadgroup.org
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of environments. Thread is a wireless networking protocol that supports multiple IP pro-
tocols with low bandwidth, and provides developers mesh networks with low energy con-
sumption, direct Internet access and Cloud for each device. Both organizations remain
independent, but working together, they can provide an interoperable solution to help
streamline the development of connected objects and ultimately improve the experience
of smart home residents.

Amazon also offers the smart home service Amazon Echo ° with a first stage of
integration with Belkin WeMo and lights Philips Hue. However, it seems that currently,
Amazon Echo only supports WiFi, which can limit the options and speed of response to
connect certain products of the smart home.

Quirky [41], founded in 2009, calls the Internet community collaborators that come
with ideas for connected products. In partnership with General Electric, Quirky has cre-
ated a line of objects connected by the names of both companies. Quirky sees the smart
home as part of a broader IoT, and tries to focus on objects that are affordable to the pub-
lic. And as every clients have not fully embraced the concept of the IoT, Quirky educates
by a serie of advertisements on the principles of the IoT.

Several efforts were made by researchers to design non-marketed systems, sometimes
in open-source.

The system ThinkingHome 7 can manage scenarios at home, as they assign an action
to some events in the house, ie. trigger the detector, press the button or receive a message
on Twitter. When an event occurs, the scripts to control home appliances are executed.
The web interface is accessible from any device (PC, tablet or smart phone) connected to
the network. It displays the information one needs in daily life (bus schedules or weather
forecasts), and also provides the ability to remotely control home or change system set-
tings. If the system lacks certain features or there is a need to work with non-standard
devices (eg, at the base of different controllers as Arduino ®) — it is possible for the user
to write and share his own plugin.

The home automation system Majordomo  (Major Domestic Module) is a free software
platform for integrated automation and IT support for life. This system can be installed
on any operating system and is lightweight in terms of energy and memory. It can be used
for the organization of the environment of the personal information. This project is part
of the smartliving ecosystem 1°.

6. http://www.amazon.com/oc/echo/

7. http://thinking-home.ru/system, in Russian
8. http://www.arduino.cc/

9. http://majordomohome. com

10. http://smartliving.ru (in Russian)
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2.1.2 Applications Of The Internet Of Things To-
wards Healthcare

Range Of applications

The possibility of deployment of an ambient environment means that residents and
other interested users will receive access to all the deployed services, at any time and at
any place, depending on their privileges towards the services.

The potential range of services is very broad and covers all intelligent support services
that can make everyday life easier: Kleinberger et al. classifies these services in three
categories, as shown in Figure 2.1 [42]. The more critical the service, the more intelligence
it tends to require from the system. So the system must interact with a person in a multi-
modular way, and ideally should enable natural communication, as if the person would
interact with another person and not with an artificial system.

cooking
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Figure 2.1: Ambient Intelligence Services

By detecting problems, smart environments can actively assist in prevention, for ex-
ample by helping or suggesting actions in critical situations such as loss of consciousness,
fall, injury etc. An escalating of service can help to reduce the criticality of false negative
and false positive alarms: if after early stages of proactive support (the instructions for
the person, family integration in decision making, etc.) the system can not prevent the
critical situation, it contacts the emergency medical service and provides information on
the current status of the assisted person. In [43], Mourouzis et al. propose an adaptive
user interface platform, for personalized user experiences.

Based on [39], Table 2.1 describe several applications of Aml for healthcare. We observe
that AAL is focused on environmental sensors, more than body sensors.

Industrial Applications

Health professionals may see in Aml an innovative solution for communications, as
well as transparent and unobtrusive monitoring tools.
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Class of Goals Envi- Body Method-
Applica- ron- Sen- ologies
tions mental sors
Sensors
Continuous  Using sensor networks for monitoring v O Actvity
Health physiological measures (ECG, EEG, Recognition
Monitoring  etc.)
Continuous  Using sensor networks for monitoring v v Activity
Behavioural —human behaviours (Watching TV, Recognition
Monitoring  Sitting, etc.)
Monitoring  Using sensor networks for detecting O v Activity
for hazards, falls, etc. Recognition
Emergency
Detection
Ambient Creating smart environments for v X Activity
Assisted supporting patients and elderly Recognition,
Living during their daily habits Decision
Support
Therapy Supporting people who require O v Activity
and Reha- rehabilitation services with remote Recognition,
bilitation and autonomous systems Decision
Support
Persuasive Systems aimed at changing persons v X Activity
Well-Being  attitudes in order to motivate them Recognition,
to live a healthier life style Decision
Support
Emotional Ubiquitous systems based on v v Activity
Well-Being  neurological and psychological Recognition
insights to analyze emotions and
imprve well-being
Smart Improving communicatio among 4 X Decision
Hospitals hospitals stakeholders through Support

ubiquitous technology

Table 2.1: Applications of Ambient Intelligence for Healthcare
Mandatory: v, Optional: O, Not required: X
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SACHA [44] is a French project: the creation of a patch whose sensors can geotag
patients with dementia (Alzheimer, Parkinson). The patch emits a warning signal in case
of a fall or accidental fugue and thus enables to rescue the person as quickly as possible.

The E-Celcius[45] French project is a capsule to swallow, that can measure and trans-
mit every 30 seconds the body temperature via radio frequency technology to prevent
postoperative infections.

In Britain the development and deployment of smart homes were made in the Bath
Institute for Medical Engineering (BIME) in the draft framework Gloucester Smart
House [46]. The project was carried out with Housing21 and other technical partners
to the creation of a smart apartment for people suffering from dementia. This required
good coordination and communication with several agencies from electricity supplier to
the ethical and social services.

Another system, COACH provides guidelines to continue a task for patients suffering
from Alzheimer [47]. Tt uses a detailed representation of the process’ steps for hand-
washing, and is based on visual recognition techniques. If the user is unable to complete
a particular steps, he receives detailed instructions.

The system of Pollack et al. [48] creates reminders on daily activities by reasoning on
possible disparities between what the user is supposed to do and what he actually does.

Google bought the US start-up Lift labs '* which produces spoons for people with
Parkinson disease. When the sensors detect the shaking of the hand of its user, the spoon
responds immediately by neutralizing to avoid spilling its contents. Annihilating 70 %
of the tremors, this spoon is also suitable for people with hand tremors, a widespread
neurological disease, not only among the elderly people.

Two strong industrial solutions for AAL are Link Care Services 12 and Senior Home 3.
These two services focus on accident and fall detection, using respectively CCTV, and
motion sensors, and providing alerts to caregivers.

Research Projects

The academic literature is also prolific on Smart-homes and AAL systems [49, 50].
Ambient intelligence can be used to monitor health status of the elderly with chronic
diseases or, for assistance to people with physical or mental limitations, for rehabilitation,
to improve the well-being of individuals, for their health education, etc. Table 2.2 shows
an overview of the existing research platforms developed for AAL projects.

Historically, the original use-case for AAL is to assist elders in taking their medica-
tion [72, 73]. Since then, a large number of research have been conducted on smart re-
minders for elders’ medication [74-77]. Alerts for the caregiver have also been integrated
early on in AAL research [78, 79]. The use of light paths coupled with a tele-assistance
service has been shown to reduce significantly the number of falls for elderly people [80].

11. http://www.liftware.com
12. http://linkcareservices.com/
13. http://seniorhome.fr/
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Research projects Date | Specificity of the project

UbiSmart [51] | 2013 | Smart home, web-based

UniversAAL [52] | 2012 | AAL framework

Aging In Place [53] | 2011 | Smart retirement house

SOPRANO [54] | 2009 | Programmable smart home

OpenAAL [55] | 2009 | AAL framewrork, supports SOPRANO
CASAS [56] | 2009 | Adaptive smart home

Elite Care [57] | 2009 | Sleep monitoring

DOMUS [58] | 2007 | Focused on Alzheimer

CareLab [59] | 2007 | Telecare system

CAALYX [60] | 2007 | Wearable devices

WTH [61] | 2007 | Electrocardiogram monitoring

HIS [62] | 2006 | Evaluating health from patient’s activty
ALARM-NET [63, 64] | 2006 | Smart home architecture

Mav Home [65] | 2005 | Agent-based system

Gator Tech [66] | 2005 | Programmable and scalable smart home
ProSAFE [67] | 2005 | Statistical behavior analysis
Ubiquitous Home [68] | 2004 | Testbeds with complex sensors
Millenium Home [69] | 2004 | Smart home

SELF [70] | 2000 | Reporting physiological information
CareNet (MIDAS) [71] | 1998 | Telecare system

Table 2.2: Existing research platforms in Ambient Assisted Living
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But, whereas alert are a critical short-term concern, other researches are rather interested
in observing behaviour change for elderly people, over a long period of time [81-83].

In the past few years, we observe the integration of mobile application into e-Health
and AAL systems [84].

Another promising extension of Aml is that of a generalisation from smart home
towards smart cities, as reviewed in [85, 86].

Acceptability Of The System

According to Chernbumroong et al. [87], the main criteria for acceptability of AAL
systems are cost, accuracy, respect of privacy and what they name acceptance. The concept
of acceptance refers mainly to the low-visibility of the system. A system that would be
too visible would by hardly accepted by the users. Therefore, AAL systems should try to
remain low-profile, and not to stigmatize the user; wearable sensors should be used with
care. To respect the privacy, one should avoid visual sensors such as cameras. In terms
of cost, one should focus on low-cost sensors, with low battery consumption for minimal
maintenance. Finally, the accuracy concern is tackled extensively in Chapter 7.

On the other hand, several researchers consider that the acceptability of a system is
mostly driven by the questions of behavioral freedom, along with privacy and security [88,
89]. Ducatel argues that acceptability is driven by the utility of the system, its usability,
and more generally the ability for ordinary people to benefit from it [90, 91]. Most re-
searchers put an emphasis on privacy when questioned about acceptability of AAL [92—
94], even suggesting a privacy-by-design architecture [95]. Legislations may also be an
important safeguard for AAL systems [96, 97]. The security threats of AAL systems are
discussed in [98-100], from the risk of mis-diagnosis to the sensitivity of health-related
data gathered by such systems.

2.2 Technological Considerations

2.2.1 Architecture

By definition, ambient intelligence systems are pervasive, and composed of multiple
objects. The architecture of such systems is usually 3-tier [101], as the user interfaces, the
logical process and data acquisition consist of independent layers (Figure 2.2).

There are two main approaches in the development of such systems: centralized or
distributed, which apply to different system layers. Figure 2.3 introduces the concept of
3-tier system with centralized or distributed approaches that apply to each architectural
layer.

Following, I cover the literature related to the architecture of AAL systems, from the
physical layers to the software implementation and the data engineering. This literature
review has been useful for the development of the UbiSMART framework (Chapter 4)
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2.2.2 Physical Layer

The physical layer is constituted by the hardware devices of the system. These are sen-
sors integrated into the environment. Depending on the communication protocol, there
are two types of sensor networks: wired and wireless (Figure 2.4). Wireless networks often
complementary — rather than replacements — for wired networks. A wide hierarchy of
wired networks is often used as the underlying network for wireless nodes (Figure 2.4a).
This approach is used in most industrial applications, as it offers better performance and
increased reliability. On the other side, in ad-hoc networks, all nodes maintain collabora-
tion among them wirelessly [102] (Figure 2.4b).

Wired backbone

O
N l /\/l N >
gl § o O ) Oéo/\/o
@ Base Station O Node

(a) Wireless network with wired backbone (b) Ad-hoc network

O

Figure 2.4: Sensor networks: wired and wireless

There are connections by Radio Frequency (RF), acoustic links, optical or infrared.
Each connection has its advantages and limitations [103]. RF is the most widely used chan-
nel systems in sensor networks. Several aspects influence the radio power consumption,
including the pattern of modulation type, data rate and transmit power.

Many prototypes and business solutions have adopted single transceiver radio for ad-
hoc and low power consumption. Historically, one of the most famous solution is the
X-10 RF protocol *. Other existing solutions are Z-Wave '°, EnOcean 6, Bluetooth
Low-Energy 17, ANT+ ¥, Libelium '°, and the very promising 6LoWPAN 2°.

However, for several years already, the Zigbee protocol rises as a very popular solution
for wireless communication, as it shows many advantages [39]:

— Low energy in communications;

— Longer battery life;

14. http://www.davehouston.net/rf .htm

15. http://www.z-wave.com/

16. https://www.enocean.com/en/home/

17. http://www.bluetooth.com/Pages/low-energy-tech-info.aspx
18. http://www.thisisant.com/

19. http://www.libelium. com/

20. http://www.ti.com/lit/wp/swry013/swry013.pdf
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Low-latency communication;
— 128bits security;
— Complete set of features;

— Large community.

Distributed sensor networks do not need centralized access points, and are particularly
suitable for dynamic and complex spaces. They are usually designed as Wireless Mesh
Network (WMN) [104], based on mesh networking where each node must receive, send
and relay data. This avoids having sensitive points, which in case of failure would isolate
parts of the network. If a host is down, neighbors will go through another route. WMNs
architectures can be classified into three categories:

— WMNs infrastructure where mesh routers form an infrastructure for clients;
— WMNSs clients, where all clients are to perform the network functions;

— WMNSs hybrid — a combination of the first two; therefore, clients can mesh func-
tionality and access to the network.

One can find examples of using Wireless Sensor Networks (WSNs) in Aml environ-
ments in industry and in research. The ubiquitous computing project centered home
“Oxygen” from the Massachusetts Institute of Technology 2!, uses the N21 networks that
connect mobile and stationary devices dynamically changing their configuration. The
project APOGEE?? from Siemens also automates the environment with a discreet and
transparent system, yet reliable, thanks to the WMN technology. WSN use in healthcare
applications has also been investigated [105, 106].

Sensors

Sensors for healthcare are mainly divided between body sensors [107-110] and ambient
sensors [111].

Table 2.3 shows frequently used ambient sensors for AAL applications [112]. Several
researches have included higher-level sensors to detect activities, through monitoring of
TV usage [113], smart-beds [114], or even depth sensors for detecting falls [115].

2.2.3 Software

In terms of software [116, 117], the major challenges are interoperability [118], mod-
ularity and dynamic provisioning of services, and remote communication. There seems
to be an emphasis on Service-Oriented Architecture (SOA) for AAL solution [119-121],

21. http://oxygen.lcs.mit.edu/
22. http://www.buildingtechnologies.siemens.com/bt/global/en/buildingautomation-hvac/
building-automation/building-control/pages/building-control.aspx
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Sensor Measurement, Data Format
PIR Motion Categorical
Active Infrared Motion / Identification Categorical
RFID Object Information Categorical
Pressure Pressure on Mat, Chair, etc. Numeric
Smart Tiles Pressure on Floor Numeric
Magnetic Switches Door/Cabinet Opening/Closing Categorical
Ultrasonic Motion Numeric
Camera Activity Image
Microphone Activity Sound

Table 2.3: Ambient Sensors Used in Smart Environments

through the Open Service Gateway Initiative (OSGi) platform [122, 123]. RESTful im-
plementations are also widely popular [124], and sometimes complementary to SOA ar-
chitecture [125]. In [126], the authors choose to use the Devices Profile for Web Services
(DPWS) protocol to integrate devices into their system.

Kim et al. propose an extensible design to integrate seamlessly and safely multiple
devices and protocols into a AAL system [127].

2.3 Activity Recognition

Activity Recognition is central in Ambient Assisted Living. Every action taken by the
system is determined by knowledge of the context, and more specifically by the activity
being recognized. Thus, in AAL, each object is considered not as an individual device but
as part of the global environment, contributing to a part of the overall problematic.

The Activity Recognition process should be considered as an application of artificial
intelligence. Using a simplistic paradigm for artificial intelligence, most objects can be
described by a set of properties, methods and events. Using a “smart water tank” object
as an example, one could define a property “water level”, as well as methods to “open
bolt” and “close the cylinder head” to control the fluid supply. This intelligent tank can
also generate events such as “virtually empty”, “almost full” and “water level exceeded”.

Another famous pattern of artificial intelligence is the Performance Environment Ac-
tuators Sensors (PEAS) [128]. According to the PEAS pattern, every application can be
modelled as four sets of parameters:

Performance The system needs to be given an indicator of performance, so that it will
approach optimal reaction towards a problematic. As for AAL, the performance
can either be the accuracy of Activity Recognition, or — more ambitiously —, the
impact of the system on the end-users’ life.

Environment This parameter refers to the knowledge of the environment at a specific
instant. In AAL, this is usually referred to as context-awareness.
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Sensors Sensors are the inputs used by the system to update its knowledge of the envi-
ronment. I have covered the use of sensors in AAL in Section 2.2.2.

Actuators Actuators are the media available for the system to interact with its envi-
ronment. In the case of AAL applications, it may be a phone alert, a message on a
smart TV, etc.

Artificial intelligence is mostly applied towards task planning. Planning can be used
in different ways: to plan daily activities in a flexible way and help users to perform
their daily activities, to automate the daily routine, etc. Aml applications bring new
challenges to traditional planning techniques. Planning must be adapted to a dynamic
environment with incomplete information, where the result of actions and their duration
is not fixed. Many planning techniques have been proposed in Aml. Arguably one of
the most appropriate is the Distributed Hierarchical Task Network (D-HTN). It uses a
centralized approach for managing data from devices distributed [129]. This technique
was applied to intelligent houses for diabetic patients, where all devices communicate
with each other to plan actions such as temperature control, insulin injection etc. [130]

Nevertheless, the real challenge of AAL is less of planning activities than it is of
Activity Recognition. One can refer to task projection, that is the inverse of task planning:
whereas task planning tries to generate a sequence of tasks, projection tries to deduce this
sequence from observation [131]. In the case of AAL, the most widely accepted units of
context are activities and actions — an activity being composed of several actions.

2.3.1 Activities, Context and Situation

Before starting to tackle the topic of Activity Recognition itself, I find it necessary to
define clearly the concepts of data, action, activity, context and situations.

Situation
Barwise and Perry [132] propose the following definition of a situation:

The world consists not just of objects, or of objects, properties and relations,
but of objects having properties and standing in relations to one another.
And there are parts of the world, clearly recognised (although not precisely
individuated) in common sense and human language. These parts of the world
are called situations. Events and episodes are situations in time, scenes are
visually perceived situations, changes are sequences of situations, and facts
are situations enriched (or polluted) by language.

Context

While interesting, the definition situation above remains rather philosophical, and
cannot be easily formalized as a model. Therefore, most researchers prefer to use on the
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notion of context, which is complementary to situation (I follow the same approach in this
thesis document).
The most widely accepted definition of context is the one of Dey et al. [27]:

Context is any information that can be used to characterise the situation of
an entity. An entity is a person, place, or object that is considered relevant
to the interaction between a user and an application, including the user and
applications themselves.

One may notice that this definition of context is largely equivalent to the concept of
environment in the PEAS paradigm.

It is important to notice that, practically speaking, contexts are not necessarily unique
nor absolute. One may actually isolate primary context — that is derived directly from
sensors — from secondary context — that is inferred from several data stream (including
lower-level context). Contexts are even dependent from one another, as they can be bound
together by several relations [133, 134]:

Generalisation A context can be regarded as more general than another context, if
the occurrence of the latter implies that of the former. The opposite relation of
generalisation is specification. For example, a “watching TV” context is considered
more specific than an “entertainment” context, because the conditions inherent in
the former context are a subset of conditions in the latter context [135].

Composition A context can be decomposed into a set of smaller contexts, which is a
typical composition relation between contexts. For example, a “cooking” context
is composed of a “using stove” context and a “retrieving ingredients” context. Mc-
Cowan et al. propose a two-layered framework of contexts: a group context (e.g.,
“discussion” or “presentation”) is defined as a composition of contexts of individual
users (e.g., “writing” or “speaking”) [136].

Dependence A context depends on another context if the occurrence of the former
context is determined by the occurrence of the latter context. Dependence can be
long- or short-range, as proposed by [137]. Sometimes long-range dependence can
be useful in inferring high-level contexts. For example, a context “going to work”
may be better in inferring a context “going home from work” than other short-range
dependent contexts.

Contradiction Two contexts can be regarded as mutually exclusive from each other if
they cannot co-occur at the same time in the same place on the same subject; for
example, a user cannot be in a cooking context and a sleeping context at the same
time.

Temporal Sequence A context may occur before, or after another context, or interleave
with another context; for example, “taking pill” should be performed after “having
dinner” [138].
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For a context model to render the full spectrum of real-world context, Bettini et al.
suggest that it implements the following requirements [139]:

— Heterogeneity and mobility;

Relationships and dependencies;

— Timeliness;

Imperfection;
— Accepting Reasoning;

— Usability of modelling formalisms;

Efficient context provisioning.

Activity and Actions

In AAL, activities are the most critical elements of context. Whereas a context may
include multiple types of informations — such as weather, time of the day, or even spatial
information such as the topology of a room —, an AAL system is mostly interested by
the activities of the end-user. More precisely, we often refer to ADLs, simply defined as
follows 23:

Routine activities that people tend do everyday without needing assistance.
There are six basic ADLs: eating, bathing, dressing, toileting, transferring
(walking) and continence.

On the opposite, abnormal activities are unexpected activities, and are described more
extensively in the Section 2.3.3.

An activity can be modelled as a sequence of atomic actions. However, the model has
to be flexible enough to accept that one activity can be performed in several ways, and
that users sometimes even do several interwoven activities at once.

Activities can be defined on various granularities, and we can also mention higher-level
activities, that would be composed of several lower-level activities.

Sensor Data

Sensor data are defined as “raw (or minimally processed) data from physical and
virtual sensors”.

The DIKW Model

Now that defined every important concepts are defined — from a situation to data
— it may be interesting to introduce the Data-Information-Knowledge-Wisdom (DIKW)
model (Figure 2.5). This model simply states a hierarchy between data, information,
knowledge, and wisdom; each of them defined on top of the former one.

23. http://www.investopedia.com/terms/a/adl.asp
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DATA

Figure 2.5: The DIKW pyramid

Activity Recognition vs. Context-Awareness

In the literature, context-awareness and activity recognition sometimes are used as
equivalents. However, given the definitions above, context-awareness is more general than
activity recognition. In this thesis, although I need a certain level of context-awareness
to recognize activities of the residents, my primary target remains activity recognition.
Therefore, in the remainder of this document, I choose to use the practical term of Activity
Recognition, rather than the concept of Context-Awareness.

2.3.2 Methods Of Activity recognition

Different approaches exist for Activity Recognition, depending on technologies used for
sensors, on the complexity of the activities of the person, and on the final objectives [140].
Two main approaches exist to design the system for recognition of activities and decision
support: Knowledge-based approach, and data-driven approaches (often assimilated to
machine-learning) [28]. In this thesis work, I do not advocate for a method in particular
(although I make use of knowledge-driven reasoning). Still a review of these various meth-
ods is important in order to understand how this thesis’ contributions may — or may not
— be applied to a particular approach for Activity Recognition.

Knowledge-Based Reasoning

Logical Programming

In the early stage of activity recognition, there was a low number of sensors, and
observed situations were rather simple, so they could be easy to model with formal logic,
in order to have an expressive and sound reasoning [141].

The work of Loke et al. [142-145] aims to reason at a high-level of abstraction, over a
declarative approach. For example in [144]:

if in_meeting now(E) then
with_someone now(E) ,
has_entry_for_meeting in diary(E)
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if with_someone_now(E) then
location*(E, L) , people_in _room*(L, N) , N > 1.
if has_entry_for_meeting in diary(E) then
current_timex*(T1) ,
diary*(E, ‘meeting’, entry(StartTime, Duration)) ,
within interval(T1, StartTime, Duration)

Similarly, in [146], the authors defines roles and relations of an AAL system, in order
to characterize activities and situations Kalyan et al. [147] define a multi-level situation
theory, using the concept of infons, micro situation and situation.

For a better abstraction, existing logic theories from Artificial Intelligence (Al) research
have also been used, such as situation calculus [148, 149], that was applied to AAL in [150,
151].

Spatio-Temporal Logic

Spatial and temporal logics are already well developed in the field of AL. Allen’s Interval
Logic [152] describes relations between multiple qualitative temporal event (Figure 2.6).
RCCS [153] is often used alongside with Allen’s Interval Logic, and describes qualitative
spatial positioning (Figure 2.7). Their usage are relevant in the context of AAL, as spatial
and temporal information are essential characteristics of an activity.

Alis before B or [ intervala ] [ intervaie ]
Bis after A
A meets B or [ intervalA [ Interval B |
Bis metby A
Aoverlaps with B or
B is overlapped by A
Astarts B or
B is started-by A [ Interval B ]
Aduring B or
B contains A [ Interval B ]
Afinishes B or
B is finished-by A [ Interval B |

Aand B are cotemporal
Figure 2.6: Qualitative Temporal Logic with Allen’s Interval Logic

Gottfried et al. [154] use these qualitative spatio-temporal techniques to perform ac-
tivity recognition within smart-homes.

Ontologies

Ontological reasoning offer an extensible tool for implementing logical approaches, and
integrating spatio-temporal logics.
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Figure 2.7: Qualitative Spatial Logic with RCC8

The central theory of the ontological reasoning approach claims that knowledge has two
main components: an explicit part with the definition of the knowledge (ontology base) and
a tacit part, which can be extracted from inferences engines [155]. An ontology contains
definitions and instanciations of Things, as well as associations between these things,
and [F-THEN rules. At a more fundamental level, even rules, association and abstract
concepts of definition are Things. The inference engine then combines rules with data from
actual sensors to emerge a new tacit knowledge. The choice of a suitable combination of
a reasoning engine, a communication interface and the ontology expressiveness used is a
complex task, which investment in time and energy is often underestimated [156].

Ontologies provide methods to keep the facts of the real world into logical form. The
definition of ontology as a computer term, is “an explicit specification of a conceptu-
alization” [157]. There are two types of ontologies: high-level, that describe the general
knowledge, and specific, that describe the concepts specific to the area of interest [158].
Using Web Ontology Language (OWL) [34], one can map domain specific ontologies onto
the high-level ontology of general knowledge. This helps to focus the efforts on modelling
the environment rather than on defining a model of the global universe.

There are several ontologies for intelligent environments, each with a slightly different
focus [159-169]. Some, like DogOnt, specify interoperability between home automation
systems [170], and consequently its features and capabilities, others, like COSE [15§]
focus primarily on modeling objects and sensors in intelligent environments. In the case
of complex environments, it is also possible to use multiple concepts from a variety of
ontologies.

Several attempts have been made to tackle the complexity of real-life situations [171-
174], by modelling objects interacting with the user [175], the sensors [176], by defining a
user profile [177], or by providing strong spatial knowledge of the environment [178]. Yau
et al. includes a rich semantic of situations in their ontology [179], where situations can
be hierarchical, connected to each other, subsequent, etc.

In term of implementation, ontologies are generally defined using the Semantic Web
technologies (e.g., Resource Description Framework (RDF)). The OWL specification [180,
181] appears to be a popular specification for defining a sound ontology. To permit an
automatic reasoning over the ontology, OWL has to be constrained to a Description
Logic (DL), as is OWL-DL [182]. To overcome some limitations of OWL-DL, the SWRL
language has been developed [183], as applied in [184]. Additionally, the N3 formalisms
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provides a comprehensive syntax and powerful capabilities on top of classic RDF [33].

The reasoning engine ensures the propagation of knowledge in the system, so it is
important to choose one that meets the platform requirements deployed: the soundness
of knowledge, a reasonable complexity in terms of time and resources, extensibility for
large-scale deployment, reliability rules. A comparison of the major reasoning engines is
given by Tiberghien et al. in [185] (Table 2.4). Based on this benchmark, we can observe
the superiority of Euler reasoner [35] over its competitors.

Jena Pellet RacerPro Euler

OWL-DL Incomplete Full Full Full
entailment
Rule format Own, basic SWRL Own, Powerful N3 &

& built-ins Built-ins
Retractability Yes Can Emulate Yes Stateless

Stateless

Ease of use Average Easy Complex Easy
Response time for 783ms 442ms 503ms 4ms
100 triples
Response time for 22,330ms 38,836ms 44,166ms 40ms
1,000 triples
Response time for Out of Out of Out of 436ms
10,000 triples Memory Memory Memory
Scalability Very limited Average Limited Good
Size (download) 22.3Mb 24.3Mb 60.3Mb 12.9Mb
Licensing Freeware, Freeware, Shareware, Freeware,

Open Source  Open Source Closed Source  Open Source

Table 2.4: A comparative table of semantic reasoners (2012)

Dealing With Uncertainty

The major weakness of knowledge-based approaches for AAL is that they don’t na-
tively reason under uncertainty. Adding uncertainty to an ontological model is very un-
easy, given the constraints that were given to its DL to retain decidability. Several re-
search works have been done to extend ontological languages so that they would support
fuzziness and uncertainty, while remaining decidable [186, 187].

On the other hand, the work of Lei et al. [188] declares uncertainty metrics into an
ontology, namely accuracy, incompleteness, timeliness and reliability. Similarly, in [189]
the authors introduce the notion of time decay to reduce the confidence of sensor data as
they become old (and most likely outdated).

As a different approach [190] uses ontological reasoning in a unusual way, not to
perform activity recognition, but to validate activities inferred by statistical method.
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Three promising approach to perform reasoning with uncertainty in an ontological
model are Fuzzy Logic, conditional probabilities and Dempster-Shafer Theory (DST).

DST [191, 192] is used to perform data fusion. This way, redundant information be-
tween several sensors data, each with its own confidence level, can be merged to emerge a
higher-level information, with a reasonable confidence given the data sources’ confidence.
It has been used by [193-196] in the context of AAL. Aloulou et al. [197] propose a
model where the uncertainty is attached to the relation between two entities, rather than
being attached to the entity itself. Through this design, they are able to propagate the
uncertainty caused by sensor defects into high-level activities, with the use of DST.

Fuzzy Logic [198] attaches imprecise and intuitive notions of confidence, such as trust-
worthy, unlikely to events, and provides tool to reason over them. It has been used by [133,
199, 200] to integrate uncertainty to activity recognition.

Methods using on conditional probabilities for reasoning under uncertainty include
sensor data fusion with Bayesian Network (BN) [201], or diagnosing the sources of fault
in the sensors with BN [202]. Crispim and Brémond [203] propose to use conditional
probabilities for measuring uncertainty in a constrained model. These methods are hybrids
between knowledge-driven and data-driven approaches.

In [204], the authors propose an architecture that would integrate different reasoning
mechanisms, from Fuzzy Sets and DST on the sensors level, to higher level BN.

Data-Driven Reasoning

The data-driven approach mostly uses machine-learning algorithms to exploit the data.

A comparison of different knowledge extraction techniques related to the IoT was
given by Chun-Wei Tsa et al. [205]. To determine which technique is applicable to a
given problem, they propose the matrix in Figure 2.8. There are two types of methods
for activity recognition in this case: the identification of pre-defined activities, based on
the techniques of supervised learning, and the discovery of unknown activities, based on
the techniques of unsupervised learning [56, 206]. Depending on whether the sequential
aspect of the observed events, we can either apply Association Rules if we need to find
events from entries without special order, or Sequential patterns if we need to find events
from entries with a particular order.

Table 2.5 (partially inspired by the work of Ye et al. [28]) summarizes the literature of
data-driven activity recognition in AAL, based on the categories described is Figure 2.8.
The most significant methods of Table 2.5 are described following.

These methods vary depending on the environment, the amount of data and objec-
tives of the modeled system. Generally supervised learning techniques are divided into
template matching, generative models and discriminative models. The methods called
template matching use nearest-neighbor classifiers, and a multi-instance learning with
labeled bags [227]. The generative models are probabilistic models for stochastic data,
usually given some hidden settings. For instance, Hidden Markov Models (HMM) and
Dynamic Bayesian Network (DBN) can extract sequences of activities even in noisy en-
vironments [212]. Discriminative models — also known as conditional models — include
Conditional Random Field (CRF) classifiers and Support Vector Machine (SVM). They
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Learning Methods Super- Unsuper- | Static Sequen-
vised vised tial

Naive Bayes [207-211] v v

Bayesian Networks [135, 187, 202, v v

212-217]

Decision Trees [218-221] 4 4

Support Vector Machines [207, 222-224| v v

Emerging patterns [225] v v

Template Matching [226-228] v v

Case-based reasoning [229] v v

Hidden Markov Models [230-243] 4 v

Conditional Random Fields [244-251] v v

Context-free Grammar [252, 253] v v

Intertransaction association rule 4 v

mining [254]

Markov Decision Process [255] v v

Neural Networks [256] v v

Web mining [257, 258] v v

Jeffrey Divergence [207] v v

Activity Stream Mining [259] v v

Semi-Supervised Learing [260] v v

Active Learning [261] v v

Low-Dimensional Eigen-Spaces [262] v v

Mixture models [263] v v

Patterns Regex [263] v 4

Constraint Based Mining [264] v v

Frequent Periodic Pattern Mining [56, v v

265]

Gais Genetic Algorithm [206] v v

Activity Episode Discovery [265] v v

Suffix trees [266] 4 v

Sequencial Activity Mining [140, 259, v v

267, 268]

Table 2.5: Supervised vs. Unsupervised and Static- vs. Sequential-Based
Learning
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Figure 2.8: The matrix of knowledge extraction methods.

are effective in modeling groups of separate activities, and help to overcome simplifica-
tions with representations of contextual dependencies for more precise recognition [227,
269].

Such supervised learning techniques learn the models and parameters from training
dataset, that usually requires a human to label a situation to sensor data that are ob-
served during the occurrence of this situation. In the case of AAL, the labeling process
is often impossible, or limited to lab-deployment, whose data are sometimes unrealistic.
Therefore, supervised learning techniques may have limitations in real-life deployment
where scalability, applicability, privacy, and adaptability are highly concerned [270].

To tackle this issue, researchers have employed unsupervised learning approaches.
Among them, suffix-tree and Jeffrey divergence can extract features from sensor obser-
vations, which are distinguishable from one situation to another. The learning results
can be directly used to infer human activities [258] or as a source for other supervised
learning techniques [270] Recent techniques of unsupervised learning extend conventional
approaches (titled-time window based on constraints, mining frequent periodic patterns
using regular expressions, etc.) for the search for more complex patterns — discontinuous
and disordered — with automated labeling. Using this approach, manual annotation of
activity data is no longer needed [140, 259].

A solution for tackling the incompleteness of observations is the use of Partially observ-
able Markov decision process (POMDP). It has been used for assistive technologies [271,
272], using activity recognition to assist elderly people in performing activity. The advan-
tage of POMDP over traditional Markov Methods is that by nature POMDP considers
observation as uncertain, and formalizes it as a belief distribution.

One of the first use case of data-driven reasoning for activity recognition was the im-
plementation Adaptive Home [273], which used the neural network and machine learning
to control lighting and temperature of the water in order to reduce operating costs. One
approach taken by the project iDorm [274], is to use an expert system with fuzzy logic to
learn the rules that reproduce the interactions between inhabitants and home automation
devices. These projects were the basis for more complex environmental modeling projects
with multi-modular architecture.
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A learning approach based on a Hierarchical HMM [237] has helped to create an envi-
ronment that is able to learn the behavior of people and plan their activities. This system
supports services with a multi-modular architecture using the Semantic Web for much of
the intelligence layer: using an ontology module, the reasoning identifies prominent char-
acteristics in the context of the patient, and then tries to take the best action according
the different motives of the patient’s behavior.

Another promising solution for optimization and knowledge extraction in the IoT is
the use of meta-heuristics algorithms [275]. They model the problem as a search for the
best path in a graph representing the different states of the problem.

2.3.3 Abnormal Activity Detection

While it is highly valuable to recognize Activities of daily Living, healthcare applica-
tions are particularly interested in abnormal events, indicating a crisis or a change for the
patient. Yet, the concept of anomaly remains rather unclear.

A general classification of anomalies is given by Chandola et al. [276], where the authors
mention the following anomalies:

Point Anomaly These are punctual values that are never abnormal with respect to
the rest of the data. That could be an accelerometer suddenly measuring speed of
30km/h when it usually measures speeds of 2-5km /h.

Contextual Anomaly These are data instances that are abnormal in a certain context,
but not otherwise. That would be the case of a stove being turned on in the middle
of the night.

Collective Anomaly Collective anomaly are a collection of data instances that together
become abnormal. A good example would be a motion sensor in the bathroom being
activated for five hours.

On a higher-level, new behaviors are often caused by an unusual context: a win-
dow opened during a storm, not opening the refrigerator for a day, tap opening night
and not after closing, etc. There are many possible interpretations for abnormal activi-
ties. Therefore, I appreciate the following classification of anomalies [277], which is more
human-centered:

1. Statistical anomaly. Users are given a normal distribution of their activities, and
the behaviors located away from this curve are considered abnormal;

2. The deviation of socially accepted standards;

3. The personal development theory: if a normal evolution can be defined, therefore
the failure to evolve the predicted way is considered abnormal;

4. Subjective anomaly: when the person feels a personal anomaly, including anxiety,
depression etc;
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5. Biological deviations: diseases or organ injury.

Unusual activity

Environment Changes  Context Switching  Abnormal behaviour
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Pattern of Action  Spatial Temporal
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Duration Time of Occurence

Figure 2.9: Use cases for abnormal human behaviours

Tran et al. [278] define a variety of use-cases to ensure the identification and isolation
of abnormal behavior (Figure 2.9).

Several attempts have been made for unsupervised abnormality detection, using sta-
tistical methods [279] or data-mining algorithms [280, 281], usually focusing on temporal
or sequential anomalies. However, a vast majority of the literature seems to focus on a
supervised method, where abnormal activities are explicitly defined. This is the case of
fall detection [282-287], or when detecting elderly people wandering out [288-291].

For these explicit definitions of anomalies, the problem is no more than a problem
of activity recognition, as described in Section 2.3.2. However, as opposed to routine
activities like sleeping or eating, anomalies are unusual. Therefore, they will generate
smaller training sets, and are subject to statistical bias, and Data-Driven methods will
show difficulties to train properly and recognize these activities correctly.

2.4 Challenges Of Activity Recognition

2.4.1 Complex Activities

Arguably the largest challenge of AAL is the complexity of the context being observed.
The physical world acts as a dynamic environment with incomplete information, and
emerging data often generates complex patterns. More specifically, I have isolated four
challenges for Context-Awareness in real conditions. I do not claim to be exhaustive
through these for challenges, and my purpose is to illustrate the overall complexity of
Context-Awareness, not to provide a thorough listing of its challenges.

Real-Time Processing

AAL systems require activity recognition to be processed in real-time [259]. This
constraint suppose activity recognition algorithms to perform with reasonable complexity.
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Transferring Knowledge Between Two Environments

Designing and training an AAL system requires a large amount of data. However,
every environments are different. The topology of sensors deployed will vary from one
house to another, some residents will have strong routines where others don’t, etc. Taking
this variety of environments into account, one needs to be able to transfer knowledge from
one environment to a new one, and keep the training payload as little as possible [292—
295].

Interwoven And Concurrent Activities

There are several ways to make tea. A well trained system should be able to recognize
the most usuals of them. But sequences of actions can often be switched. For instance, one
can take the glass before starting to boil the water, or after. More generally, two activities
can be performed concurrently. One can prepare tea while cooking bread toast. The two
sequences of action will be interwoven, therefore disturbing most algorithms for Activity
Recognition [239, 296, 297].

We have seen in Section 2.3 that rich relations can exist between contexts, such as
Generalisation or Dependence. A first step towards recognition of such activities would
be to define a rich semantic model able to integrate interwoven activities.

Multiuser Situations

The question of multiuser situations [298, 299] is complementary to the one of interwo-
ven activities, as it also involves parallel sequences of actions. This problem can be easily
solved with the use of cameras, or by Radio Frequency Identification (RFID) wearable
sensors, but these sensors are rarely accepted by the residents, as the action of constantly
checking-in is their own house can hardly be accepted. In [300], we suggest a natural re-
action towards multiuser situation: rather than recognizing activities with multiple users,
we simply detect whether there are multiple users in the residence or not. If there are, we
consider that the resident is accompanied with a caregiver, and therefore that he is safe
(Chapter 6).

2.4.2 Switching Towards Real Deployments

Since the beginning of AAL, real applications have been considered, particularly into
nursing homes [301]. Similarly, Panek et al. [302] share their experiences of a user-centric
deployment inside living labs. [303, 304] also provide two insightful experience feedback
about development of a smart-lab. However, these are living labs, not real nursing homes.
Chung et al. [240] gives an interesting application of activity recognition inside a nursing
home.

According to the survey conducted by Memon et al. in 2014 [305], we currently observe
a shift in AAL research, from laboratory experiments towards real deployments. Rather
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than focusing on raw theoretical concerns, they suggest for researchers to put their focus
on:

— Design methodologies;
— User experience;

— Usability;

— Security;

— Dependability;

Accuracy.

However, still based on Memon et al. survey [305], there exists a large number of
implementations of AAL, but only a handful of them have real world usage. The authors
therefore argue that very few teams have conducted real-world deployments and gathered
significant data.

In my humble opinion — based on our own experience with real deployments, and
on the insights we gathered from [1] — large efforts in AAL are currently towards the
technological aspects, but less efforts are directed towards equally important real matters:
usefulness, usability, security, acceptability, maintainability, reliability, quality of the user
experience.

2.4.3 Uncertainty Of The Reasoning Process

For AAL, uncertainty is natively handled by many data-driven algorithms like HMM
(Section 2.3.2), and we have covered uncertainty management in knowledge-based rea-
soning in Section 2.3.2.

The quality of data, information and contextual knowledge is crucial in AAL systems
according to McNaull et al. [306]. They propose four layers of the AAL system archi-
tecture including base, data, information and context layers to investigate the quality
attributes of sensors, ambient data, and communication interfaces. Aloulou et al. [197]
tackles uncertainty from a sensor level, by giving a confidence to each sensors. Similarly,
Henricksen et al. [307] states that sensor data can be out of date, incomplete, imprecise
or contradictory.

Incomplete observations can be considered as a missing link between factual activ-
ity and inferred activity (whereas an observation is supposed to connect these elements).
To address this incompleteness, a reasoner must establish other connections in-place. A
solution to this issue is to introduce redundancy through sensors, and emphasize the se-
quential nature of activities (so that one activity leads another one). Therefore, sequential
models of activities such as HMM and most ontological models have an advantage when
facing incomplete observation; so do models that can handle redundancy in observations
through data fusion (e.g., DST and models based on conditional probabilities).
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2.5 Discussion

AAL is a quickly expanding topic. There exist multiple promising applications, emerg-
ing from the industry as well as from academic researches. However, only little focus is
given on several important aspects of AAL: usefulness, usability, acceptability, reliabilty,
etc. Although we observe a recent trend towards real-world deployments, it is still a com-
plex task to deploy an AAL system in real environments, and gather sufficient material
from this deployment [305].

In this thesis, I introduce our platform for AAL — UbiSMART — that was developed
to address the needs observed from the real-world deployment we have performed.

Activity Recognition is a critical component of AAL. A majority of researches use
data-driven methods such as HMM or data-mining algorithms, but knowledge-based rea-
soning are not to be ignored, as they have more flexibility to cope with complex models,
such as models of smart homes. Graphical models such as HMM are particularly fit for
handling quantitative data in complex sequential models. They can also be enhanced,
with hierarchical structure (e.g., Hierarchical HMM) and incomplete information (e.g.,
POMDP). However, this thesis relies on the UbiSMART reasoning engine, which uses
knowledge-driven methods, to benefit from a higher expressiveness, and focus more easily
on the core of my thesis work: the validation of activity recognition reasoning engines.

Indeed, a key step towards wide acceptance of AAL solutions is the evaluation and
validation of reasoning engines [308]. Several teams have validated their reasoning engines
over test sets and laboratory experiments, measuring the accuracy of their reasoning
engine in recognizing activities. These accuracy results are solely used to indicate how
well does a reasoning engine perform. To the best of my knowledge, they have not yet
been used in a systematic process to improve the reasoning.

In this thesis I introduce a method for improving the reasoning. This method is
reasoner-agnostic; it can be applied with any of approaches for Activity Recognition (e.g.,
knowledge-driven approach, DBN). The method improves the decision-making process on
the output of the reasoning (i.e., the set of activities possibly being performed by the
end-user), through Accuracy, Precision and Score of the reasoning engine.

This thesis work also relates to a higher-level problematic of Activity Recognition,
that is facilitating the development of a reasoning engine, in order for the researchers to
perform fast-prototyping for Activity Recognition.
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Seek first to understand,
then to be understood.

Steven R. Covey

User Needs Investigation

3.1 Survey — The lifestyle of the elders

In order to understand the lifestyle and needs of elderly people within their home, we
have created a questionnaire, in collaboration with a French national association of retired
people! [1]. In this questionnaire, the same questions have been asked to both the elderly
people and their family caregivers, so that we can observe the bias in their perception.
We have interrogated 123 couples elderly people / caregivers (i.e., 246 questionnaires),
for a total of 35,178 questions answered. From this survey, we aim to determine the most
critical needs of elderly people in their daily lives.

The content of these questionnaires is provided in Appendix A.

3.1.1 Content Of The Questionnaires

The two questionnaires (for the elderly people and for caregiver) are 14 pages each,
and are divided into five sections:

The situation of elderly people and caregivers;

The daily activities of the elderly people in his house;
— The outdoor activities of the elderly people;
— The social and financial helps received by the elderly people;

— The expectations of the elderly people towards our services.

1. Association Nationale des retraités de La Poste et de France Télécom (ANR)
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3.2 Population Studied

3.2.1 Elderly People

As shown in Figures 3.1a and 3.1b, most of the elderly people surveyed are women,
and are aged around 85 years-old.

0 2‘0 4‘0 6‘0 8‘9 160 12‘0 140
(a) Age of the elders (b) Sex of the elders

Figure 3.1: Elders studied in the questionnaire

Half of the elderly people surveyed live alone in their residence (Figure 3.2a). Another
46% are living with their companion or with their kins, and only 3% live in a community
(e.g., nursing home). The apparent low number of elderly people who live in a nursing
home is due to an expected bias, as this population is not the primary target of the survey.

Figure 3.2b shows that there are almost as many elderly people living in countryside
as those living in city environment. As compared to the French population, where 80%
of people are living in city environment, we can consider that a larger number of elderly
people are living in countryside. When considering an AAL system, one must integrate
this information. Countryside environments often have less access to the Internet, and
less medical facilities.

3.2.2 Caregivers

Based on Figures 3.3a and 3.3b, most of the caregivers are women and are aged
between 50 and 80 years old, except for the professional caregivers (11% of them, based
on Figure 3.3c). Additionally to the professional caregiver, 35% of the caregivers are
the elders’ children, and 25% are the elders’ companions. The remaining 25% are either
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In couple
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In community
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I With relatives
I Community
Alone [ Living Alone
I Nursing Home
(a) Persons living with the elders (b) Residence of the elders

Figure 3.2: Daily environment of the elders
friends, other members of the family, or community members. I therefore distinguish 3
categories of caregivers:
— The professional caregivers, aged around 40 years old;
— The elders’ children, aged around 60 years old, who are women for most of them;
— The friends and relatives, who are generally aged around 80 years old.

Thus, as confirmed in Figure 3.3d, most of the caregivers are retired persons them-
selves. This is an important indicator on their availability for the elderly people.

Help provided

Figure 3.4a confirms that caregivers provide numerous helps to the elderly people. A
large part of caregivers even respond that they provide every kinds of aids, as required.
Apart from this general support, the main role of caregivers is moral. Second comes social
assistance (bringing elderly people to the doctor, transportation). Then comes health-care
assistance (walking, hygiene, waking up the resident, taking medications, meal prepara-
tion), logistics (organization of the schedule, help with paperwork) and material (garden-
ing, food shopping...).

The number of hours spent with the elderly people, shown in Figure 3.4b, is divided
into two poles:

— Caregivers living at home, which accompany the elderly person throughout the week,
day and night;

— Distant caregivers, professionals or not, who accompany the elderly person during
0 to 30 hours each week.
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Figure 3.3: Situation of the caregivers
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Figure 3.4: The roles of caregivers

Distance between the elder and the caregiver

According to Figure 3.5, 35% of caregivers share their home with the elderly person
they accompany. In total, more than 80% of caregivers live within 10 km of the elderly
person. However, for the 13% of caregivers who live more than 50 kilometers of the elderly
person, they can not grant him frequent visits, nor respond quickly in case of emergency.

At home

Less than 1km

More than 300km

50-300km

10-50km

1-10km

Figure 3.5: Distance between the caregivers and the elders
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3.3 Daily Life Of Elderly People

The following paragraphs highlight difficulties met by elderly people in performing
activities of daily life. These insights should guide the choice of services when designing
an AAL system.

The survey confronts the answers of caregivers with the ones of elderly people. The
interest is thus twofold:

— Get information on elderly people’ life;

— Estimate the objectivity of elderly people, comparing their answers to the caregivers’
ones.

3.3.1 Main Activities Of Elderly People

Figure 3.6 shows the dominance of television and reading in most elderly people’
life. Leisure, social and outside activities (at the restaurant, walk, cinema...) also remain
important for many elderly people, as well as the practice of some manual activities. These
activities should be leveraged by an AAL system (e.g., through service provisioning on a
television).

As for outside walk, only a few caregivers have mentioned it, whereas many elderly
people consider they do it often. I suppose, with no guarantee, that elderly people are
enthusiastic enough about outside walk to mention it as an important activity, whereas
the caregivers neglect it. Another explanation might be a delusion from some elderly
people, who refuse to admit that walking is no longer part of their daily activities.

However, some elderly people also claim to do nothing of their days. Some of them
even highlighted their loneliness and expressed depression in the questionnaire, beyond
formal questions.

3.3.2 Health Disorders

Technical aids

30% of the surveyed elderly people are already using a remote alarm system (Fig-
ure 3.7). We also observe that over 60% of elderly people use a mobility aid (i.e., a cane, a
walker or wheelchair). This is an important information about their motor skills. Finally,
hearing and visual abilities may be important for the design of AAL services relying on
these two senses.

Activities become impossible

Activity limitations are numerous for elderly people (Figure 3.8a). These limitations
may be due to physical or moral decline. Some elderly people explain that they are
no longer physically able to perform certain activities, whereas others claim a lack of
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Figure 3.7: Technical aids used by the elders
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motivation. These activities are either leisure activities (e.g., sport, walk, games, trips)
and useful activities (e.g., cleaning, grocery shopping, administrative tasks). We note that
caregivers are more effusive than elderly people about activity limitations, certainly due

to a denial from these elderly people.

An AAL system should be designed to address lack of autonomy, fear of falling and
cognitive problems from elderly people. It might also address motivation issues through

serious games, and possibly health problems using specialized services.

Manual activities
House maintenance
Walk

Shopping

Travels

Hobby

Sport

Social activities
Reading

Driving

All (no more activity) [ Caregivers answers | |

Administrative I Elders answers

| | | | N
0.0% 2.0% 4.0% 6.0% 8.0% 10.0% 12.0%

(a) Activities became impossible

Physical weakness

Lack of autonomy

Health problem

Normal decline caused by aging

Lack of motivation
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Heavy physical handicap

[ Caregivers answers
I Elders answers

Cognitive problem

. . . n
0.0% 5.0% 10.0% 15.0% 20.0% 25.0%

(b) Causes of activity limitations

Figure 3.8: Limitations of activities

Medication

From Figure 3.9, about 20 to 25% of elderly people are not able to manage their
medications or to know when to go to the doctor. Over 50% of elderly people never seem

to have problems with their medication.
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Figure 3.9: Difficulties in taking medications

3.3.3 Daily Activities

Dressing

60% of elderly people have difficulties to dress up (Figure 3.10). Among these, about
20% frequently experience these difficulties, and 20% cannot do it alone.

Preparing a meal

Half of the surveyed elderly people have no difficulties to at least heat a dish (Fig-
ure 3.11). For those who have difficulties, only half of them obtain a constant help, the
others still compose their own meal, despite the difficulties they may experience. Thus,
eating is a particularly critical activity for elderly people.

House cleaning

House cleaning is a challenging activity for elderly people (Figure 3.12). Indeed, 30%
of the surveyed persons say they have difficulty using the broom and clean the dust, and
another 30% never do it alone. There are also frequent difficulties in moving between
rooms, and wandering is a well known problem for people suffering from Alzheimer.

Administrative Activities

Figure 3.13 is divided into three categories: elders who experience no difficulty manag-
ing administrative tasks and finance (40%), those who have difficulty more or less frequent
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Figure 3.10: Difficulties in dressing
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Figure 3.11: Difficulties in preparing meal
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Figure 3.12: Difficulties in cleaning the house

(about 30%) and those who do not alone (25 to 40%).

Home appliances

Among the home appliances used by elderly people (Figure 3.14), we observe once
more the importance of television. It is owned and used by at least 80% of elderly people.
Assistive services for elderly people could thus take advantage of television. In contrast,
less 30% of elderly people using a computer and the Internet.

The home phone is used by most elderly people, and 30% of them own a mobile phone
(although only half of them use it). As for the kitchen tools, the vast majority of elderly
people use oven and fridge. Kitchen accessories (toaster, coffee maker, kettle) are also
used by 40 to 60% of elderly people. These figures are reassuring, because they show that
despite some difficulties observed previously, a large number of elderly people continue to
use most daily life objects.

3.3.4 Contact With The Outside And Security

Qutdoor activities

Figure 3.15 once again reveals a frequent pattern in this survey: 60% of elderly people
surveyed have outdoor activities, and 40% do not. This proportion has been observed in
most of the questions regarding the difficulties experienced by elderly people in their daily
activities. It is certainly biased by the fact that some elderly people and caregivers refrain
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Figure 3.13: Difficulties in performing administrative activities
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Figure 3.14: Products of daily life used by the elders
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from answering certain questions, but we can assume the existence of two types of people
among the elderly population:

— Persons who continue to have a rather normal life (50 to 60% of the surveyed
population);

— Persons who are largely dependent (40 to 50% of the surveyed population).

Caregivers answers Elders answers
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Several times a day
Once a day
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Medical
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0.0% 20.0% 40.0% 60.0% 80.0% 100.0% 0.0% 20.0% 40.0% 60.0% 80.0% 100.0%

Figure 3.15: Outdoor activities performed by the elders

Not surprisingly, among elderly people who practice outdoor activities, we observe
daily activities (walk), weekly activities (e.g., grocery shopping, visits to a relative),
monthly activities (go to the doctor) or occasional activities (administrative, for a lim-
ited number of people). It is nonetheless interesting to note that for most elderly people,
recreative activities (e.g., cinema and restaurant) appear to be rare, and elderly people
answers are often in contradiction with the ones of the caregivers.

Transportations

According to Figure 3.16, 60% of elderly people use a relative’s car to move around.
In addition, 30% of elderly people sometimes use an ambulance. We also note that 30%
are still capable of driving their own car. Walking is also used (60% of elderly people),
although more rarely the car. Finally, public transportations are very rarely used.

These informations could be leveraged when considering the extension of an AAL
system from smart home towards smart city.

Using a phone

Using a phone seems to be a problem for about 50% of elderly people (Figure 3.17).
Many of them have difficulties to hear and follow a conversation or even to know the
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Figure 3.16: Transportations used by the elders

identity of the interlocutor. 10% are not even able to use the phone. This information is
important before considering services that include call centers.

Feeling of security at home

The vast majority of elderly people (95%) feels secure in their home (Figure 3.18).
Only 5% seems to develop a feeling of constant oppression, or a fear of being disturbed
by an unknown visitors, which is often symptomatic of depression. As for the caregivers’
opinion, 10% do not think that the elderly person is safe, but the reasons are very differ-
ent. Caregivers are concerned about the elderly people’s health, especially the fear of a
accident, and a general lack of autonomy. It is surprising, however, that among the elderly
people themselves, few seem concerned by the risk of having an accident in their home.

Feeling of security outside

Figure 3.19 shows that 75% of elderly people feel safe outside, against 70% of care-
givers. The main cause of insecurity is by far the risk of fall. In general, both elderly
people and caregivers are affected by the elderly people’s physical and cognitive prob-
lems. It should however be noted that this question may be biased. Some persons feel safe
because they never go out alone, and others do not go out anymore, but still answered
the question.
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Figure 3.17: Difficulties in using phone

3.4 Aids Received By Elderly People

Monitoring services

A third of the elderly people already have a monitoring service (according to care-
givers), the most common being a call center (Figure 3.20). An AAL system could make
use of these existing services (e.g., by integrating them into the system).

Home-Care Services

Generally speaking, approximately 60% of elderly people are using home-care services
(Figure 3.21), in a frequency ranging between once a day and once a week. 30% to 40%
of elderly people use a laundry service or home maintenance service at least once a week.
Meal delivery and grocery delivery services are quite rare, as they are used by less than
30% of elderly people, usually weekly or daily. 50% of elderly people also employ a nurse
or medical carer; either daily or monthly depending on the elderly people’s needs.

An AAL system could interact with home-care services, by asking the professionals to
provide qualitative information about the elderly person, or optimizing the frequency of
visits.

Opinion Seniors on home-care services

Figures 3.22 help us understand the opinion of elderly people and caregivers towards
home-care services. We observe that for many elderly persons it is important to stay at
their home, or to have a daily presence to talk to. Of course helping the elderly person is
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Figure 3.18: Feeling of security inside elderly people’ home
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Figure 3.19: Feeling of security in the outside
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Figure 3.20: Monitoring services used by the elders
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Figure 3.21: Home-care services
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the primary role of these services, but they also support the family caregivers physically
and morally, and contribute to a feeling of security.

However, several persons are frustrated with these services. They feel embarrassed
by the irregular schedules of some professional caregivers, which disrupts their activities.
Moreover, the presence of a external person, although appreciated by some, is also consid-
ered as a loss of freedom and discomfort by others. Finally, many elderly people criticized
the lack of training of caregivers, and the fact that caregivers change too often to create a
real connection. We must recall also that the work of professional caregivers is extremely

difficult.

Finally, when asked about the criteria for choosing a home-care service, elderly people
mainly put forward the professionalism in all its forms: serious, punctuality, efficiency,
discretion, patience, understanding and above all, trust. The frequency and availability
are also cited. We note that the cost is only slightly mentioned. On the caregivers side,
a large number of caregivers are enthusiastic about home-care services, and pay atten-
tion to professionalism, quality of service, and to the human qualities of the professional
caregivers. However, we also observe that special attention is paid to the scheduling of
these services, which they want regular and flexible. Finally, many caregivers appreciate
that home-care services improve the quality of life of elderly people (e.g., better hygiene,

balanced food)

Financial helps

From Figure 3.23, the majority of elderly people receive between 0 and 40 hours aids
home per month. Yet, over 30% claim that not to be entitled to any financial assistance,
and charge any service on their own budget.

3.5 Openings

3.5.1 Search For Parameters Of Importance

Based on this study, the elderly people population seems to be divided into two cate-
gories: persons who are immobilized by old age and/or cognitive decline and have a high
dependence, and those who continue to live a normal life. It would be interesting to iden-
tify the questions which are most discriminant of these categories, in order to obtain an
indicator of dependence for elderly people and adapt the services they receive accordingly.
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Figure 3.22: Elderly people’s opinion about home services
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Figure 3.23: Financial helps received by elderly people

3.6 Synthesis — The Needs Of Elderly Peo-
ple

3.6.1 Expectations Of Elderly People

Few elderly people responded to the open question about their expectation (Fig-
ure 3.24). In contrast, the caregivers have expressed numerous expectations towards ad-
ditional aid. These responses highlight the importance of enhanced home-care services
(more caregivers, better medical support), and new services (remote monitoring, support
when going out). Some caregivers stressed the importance of better medical equipment.
A few others caregiver also wished to receive moral support for themselves, highlighting
the moral difficulty of their role. A memory workshop was suggested by several elderly
people and caregivers. This could be considered, by integrating serious games to AAL.
The need for fall detection is emerged in 6% of answers.

In regards to these requests, activity recognition can be used to facilitate the work of
caregivers (hence providing a better service), assist the elderly people inside and outside
their home, but also to give insight to the family and reassure them.

3.7 Analysing Differences Between Elderly
People And Their Caregivers

This analysis allows to estimate the differences in perception between caregiver and
elder. To understand these divergences, I distinguish two types of questions: objective
questions, and subjective questions.
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Figure 3.24: Services requested by the elders

Objective questions concern quantifiable facts, such as the elderly people’s habits.
Reassuringly, the responses of elderly people are generally identical to those of caregivers in
these questions. Sometimes elderly people seem to overestimate their abilities, considering
for example that they often take the car, or that they rarely experience difficulties in an
activity, while caregivers say that these persons rarely walk and have often difficulties in
performing an activity. Nevertheless, it remains seldom that the responses from an elderly
person and from his/her caregiver are opposed.

On the other hand, subjective questions depend on the elderly person’ and caregivers’
opinions regarding elderly person’ situation. It includes opinions on home-care services,
on the elderly people’s safety, and on the causes of limitations in their activities. Among
subjective questions, yes/no questions usually get similar answers (i.e., less than 10% di-
vergence), for instance when it comes to whether the elderly person is safe. Open questions
however cause more divergences; caregivers often give further analysis of the situation,
and elderly people rarely mention their own health problems.

Generally speaking, this analysis is reassuring, both on the awareness of elderly people
regarding their situation, and on the understanding of caregivers about the persons they
support.

3.8 Conclusion

Through the different insights displayed in this chapter, multiple user needs have
emerged. I summarize these user needs as follows:

— Ensuring the elderly people’s safety;
— Supporting caregivers;

— Improving the perception of home-care services.
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— Providing a more regular staff in home-care services.
— Following the evolution of Alzheimer;
— Adapting to the elderly people’s profile and the evolution of the disease.

Certainly, to stabilize professional caregivers and support family caregivers, it is nec-
essary to simplify their work and reassure them towards elderly people’ health. An AAL
system could guarantee the safety of the elderly person, or alert the caregivers in case of
risk, thus reducing their stress. A good management of the information from this system
could also facilitate the work of caregivers and make them more effective.

This study suggests the importance of monitoring and coaching elderly people outside,
when they go out for a walk or for grocery shopping. Indeed, this aspect of their lives
is hardly supported by professional caregivers, and a large number of elderly people say
they have physical weaknesses, which makes them vulnerable to a fall.

This study also highlights some specific points that need to be taken into account by
an AAL solution:

— Television is the best technology to interact with elderly people;

— A majority of caregivers are elderly people themselves;

— Every elderly people have widely different profiles and needs;

— The use of the phone (call center) is not possible with every elderly people;

— A number of elderly people often go out for a walk or to by groceries;

— Loneliness is a major problem, but seems to affect relatively few elderly people;
— Many elderly people feel uneasy with administrative tasks;

— Preparing meals and taking medication appear to be the two main problems of
everyday life;

— FElderly people are aware of the importance of home-care services, but are often
frustrated by the loss of freedom;

— More than half of elderly people are living alone.

Following in this dissertation, I describe the UbiSMART platform for AAL, that we
have developed in response to these observed user-needs.
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He who works with his
hands is a laborer.

He who works with his
hands and his head is a
craftsman.

He who works with his
hands and his head and
his heart is an artist.

Francis of Assisi

Addressing Technical Challenges

4.1 Introduction

4.1.1 Objective: Large Scale Deployment

The clear purpose of this thesis is to provide a systematic method for optimizing the
reliability of Activity Recognition. Chapters 6 and 7 describe this method step-by-step.
Yet, this thesis takes place in a wider scope, that is to perform large-scale deployments
of an AAL system in real situations, so that it can benefit to real users.

Arguably, the best way to improve a system is to gather feedbacks, and to learn from
these feedbacks. Thus, my team and I benefit from the deployments we perform, in the
sense that it brings a feedback about our system, UbiSMART Although I do not reject
computer simulations nor laboratory experiments, I argue that an AAL system should
primarily be designed towards real deployments. Real deployments introduce multiple
technical constraints that are not found during prototyping. It may sometimes bring one
away from one’s comfort zone, but I consider it to be a necessary cost for the research
in AAL to move forward. Only through real deployments will we understand the real
needs of the elderly people, and think of pragmatic solutions. With this in mind, and
after several years of work from several contributors, my team and I have been able to
perform several real-world deployments.

In this chapter, I describe several functional requirements of an AAL framework, and
the solutions we propose with UbiSMART. Most of these are practical solutions, and they
contain only little theoretical concerns. However, I believe that in an applied research like
AAL, technical contributions are necessary as well as theoretical ones, and both deserve
to be reported, so they can enrich the literature and carry the research forward. Figure 4.1
gives a complete view of UbiSMART.

Rather than listing every single components of UbiSMART, I prefer to introduce more
context, by adopting a chronological perspective. Section 4.2 describes the original UbiS-
MART framework, that was available when I began my thesis work. Section 4.3 highlights
the many problematics that have emerged from our early experience in deploying UbiS-
MART in its original design. Section 4.4 explains how we addressed these problematics,
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Figure 4.1: Design of the UbiSMART framework

and what is the current version of UbiSMART through these improvements. To maintain
the integrity of this dissertation, I will pay a special attention in isolating my own contri-
bution from my colleagues contributions. Finally, in Section 4.5 I discuss the outcomes,
and the lessons we have learned from our deployments. I introduce several perspectives,
that can illustrate potential evolutions of UbiSMART as a framework for AAL and per-
vasive computing.

Sections 4.3 and 4.4 are complementary, and share similarities in their structures. The
former describes the problematics, where the latter explains our solution. In my opinion,
the two of them are equally important, as a good solution can only emerge from a well
defined problematic.

4.2 Initial Situation

The UbiSMART framework is the consequence of the work from many researchers over
the years, directly or indirectly. But the main credit comes to Aloulou and Tiberghien,
who originally designed and implemented it during their thesis work. I had the chance to
contribute to it as well, during my master degree internship. They created it as a wrapper
around their reasoning engine. The goal was to provide a complete AAL framework,
rather than solely executing the reasoner over data and providing a result as output.
Its initial design came from the observed need to evolve, from a proof-of-concept to a
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proof-of-value. Whereas the reasoning engine and basic service delivery were originally an
interesting proof-of-concept, their practical value was very limited. Thus came the idea of
wrapping it in a more complete framework for AAL, that would impact real users.

To mention the original UbiSMART framework from 2012, I will use the name UbiS-
MART V2 (UbiSMART V1 was solely a prototype, and will not be mentioned here).
Every subsequent work described in this chapter will take place in UbiSMART V3, called
UbiSMART by default.

Figure 4.2 introduces the design of UbiSMART V2, as it was introduced in Tiberghien’s
thesis [32]. Despites the complexity of this diagram, we can see a flow emerging, from
sensor data to service delivery, with reasoning as the intermediate process. It is important
to note that this architecture was designed before the implementation, and that it has
never been fully-implemented in UbiSMART V2. Nevertheless, much of these concepts
have remained as foundations for UbiSMART V3.

4.2.1 UbiSMART v2 Implementation

UbiSMART V2 has been developed using Service-Oriented Architecture (SOA) to in-
crease its modularity. More precisely, it was developed using Java and the OSGi framework
for SOA !. It was composed of several modules, appearing in Table 4.1. Each module is
developed independently, and communicates with the others through well-defined inputs
and outputs.

4.2.2 UbiSMART v2 — Use Case

The development of UbiSMART V2 had been motivated by two deployments, named
AMUPADH and Quality of Life (QoL).

The AMUPADH project included a deployment in the PeaceHaven Nursing Home, in
Singapore. It was made in collaboration with other research teams, which focused on the
infrastructure and deployment, while the UbiSMART team focused solely in recognizing
activities.

The QoL project started with three houses being deployed in France. These houses
were deployed by an external company. Here also, the UbiSMART team only had to focus
in recognizing activities.

These two deployments relied on external data providers, and the role of UbiSMART
was restricted to activity recognition. Therefore, the implementation of UbiSMART V2 is
centered towards real-time reception of data, reasoning, and providing an output. A wider
scope had been included into the design, with data acquisition and service provisioning,
but they remained mostly abstract, and were not properly implemented. Moreover, the
UbiSMART V2 developers had had little contact with the end-users at the moment.

1. http://www.osgi.org/Main/HomePage
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Modules ‘ Description

DatabaseReader Read data from the database

DatabaseGateway | Sends collected data from the database through the OsgiBridge,
to the SensorFlow manager

SensorGateway The Gateway for the sensors deployed in the house

VirtualClock A virtual sensor that sends the current date and time in a
regular time slot

VirtualSensor- The Gateway for virtual sensors such as the VirtualClock

Gateway

OSGIBridge This bundle handles the OSG7 Event communication between
bundles

SensorFlowMan- Receives events from the gateways and forwards them to

ager Stimulistener

Stimulistener Updates the semantic model with external information, and
launches the reasoning process

Cortex Handles the Cogitation and Cerebration reasoning

Cogitation Uses the EYE reasoner to perform semantic reasoning using
defined semantic rules

Cerebration- Used to calculate the activity of the patient in each room of the

MotionEstimator house during a window of time

Cerebration- Controls if the patient runs away from his house

Evasion

Cerebration- The Dempster-Shaffer decision making bundle, used to take

DSTDecisionMaking decision in conflicting and uncertain situations [31]

SensApp- Used by Dempster-Shaffer to calculate MassFunction values

MassFunction

SensApp- Used by Dempster-Shaffer to calculate a functional parameter

FunctionalParam

Service- A service allowing the send reminders on tablets and

ReminderService smartphones

EYEReasoner A technical module to launch the EYE reasoner

N3TripleStore A technical module to read/write/update N3 files

Cerebration- A template for the different cerebrations bundles

abstractClass

EventBridge- A template for the bundles handling communication between

abstractClass two bundles

Toolbox Contains some tools for reading config file, logging, time parsing,
etc.

ClusterLogger A centralized logger.

Table 4.1: Technical architecture of UbiSMART V2
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In 2012, early in my thesis, a real deployments was considered, where UbiSMART
developers would be responsible of the complete deployment, and would keep a strong
contact with the end-users. As the project materialized, we saw several limitations and
questions appearing from UbiSMART V2. These limitations are listed extensively in the
following Section 4.3.

4.3 Problematics

As explained in Section 4.2, UbiSMART V2 was not created with full-stack deploy-
ments in mind. There was no implementation for sensor acquisition, and the practical
steps for deployment were out of its scope. Its output had a value for research, but could
not benefit to a end-user, as it only consisted of log files.

Through this section, I describe more extensively the questions raised during the shift
from UbiSMART V2 towards a full-stack framework for smart-home. I will then answer

every of these questions in Section 4.4, by describing the changes we have made in UbiS-
MART V3.

4.3.1 How To Set-Up A Smart-Home?

The first question one may ask when creating a smart home is “what does a smart
home looks like?”.

There are two possible types of architectures for smart home: client-server or local. In
a client-server architecture, data from the smart home are uploaded to the Internet, and
processed on a remote server. On the other hand, a local architecture will handle all the
process inside the home, without requiring a connection to the Internet. UbiSMART V2
did not handle data acquisition, thus could equally be adapted to work in a client-server
or local architecture. A client-server architecture requires at least a computer used as
gateway, physically placed inside the home to forward sensor events to the remote server.
It also requires an Internet connection. A local architecture requires a computer too, on
which the whole framework will be installed.

Client-server architecture have a drawback, because they depend strongly on the In-
ternet. But compared to local architecture, they are easier to maintain and to debug
remotely. Also, the range of local architectures is limited to the home, meaning that ser-
vices can hardly be accessed from the outside. This is problematic when trying to reach
caregivers. Taking all these aspects into account, we have chosen to use a client-server
architecture, more powerful and more reactive to a quick development cycle.

The installation process also must be taken into account. The setup should be as
simple as possible, and every complex tasks should happen before the deployment, not
during. A useful metric is the time spent at the person’s house to make a deployment.
This problematic has been tackled in Section 4.4.3.
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4.3.2 How To Connect The Smart-Home To The
Server?

Since we have opted for a client-server approach, we need the smart-home to commu-
nicate with the server.

The most critical issue is to obtain an Internet connection. This could seem obvious,
but in elderly people’s house, it is not usual to have an Internet connection available
through Wifi or Ethernet. Section 4.4.1 will show how the use of 3G networks attempts
to solve this problem.

Once the Internet connection is established, we need to define the communication
protocol between the gateway and the server. The communication protocol must verify
the following properties:

— Maintaining reliable communications while using an unreliable protocol (3G internet
are often slow, offer a limited amount of data, and suffer from numerous network
failures);

As we will handle streams of data, a persistent connection is likely to be more
efficient than a stateless connection. This excludes the HTTP/HTTPS protocol;

Handling bi-directional connections;
— Being secure.

To make the communication reliable even with frequent disconnections, we must as-
sure a quality of service (preferably maintained internally by the communication protocol).
Therefore, we prefer the use of a Publish&Subscribe model. Indeed, one server is dealing
with several houses, which have unstable connections to the Internet. Direct Peer-to-Peer
sockets can be discarded, as they often have difficulties to handle connection failures.
Publish&Subscribe architectures use an external broker, that can keep faulty messages
in buffer while needed, and handle complex broadcasts from the server. Section 4.4.1 de-
scribes how the MQ Telemetry Transport (MQTT) protocol verifies all these constraints,
and how we use it for reliable communications in UbiSMART V3.

A final question about the connection to the gateway is the maintenance of the gate-
way. Developers must be able to upload remotely a software update, to be notified when
a failure happens, and to debug this failure remotely. These challenges are even more
complex if gateways use 3G connections, or an external router from the Internet Service
Provider, they will hardly be accessible directly through a public IP address. We have de-
cided of two complementary solutions for these questions: making the gateway accessible
remotely through a system of reverse proxying, and monitoring the gateways through an
external monitoring tool. These are discussed in Sections 4.4.1 and 4.4.3.
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4.3.3 The framework Was Not Practically Designed
For The End-Users

Another issue with UbiSMART V2 is that it included no interaction with the end-user.
Its only outputs were technical logs.

To make UbiSMART a deployment-ready framework for AAL, it should at least respect
the following principles:

— Be accessible by the end-user, with no technical knowledge;
— Offer useful services for the end-user;

— Make these services easy to understand, and visually appealing;

Being secure, so that only authorized users can access the services they want.

A strong work has been done on this matter, so UbiSMART V3 can be more user-
centric. Extensive details are given in Section 4.4.2.

4.3.4 Scaling Up UbiSMART For Multiple Deploy-
ments

UbiSMART V2 was implemented so that one instance of the program would run for
one house. This approach worked with a handful of houses, but it is not scalable for
larger deployments. Not only it would induce performance issues, but also an additional
human cost in terms of maintenance and installation. Every changes in the program
would have to be propagated to every instances. Although some parts could still be
automated if necessary, that architecture simply can not be carried forward in a large-
scale deployment. Therefore, UbiSMART V3 must be designed to handle multiple houses
over a single instance of the program. This is covered in Section 4.4.2, where I describe
how we implemented UbiSMART V3 as a web server.

Another feature required by the end-users was to handle the particular case where
one user (e.g., caregiver) monitors several houses. The model must therefore integrate
multiple houses and users into a single instance of the program, and define relationships
between the two entities. The concepts of users and roles is introduced in Section 4.4.2.

Another issue with scalability is on the logistic deployment of smart homes, that is
preparing efficiently the hardware for a large number of deployments. In Section 4.4.3, I
describe the concept of serial provisioning, to automatize the preparation of smart-home
gateways.

4.3.5 Summary

In this section, I have listed every problematic we faced when confronting UbiSMART
to the constraint of real deployment. I have given hints about the solutions we have
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introduced, and I refer each time to the matching paragraph in the following section, for
a detailed explanation of our solution.

The major features to be implemented into UbiSMART are as follows:

— A smart home is made of sensors and actuators, plus a gateway (that will handle
the processing, or forward to a server);

— Assuming that the processing takes place on a server:

— Obtain an Internet connection, even in places that don’t provide Wifi or Eth-
ernet access;

— Ensure a reliable connection with the server;

— Being able to perform maintenance on the smart home, even remotely;

Make the framework accessible and usable to the end-user;

— Scale up the framework for a large number of houses and users.

4.4 Contributions

This section is complementary to the previous Section 4.3. It brings precise answers
to every of the problematics listed above.

These answers are the results of a team work, not of an individual work. The features
related to the gateway and the smart-home are mostly the contribution of Aloulou and
myself. The features linked to the web-server have been managed by Tiberghien and we
have been several persons to contribute on it. Although some of these features do not
relate directly to my work, I find it important to relate them here, to provide to the
reader a complete understanding of our framework for AAL, rather than a partial view.
To maintain a fully honest approach, I mention explicitly through this section when a
feature has been developed solely by others than me.

4.4.1 Setting Up A Smart-Home

Gateways

Gateways are at the core of smart homes. In UbiSMART V3, gateways forward sensor
events to the server. They are also in charge of communicating messages from the server
to the smart home, and triggering services and alerts locally.

We use a Raspberry Pi 2 as a gateway (Figure 4.3). It consists of a 35€ computer, the
size of a credit-card, and running on a 5V USB charger. It is powerful enough to run a
Linux system with reasonable processes, and offers every necessary connections, including

2. https://www.raspberrypi.org/
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Figure 4.3: A Raspberry Pi — The UbiSMART gateways

USB and Ethernet plugs. Another advantage is that its system is installed through a
MicroSD memory card. Therefore to re-format it, it only needs to replace the memory
card.

Originally we had been using BeagleBone Black 3, a competitor of Raspberry Pi,
designed to be slightly more powerful. But we have found the Raspberry Pi to be powerful
enough, with a larger and more active community of users, and a more reliable product
distribution.

Defining a right set of sensors

Keeping in mind that we want our deployment to be as simple and non-invasive as
possible, and to keep a low budget to extend more easily, we prefer to use sensors available
in the market. We use wireless technologies, since cables are usually not accepted by users,
for good reasons.

We have chosen to rely on the X10-RF technology *, as it has been the most widely
used on the last 20 years. By plugging a receiver to our gateway, we are able to receive
sensor events, which are then forwarded to the server. The advantage of X10-RF is also
its weakness: by keeping a low coupling between sensor and receiver, a X10 sensor is
particularly simple to install or replace, but the protocol also lacks some security. The
Z-Wave protocol ® could have been an equally good choice, and it balances X10 strength
and weakness through a one-to-one pairing between sensor and receiver.

Our most basic sensors are motion sensors and door sensors (Figure 4.4). In a house
with multiple rooms and doors, these sensors already provide rich data, by placing one
motion sensor in each room, and a door sensor in the main door as well as on the fridge
and oven doors.

3. http://beagleboard.org/black
4. http://www.x10.com
5. http://www.z-wave.com
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R

B acrivenome

(a) A motion sensor (b) A door sensor

Figure 4.4: Simple sensors using X10-RF technology

However these simple sensors are too sparse in a nursing home, where there are only
two rooms, and the main door often remains open. In that case, my colleagues have
prototyped a bed sensor (Figure 4.5) — to know whether a person sits or lies on a bed
—, which we have installed in a room in nursing home. The bed sensor consists of a set of
pressure sensors, connected to a micro-processor and a ZigBee wireless module. The sensor
signals are sent wirelessly to the gateway through ZigBee. The results are interesting in
terms of data, but due to a lack of robustness and autonomy, some more work has to be
done on it before further deployments.

Figure 4.5: A prototype of bed sensor

Using 3G for Internet connection

In houses where there is no stable Internet connection, we need to rely on 3G tech-
nology, as usually found on mobile phones. It is possible to connect a computer (in this
case a Raspberry Pi) to 3G thanks to USB 3G modems (Figure 4.6), which accept a SIM
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Figure 4.6: A USB 3G modem

Card. With the use of the UTMSkeeper software ¢, we manage to have a reliable Internet
connection on our gateways through 3G.

However, this solution is not perfect, and 3G is not fully reliable. Due to the policy of
most Internet Service Provider, 3G disconnects every 12 hours, with sometimes difficulties
to reconnect. To ensure that the connections is not completely lost, we have installed a
watchdog to check the connection and attempt to reconnect. In the worst situation, the
gateway will reboot by itself, to restart the connection.

Communications With The Server

The main purpose of the gateway is to act as a bridge between the server and the
sensors. As the Internet IP protocol is too heavy, and waiting for the development of
6LoWPAN;, it is currently impossible to connect wireless sensors directly to the Internet
using Wifi. Instead, wireless sensors implement short-distance protocols, and a receiver is
connected to the gateway. Sensor events are parsed by the gateway, which forwards these
events to the server.

Using the MQTT Protocol

I have stated in section 4.3.2 that we need a communication protocol that would be
light, secure, bi-directional, persistent, and that would assure a quality of service even
with unreliable network. I have argued over a Publish&Subscribe model rather than peer-
to-peer, to handle complex broadcasts from the server, and to rely on a centralized broker.

6. http://mintakaconciencia.net/squares/umtskeeper/
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Several protocols have been considered. HT'TPS can be excluded as it is too heavy,
stateless, and single-directional. Simple sockets can be excluded as they are peer-to-peer
and they don’t ensure a good quality of service. We have tested the XMPP protocol 7,
originally designed for human-to-human communication; it works well, but it is heavy, and
not well adapted for machine-to-machine communications A good alternative could have
been ZeroMQ 8, an advanced socket implementation, that can work on Publish&Subscribe
as well.

But our choice has been the MQTT protocol ¥, designed by IBM. It provides a light-
weight interface for messages through Publish&Subscribe, and ensures three levels of
quality of service. At the intermediate quality of service, a broker ensures that the mes-
sage has been received by every subscribers, and will retain the message in memory in
case it did not. Moreover, the use of MQT'T is straightforward, and its implementations
handle natively many low-level use-cases such as callback methods for incoming messages,
asynchronous publishing, etc.

We use two implementations of MQTT: Paho !, implemented in Python, and Mosca !,
implemented in NodeJS. We also use Mosca as our broker. During development, we use
Mosquitto 2 as an alternative broker, easier to interact with.

The Ubigate Software

Depending on the sensing technology, the Raspberry Pi gateway reads sensor events
from various softwares. For X-10 RF, there exists a software named Mochad '3, to receive
events from the X-10 receiver. Z-Wave and Zigbee each have their own software tool to
interact with sensors.

I have developed the Ubigate software on the gateway-side, in order to aggregate sensor
events from various sources, and facilitate the use of MQTT. It is developed in Python,
and mostly consists of a wrapper around the MQTT Paho library. In the background,
Ubigate will always ensure that the MQTT connection is established (and reconnect if
necessary). If a message is sent through Ubigate, it will be saved into a persistent buffer
until the message has been received and acknowledged by the server. This way, even in
case of connection failure, we can ensure that no message will be lost.

Ubigate uses a plugin-based architecture, so that tools that need to communicate with
the server are implemented as Ubigate plugins. The most actively developed plugin for
Ubigate is named marmitek-gw, and retrieves X10 FR events from the Mochad software.
At the moment, Ubigate only support sensor plugins, but we may consider more advanced
use cases in the future, such as interactions with a smartTV based on the same model,
through Ubigate.

7. http://zeromq.org/

8. http://xmpp.org/

9. http://mqtt.org/

10. https://pypi.python.org/pypi/paho-mqtt/
11. http://www.mosca.io/

12. http://mosquitto.org/

13. http://sourceforge.net/projects/mochad/
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Maintenance

Smart homes are sensitive to failures, whether from a lost Internet connection, the
user accidentally unplugging the framework, a broken sensor, or a faulty software. I have
observed these failures multiple times from our deployments.

To handle these failures, we have made our gateway as robust as possible. If a faulty
software stops, it will be restarted automatically. If the gateway happens to reboot, every
necessary softwares will be started properly. Sometimes the gateway even reboots by itself,
in case the Internet connection is lost, to properly reset the connection.

Yet, a human maintenance is sometimes necessary. Additionally, with an iterative de-
velopment cycle, we frequently need to upgrade the software stack on the remote gateway.
Since it is costly in time and money to physically send a person in the house for main-
tenance, we have worked on remote maintenance. The gateways are not be accessible on
the Internet out-of-the-box, as they are hidden behind a router or the 3G provider.

Therefore, I have setup a reverse proxy. In a reverse proxy, the gateway establishes a
persistent connection to a publicly available server, on a specific port. From this point,
every packet sent to the public server on this port are forwarded to the gateway (Fig-
ure 4.7). This way, the gateway is publicly accessible from the Internet, and a client can
seamlessly connect to it from anywhere. We use the secure protocol SSH to perform the
reverse proxying.

Internet

Remote
Maintainers

Gateway

Figure 4.7: The concept of reverse proxying
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4.4.2 Making UbiSMART More User-Centric

Another issue we had been facing with UbiSMART V2, is that its interaction with
the user were limited to sensor events and alerts. In UbiSMART V3, we have decided to
improve this point in particular. Users should be involved in the deployment; and to do
so, they should benefit from the framework.

Redesigning The framework As A Web Server

We have decided to redesign UbiSMART as a web-server. This work has mostly been
carried by Tiberghien. Although this approach is rather unusual in the literature, we see
several advantages in turning UbiSMART into a web-server:

— It can be accessed from anywhere, with no need for the user to install anything;

— Web-server are powerful to handle intensive input/output requests, with CPU-
intense processing in the background:

— This use-case can be transposed to a smart-home;

— Input and output requests do not have to be in HI'TP, and modern web frame-
works can process other protocols, such as MQTT;

— HTML/CSS/Javascript offer a unified and standardized language to design user
interfaces;

— Web frameworks already provide high-level methods to manage user sessions, saving
models in database, etc;

— Web development is supported by an extremely large and active community;

— With the recent development of the Mobile Web, and tools like PhoneGap 4, it can
easily be adapted for smartphone and tablets.

In terms of tools, my first approach was to use Python’s Flask microframework !°.
Indeed, Flask provides every required methods to simply create a web server, but remains
unobstrusive on the backend, leaving flexibility for complex and unusual applications like
UbiSMART.

But with further investigations, we have decided to go for NodeJS !¢ instead, as it
has a more promising future, and it offers better performance. Indeed, where most web
servers simply parallelize requests with threads, NodeJS uses asynchronous methods, so
that it can handle a large number of requests with a single instance and a single thread.
Multi-threaded models can be effective with CPU-intensive processes, but in the case of a

14. http://phonegap.com/
15. http://flask.pocoo.org/
16. http://nodejs.org
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web-server, the bottleneck is more often in accessing and serving data, and asynchronous
development is shown to perform better.

On top of NodelJS, we use the SailsJS framework 7. SailsJS is a reimplementation of
the famous Ruby On Rails framework !®, using NodeJS rather than Ruby. It is not as
mature as Ruby On Rails, but already offers better performances thanks to NodelJS. It uses
the REST architecture [309] and the Create, Read, Update, Delete (CRUD) model [310] as
much as possible, following the Convention over Configuration paradigm. Convention over
Configuration means that the default behaviour of the framework, — when the developer
follows its convention —, will be particularly efficient and convenient; nevertheless, it is
always possible to bypass it with additional configurations; therefore it is never restrictive.

I have not being involved directly in the original design of UbiSMART using SailsJS,
as this work has been carried by Tiberghien and Bellmunt. However, I have participated
in several of the services described below.

Secured Access For The Users

We have identified several types of users: Residents, Caregivers, Technicians and Doc-
tors. Each users can be supervising several houses, but cannot access houses they are not
attached to. Therefore we have created a model of user into the UbiSMART web server.
Users can log in with their credentials (Figure 4.8), and will access only what they are
authorized to see (Figure 4.9).

It is also important to notice that the server is secured with a SSL certification.

romain.endelin@mines-telec Signin

Please sign in...

If you can't remember your password, please ask us to reset it by clicking here | #2520 G

© 2014 PAWM International (IPAL Singapore, LIRMM France). Find us on GitHub.

Figure 4.8: UbiSMART Login Interface

17. http://sailsjs.org/
18. http://rubyonrails.org/
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Romain Endelin My Service Sign-out

Explore services by:

Select patient:

Services available for Mme

Licsias

jht @ 2014 PAWM International (IPAL Singapeore, LIRMM France). Find us on GitHub.

Figure 4.9: UbiSMART House Menu

User-Friendly Services

We have developed several visualisations and other services for the users. This way,
users can see what the resident has been doing over the last 10 minutes, 1 hour, 3 hours,
6 hours, 1 day or 1 week (Figure 4.10). Nurses can also have a complete view of a corridor
inside the nursing home, so they can quickly identify falls (Figure 4.11). Similarly, we
have created a view of individual houses, to visualize the resident’s activity (Figure 4.12).
Technicians will also be interested to visually observe the sensor events (Figure 4.13). For
doctors, we have developed long-term statistics visualisations, for sleeping cycles and uses
of toilets (Figure 4.14).

These visualisations are created using the D3.js library .

Additionally, we have implemented alerts through smartphone applications (Fig-
ure 4.15), SmartTV (Figure 4.16) and email. However, these alert remain in early stage,
and further work is ongoing to extend them.

The choice of these services has been guided by the UbiSMART deployment. The view
of sensor events is meant to be used by administrators and technicians, to better visualize
and diagnose issues with sensors. The view on an user activity is meant for the caregiver
to observe anomalies in the elderly people activity. Through the weekly view, it is possible
to observe daily patterns, and shift from these patterns.

In the nursing home, caregiver found a need to observe the whole corridor at a glance
and be advised of falls; hence the corridor view was developed. The view of individual

19. http://d3js.org/
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Figure 4.10: Visualizing Activities in UbiSMART
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Figure 4.11: Visualizing a Nursing Home Corridor in UbiSMART
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Figure 4.12: Visualizing House in UbiSMART
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Figure 4.13: Visualizing Sensor Events in UbiSMART

wp B
o B

e oot sepins

N
Sto
“
.
o
2
W 39108 2 15 Thapros.

(a) Statistics on sleep (b) Statistics on toilet use

U400 Wadwal282015  Thawar26 2015

Figure 4.14: Statistical visualisations in UbiSMART
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‘No SIM = 4:10 PM 359,
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Medicine Alert

Alice Smith must take her amlor pills

Figure 4.15: UbiSMART Alert on Smartphone
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Alert

Mr. Endelin
It is time to take your medications

Have a nice day!

Figure 4.16: UbiSMART Alert on SmartTV

house is derived from the corridor view in nursing home, and is meant to be more intuitive
than the view of user’s activity over time.

As for long-term statistics, these were primarily targeting research purpose, with the
goal of observing long-term shift in elderly people’s routine.

Alerts are addressing a limitation inherent to data visualisation. Data visualisation
is not meant to be used by elderly people themselves, and by nature it must pulled by
caregivers when they need. In case of abnormal activity, an alert must be pushed, either
to elderly people or to the caregiver.

4.4.3 Seamlessly Extending To Multiple Deployments

Another limitation of UbiSMART V2 was that it was designed for only one user.

With UbiSMART V3, we have taken every required actions to seamlessly extend for
multiple users in multiple deployments.

Gateways

Each smart-home includes a gateway, so it needs to be duplicated for every new de-
ployments. Considering a large-scale deployment, we need to make the payload of creating
a new house as little as possible.
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Serial provisioning and maintainance

First of all, we have created a process to automate the installation of gateways. Gate-
ways essentially consist of a Linux distribution, with some software installed in it, and
some specific configuration. We have defined all these specificities in a declarative format,
using Ansible 2. Ansible is a simple and powerful automation tool. Its major benefit is
that Ansible scripts (named playbook) are idempotent, so that executing it one thousand
times will have the same effect as execute it one time. Through idempotency, Ansible can
manage both the installation of the gateway (we name it provisioning), and the further
system upgrades. Moreover, Ansible manages a list of gateways with their IP addresses,
so that the developer can upgrade every gateways at once from Ansible.

Thanks to Ansible, preparing a new gateway only require four actions: copying a Linux
image to a microSD card, plug it to the Raspberry Pi gateway, turn on the gateway, and
execute Ansible for the new gateway. After new features are implemented, upgrading the
gateways then simply requires to execute Ansible.

The bottleneck of this approach is that the initial provisioning may take several min-
utes. Aloulou has then put a shortcut in place. Rather than executing the whole script
for every gateways, an Image file (.iso) has been created, including a barebone linux, with
every useful softwares already installed. For a new gateway, the technician repeats the
same steps as usual: copy the Image file to a MicroSD card, plug it to the Raspberry Pi,
turn on the gateway, and execute Ansible. But this time, the ansible script will take only
a few seconds to execute, as it will only update the configuration, and the softwares are
already installed.

An interesting extension would be to wrap the entire process inside Vagrant, so that
the setup could take place on the virtual machine, whose image would then be copied to
the MicroSD card. This way, the setup process would not even require a Raspberry Pi.

Automatic Configuration of the Gateway

Each house is different, and the gateways need to maintain a configuration file, where
they describe sensors and devices installed on this house, as well as other informations.

To facilitate this process, we now configure the house from the UbiSMART server,
using a web interface. The configuration is then sent to the gateways through MQTT.
When receiving this message, instances of Ubigate will save the new configuration.

The process goes even further, with sensor discovery. If an event is received from
an unknown sensor, the gateway will forward it to the UbiSMART server, asking the
administrator to identify or reject this new sensor.

Monitoring

Monitoring and maintaining gateways is a heavy tasks. It involves for the administrator
to manually connect to the UbiSMART web application everyday, checking that sensor
events are correctly received in each house. If they are not, the administrator must try to

20. http://www.ansible.com/home
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manually connect to the gateways, looking for failures. This process is critical, but cannot
scale up to a large number of deployment.

To overcome it, we have setup a monitoring framework, using Zabbix ?! (Figure 4.17).
The framework will check the following vital signs from the gateways:

— Is the gateway reachable;
— Uptime of the gateway;

— Are every required processes running;

Do we observe any error in the log file;

CPU/RAM load;

— Are every devices plugged to the gateway;
— Is the clock on the right time;

— Is network behaving correctly;

Do we receive every sensor data correctly.

ZABBIX Help | Getsumpore | i | Prsfle | Logout

Monitoring | Inwentory R

Dashboard  Overview Web  Latestdata Triggers Events Craphs  Screens Maps  Discovery  ITservices search |

History: Latest data » Dashboard » Latest data » Histary » Latest data
LATEST DATA [

Name Interval History Trends  Type Last value Change Info
| - other - (7 Items)
-other - (7 Items) ‘
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Figure 4.17: Our gateway monitoring interface

Additionally, the monitoring framework will also check the availability and health of
the UbiSMART Server.

In case a problem is noticed, several procedures have been put in place by the moni-
toring framework to repair it automatically, if possible. This involves restarting services
that are not running, or resetting the clock. For more complicated cases, email alerts will
be sent to the administrator.

This work has been implemented by Tiberghien, with the help of Bentes and Crémieux.

21. http://www.zabbix.com/
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Program Ezxecution

Our server also has to scale up for multiple deployments. With UbiSMART V3, only
one instance is running and manages every houses, whereas in UbiSMART V2 each house
required one instance.

Performances

In terms of performance, we benefit from the NodelJs language, that is particularly
efficient to handle multiple requests at once. Therefore, several gateways can transfer
sensor events, at a pace of one event every five seconds, and multiple users can access the
web interface, without causing overload. Figure 4.18 shows a load test we have performed
on the UbiSMART V3 performances [51].

7
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Number of houses
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Figure 4.18: Load test of UbiSMART V3
UbiSMART V3 is still facing some performance issues in case too many data are saved

in the database, forcing us to regularly make a backup of the database and empty it. These
issues should be addressed in a near future.

Modeling Multiple House

In terms of model, UbiSMART V3 introduces the concept of neighbourhood. A neigh-
bourhood is composed of multiple houses. It is even possible to have a neighbourhood
composed of smaller neighbourhoods, like a city composed of buildings, composed of
apartments. The main interest of neighbourhoods is a fine-grained tuning of users’ priv-
ileges. For instance, a caregiver can be attached to an entire residence. Another interest
of neighbourhoods is that we can attach a service to a neighbourhood, such as a view of
a corridor inside a nursing home.
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We have also seen in Section 4.4.2 that users can now securely access to the houses
and neighbourhoods they are attached to. This is called User Interface Plasticity, and it
is currently been researched more deeply in the ongoing thesis of Bellmunt.

Reasoning

Another subject that has to be taken into account when scaling up is the reasoning.
In UbiSMART V2, the reasoning was manual. This means that every new deployment
required the administrator to manually copy a template of ontology and edit it, to describe
the rooms and sensors. The same process had to be repeated when adding / removing
sensors to a deployment.

In UbiSMART V3, we have introduced a Semantic Plug&Play, originally imagined
by Aloulou during his thesis. With this concept, it is possible to update the description
of a house from the web interface (Figure 4.19), and the ontology will automatically be
updated accordingly.

Sign-out

You are editing the description of the house #11

Users configuration

Resident Suzanne Tan = |
Caregiver Cerise by |

Technician Romain 3 |

House configuration

Rooms Objects
Name Type Name
Toilet j Lkitchen x Fridge j door X
Bathroom - hathroom x Bed j fridge X
Bedroom - | bedroom x Furniture v| doordoor X
Sensors
Add sensor
ID SensApp Binding
Al ContactSensor = | bedroom = ‘ x
Az ContactSensor j fridge j x
| a3 ContactSensor j Litchen j x

Figure 4.19: Describing a house through a web interface
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4.5 Discussion

4.5.1 Outcomes

Figure 4.20 shows the current features of UbiSMART V3, as described in this chapter.
Following, I discuss the feedback we have obtained from our current deployment, and the
lessons we have learned.

e ; A
UbiSMART
)  MQTT £ N
Ubigate Gateway <€———> Server
R .
3G Internet access eas?nlng
Web interface
Remote monitoring
Secured user access
Remote maintenance Automatic configuration
Sensors events Sarmres
Serial provisioning View events
Statistics
0 ) View activities
View house
Alerts
N J

Figure 4.20: The different modules in place in UbiSMART V3

Feedback From Our Current Deployment

During our recent deployment, we have observed several requirements that were not
originally verified, and we have worked on each of these.

First, our current framework, UbiSMART V3, is particularly easy to setup. By running
a script, and doing some configuration through the web interface, we are now able to get a
house ready to deploy. Once the gateway and sensors are ready, we have deployed houses
in less than 20 minutes, with no technical skill involved. In the past, such deployment
would have required a day, and involved to setup the framework locally. Our system also
takes really little space for the resident. The gateway is only the size of a matchbox, and
the sensors are simply attached to the wall with blu-tac, easy to remove at any time.
As a final product for AAL, that would be ready for large-scale deployment, we hope to
provide a “smart-home in a box”.

We have made a particular effort to make the system reliable, even with a sometimes
non-reliable Internet connection over 3G. Moreover, maintenance and debugging can be
performed remotely.

Our UbiSMART V3 web interface is currently being used by nurses in the deployed
nursing home, as they can instantly visualize what happens in the rooms of the residents.
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On a more technical side, we also have obtained 462,284 sensor events and inferred
84,351 activities over a period of 386 days. These data will be leveraged to improve the
reasoning, as described in Chapter 7 of this dissertation, and validated in Chapter 9.

Lessons Learned

The first lesson I have learned from our deployment is that there is actually a large
demand for AAL systems. Nursing homes are particularly interested on it, as it can
optimize the activity of the caregivers, and make some long-term evolutions appear on
the residents. There is also a demand from families, expecting to be reassured about
their elders, and to react faster in case of an accident. As I have shown in this chapter,
the technological barriers are being opened, and I claim that there is no more technical
deadlock for a large-scale deployment (although we are still facing a barrier on reliable
activity recognition). One may expect a large development of industrial AAL solutions
before long.

Another lesson I have learned is the importance of involving the users in the process.
Not only it benefits to these users, as they can use our services and they feel more re-
spected; but it also benefits to the researchers, as it helps us to define our needs better,
and adapt our work from their feedback. Often times we have observed a gap between lab-
oratory discussions — that tend to be particularly technical and to bring up complicated
use cases — and discussions with the end-users, that usually highlight simple use-cases
from common sense, fitting much better with their daily uses.

I also insist on the fact that development tasks cannot be neglected, side-by-side with
research. These are complementary, and in applied research like AAL, one should keep a
balance between theoretical and technical work.

One last observation I have made is that some technical difficulties will never appear
in laboratory settings. Yet these difficulties have to be taken seriously, and should not be
postponed. Laboratory settings are merely an attempts to reproduce real situations with
more flexibility, and should never be taken as the norm in AAL. If a framework works in
laboratory, but fails in a real situation, we must simply consider that if fails.

From all these observations, I can only acknowledge how much benefits we had from
deploying our system in real situations.

4.5.2 Openings

In this section I have presented many features that we have implemented into UbiS-
MART. Thanks to these features, UbiSMART is now functional and running full-time in
our deployment.

Yet, there are some improvements that can be made, and I will introduce some of
these in this section.
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Ubigate As A Distribution

Currently the gateway is a installed through an automatic process, and communication
with the server is performed through a software we have named Ubigate. I would like
Ubigate to become a complete distribution, in the Linux definition of distribution. Ubigate
would have a disk image to install it. It would be built upon Linux, and contain a set
of softwares for Internet communication, communication with sensors, communication
with the server, service provisioning, monitoring, and any other software that would be
necessary. These softwares would be installed and maintained though a package manager.

These concepts of package manager, installation process, etc. can of course be general-
ized, and in a sense the current version of our gateway already verifies these criteria. Yet
I would like the concepts to be more formalized. In particular, the Ubigate Distribution
should rely on a powerful life-cycle, with versions and releases.

Develop More Services

The current version of UbiSMART already provides services, whether informative
visualisations that users can access on-demand, or notifications in case of alerts, through
email or smart-phone application. Yet, some improvement can be done in terms of output
devices.

First, some more devices could be integrated, such as SmartTV, speakers, mobile
phones with SMS notifications, and an improved email service. Additional visualization
services could also be useful to observe long-term behaviour change, through statistical
views.

More generally, the service provisioning should be made smarter, by adapting to the
user. This is named User Interface Plasticity, and Bellmunt is currently focusing on it
for his upcoming thesis. The goal would be to provide the right information to the right
person at the right time, displayed the right way, using the right device.

Reworking the User Experience

The web interface of UbhiSMART — as shown for example in Figures 4.9 and 4.10 from
Section 4.4.2 — is functional. But in term of User eXperience (UX), it may probably be
improved by the advices of a professional designer, and by gathering feedback from the
end-users themselves. This is particularly important, first because we aim at making our
development user-centric, but also because many of our end-users are aged of sixty years-
old or more, and may not be familiar with the technologies. Thus a clear and intuitive
interface could greatly benefit to the framework.

Pre-Processing Of Sensor Events

Some sensors, like accelerometers, produce low-level signals, that needs further pro-
cessing to infer higher-level events like “shaking” or “falling”. It would be interesting to
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formalize the pre-processing step from within UbiSMART, through modules named Sen-
sApps, that would be called automatically on new signals. The concept of SensApps had
been envisioned by Tiberghien during his thesis.

Go Beyond Smart-Homes

An interesting opening for UbiSMART would be to extend it beyond the use-case of
smart home. It could become a framework for smart-city, including numbers of smart-
homes but also civil services connected to the city. In a sense, this already has been
started through the introduction of neighbourhoods. Moreover, UbiSMART V3 has been
developed on a modular approach, where the core is agnostic to services and sensing
technologies. But additional work should be done before one could really use UbiSMART
to manage a Smart-City, mostly in generalizing the concepts of house, neighbourhood and
users.

To go even further, UbiSMART might go beyond Aml, and be as global as a framework
for the IoT. This is not possible with our current design, as activity recognition is the
keystone of our application, and it is too specific to Aml. For instance, a smart garden, or a
smart agenda are interesting use-cases in loT. They require a certain level of reasoning, but
this reasoning would appear to be very different from the activity recognition performed
in AAL. Thus, a large amount of work would be required to generalize even the very
concept of reasoning, and such work is unlikely to be undertaken in a near future.

4.5.3 Limitations: Activity Recognition

Through this chapter I have described all the work done to make our AAL framework
— UbiSMART — ready for real large-scale deployment. In my humble opinion, UbiS-
MART is a promising application, and the critical criteria for it to run in deployment are
now verified. We have also validated it towards three houses and five rooms in a nursing
home, with a positive feedback, both technical and human (Chapter 9).

Nevertheless, there remains one challenge of UbiSMART that has not been addressed
in this chapter, and which is a keystone of AAL: the ability to recognize activities reliably.
Even the best AAL system can not run properly without a reliable activity recognition
engine to support it.

Chapter 5 introduces a rapid prototyping framework for activity recognition, while
Chapters 6 and 7 describe two methods to improve the reasoning for activity recognition.
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Many programmers do
programming not be-
cause they expect to get
paid or get adulation by
the public, but because
it is fun to program.

Linus Torvalds

Prototyping Activity Recognition Reasoning
Engine

5.1 Motivations

Early in this thesis work, I have relied on the legacy UbiSMART reasoner for activity
recognition, developed by Tiberghien and Aloulou. Yet, it suffered from one major flaw.
Rules had been written manually, with short-term delivery in mind. Necessary evolutions
over time had not been considered, and modifying the reasoning engine appeared to be
impractical. I have come to realize the important of continuous improvement for activity
recognition, in order to support my thesis work and further developments.

In consequence, I have developed a prototyping framework for activity recognition,
named Knot. Knot is used for the following two use-cases:

— Loading AAL dataset, visualize them, and analyze them;
— Rapid prototyping of the reasoning engine.

Disclaimer: Some of the code listings presented below have been slightly simplified,
for readability purpose.

5.1.1 Features

Knot has been developed around the following features, each of which are described
in this chapter:

— A prototyping environment (Section 5.2):
— Prototyping notebooks;
— Scientific programming libraries;

— High-level libraries to interact with RDF
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— Fully modular code.
— A data analysis library (Section 5.3):

— Data structures;
— Data loading and pre-processing;

— A all-in-one function for data visualization.
— Ability to run the reasoner on-demand (Section 5.4):

— Modular reasoner;
— Explicit logger (observes changes in the ontology);

— Run the reasoner on various data sources.

— Simulating realistic activities (Section 5.5).

Additionally, the following applications have been developed on top of Knot:

— Multiuser detection (Chapter 6);
— Accuracy measurement, based on ground-truth observations (Chapter 7);
— Dynamic creation of houses and rules (Chapter 8).

— Notify inconsistent rules (e.g., missing sensor, conflicting rules) (Chapter 8).

5.1.2 Relations Between Knot And The UbiSMART
Reasoner

Although Knot is reasoner-agnostic, its construction has been tightly coupled with the
UbiSMART reasoning engine.

During their thesis work, Tiberghien and Aloulou have developed an ontology for smart
homes, and a set of rules for Activity Recognition. The approach is to use knowledge-based
reasoning, through ontologies and logical rule engines. Knowledge about the environment
(e.g., rooms, sensors) are saved into an ontology, based on N3 or RDF languages.

The UbiSMART reasoner had been well-integrated into the UbiSMART framework,
and runs in real-time in the deployed houses. With Knot, I have developed an alternative
implementation of the reasoner with additional features and an increased flexibility for
prototyping. More details on this implementation are given in Sections 8.2 and 5.4.

110



5.2. TECHNICAL SPECIFICATIONS

Introducing The Euler Rule Engine

In the UbiSMART reasoner, a set of logical IF-THEN rules is defined into the ontol-
ogy (Listing 5.1). When a new input enters the ontology (e.g., sensor event), the Euler
Rule Engine [35] will automatically trigger the rules with validated conditions, and infer
higher-level knowledge (e.g., context, activities) into the ontology. The newly discovered
knowledge will itself validate other rules’ conditions, and a new iteration of Euler will
then infer even higher-level knowledge. The reasoning process stops when a stable state
is reached, and no further knowledge is discovered.

~

?7x family:parent y.
y family:brother z.
P => A

?7x family:uncle z.
iz

Listing 5.1: N3 rule, to be inferred by the Euler Rule Engine

N

Introducing Cerebrations And Cogitations

Tiberghien’s Thesis also introduced the concepts of cerebration and cogitation [32]. A
cogitation is an iteration of the rule engine over our ontology. However, some operations
are particularly hard and inefficient to perform with ontological reasoning (e.g., arithmetic
and disjunctions).

To address these difficulties, cerebrations are classic imperative algorithms, which ob-
tain their inputs from the ontology, and whose output will be saved into the ontology too.
At each iteration of the reasoning, every cerebrations are executed sequentially between
two iterations of the cogitation. An example of cerebration is an algorithm to measure the
quantity of movement in a room over a time-window; its input are sensor events saved
into the ontology, and the output is saved into the ontology as a property of the room.

5.2 Technical Specifications

Knot has been developed with the Python language. Alternatives options would have
been Matlab, R, Octave, Java, C or Julia. Table 5.1 summarizes the features of each of
these languages, and justifies the choice of the Python language.

On top of Python, Knot uses the following libraries:

Numpy Scientific programming ! (described in Section 5.3.2);

1. www.numpy.org
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Language | Scientific | Maturity | Versatility Abstraction Performance [311]
tools

Python v v v High-level Average

R v 4 X High-level Slow
Matlab v v X Very High-level Slow
Octave v X X Very High-level Slow

Julia v X X High-level Good

Java X v v High-level Average

C X 4 v Low-level Good

Table 5.1: Comparing programming languages for the development of Knot

Pandas Data structure ? (described in Section 5.3.2);
Bokeh Data visualization ? (described in Section 5.3.3);
RDFLib Working with RDF and SPARQL * (described in Section 8.2);

Simpy Discrete Event Simulation ° (described in Section 5.5).

Knot encourages the use of the Jupyter ¢ development environment (Figure 5.1), which
has also been designed with prototyping in mind. It consists of notebooks, rendered in
a web interface. The notebooks contain blocks of code, that can be ran independently
from each others, while sharing the execution environment. Through notebooks, the user
can interactively test his code, visualize figures, and insert blocks of formatted text. The
content of a notebook is also saved for later use, and can easily be shared.

I argue that the use of these tools is an important part of the prototyping process,
and must be documented along with the framework’s architecture itself.

5.2.1 Architecture

Figure 5.2 describes the file structure of the Knot project. Notebooks and dataset
files are saved in their respective folders. The knot/ folder includes python packages for
data analysis (data__analysis/), reasoning (reasoning engine/, sinks/, sources/), houses
and rules factory (model/) and simulation (simulation/). The presets/ packages includes
predefined structures: pre-processing steps for data analysis (data.py), house and rule
definitions (house.py) and reasoning engine configuration (reasoner.py). It should be noted
that at the moment Knot does not include executable application, and it is meant to be
loaded as a library, inside a Jupyter notebook.

2. http://pandas.pydata.org

3. http://bokeh.pydata.org

4. http://rdflib.readthedocs.org
5. https://simpy.readthedocs.org
6. http://jupyter.org
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Jupyter Data_Viz Last checkpoint: 09/17/2015 (autosaved) A
File Edit Wiew Insert Cell Kemel Help | Python 2 ©
B+ 3 8 B 4 % M B C|Makdown 3| CellToolar None |

Loading data

In [8]: events, activities, groundtruth = load default datasets{update csv_files=True)

Plots

Analysing data

In [7]: plot{activities=activities, width=1500, height=400, title='Activities and events over one hour")
b| Activities and events over one hour
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Figure 5.1: Jupyter Notebooks

knot

datasets

——— events

— activities

notebooks

knot

—— data_analysis

——— reasoning engines

L—— semantic_engine

— model

L—— n3 files
——— presets

—— house.py

——— data.py
L reasoner.py

—— simulator
—— sinks
L sources

readme.md
L—— setup.py

Figure 5.2: File architecture of Knot
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Loading The Library

Listing 5.2 illustrates a typical Knot code that loads the default datasets and creates
a house.

# Import datasets and house presets
from reasoning.presets.dataset import load_default_datasets
from reasoning.presets import create_house

# Load and pre_process events, activities and groundtruth

# from datasets

events, activities, groundtruth = load_default_datasets(
update_csv_files=True)

# Create a house with default setup

house = create_house('My House')

Listing 5.2: Loading Knot

Modular Architecture

Knot is designed to be modular. It is possible to create new modules for the following
objects:

Reasoning workflows;

— Conditions for the reasoning rules;

Data sources;

Output sinks;

— Sensors;

Rooms;

Items in the house.

The dynamic discovery of new modules is not available yet. At the moment, the
developer of a new module needs to manually declare the module into the core of Knot.

5.3 Data Analysis

The primary motivation for the development of Knot was to process and visualize the
data acquired from our deployment.
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5.3.1 Getting Data From Database

Our datasets are extracted from UbiSMART, running in our deployment. We are
interested in the events and an activities tables. They are saved in a Relational Database
Management System (RDBMS) on a server, namely PostgreSQL. The first step for data
analysis consists into exporting backups of the database into Comma-Separated Value
(CSV) files, for more simplicity of use. This can be done through built-in functions in the
RDBMS (Listing 5.3).

COPY event TO 'backup_event_<yyyy_mm_dd>.csv'

DELIMITER ',' CSV HEADER;
COPY activity TO 'backup_activity_<yyyy_mm_dd>.csv'
DELIMITER ',' CSV HEADER;

Listing 5.3: Exporting from Database to CSV format

5.3.2 Loading The Data Structure

Introducing The Pandas Library

Pandas is a library providing pandas data structures and data analysis tools for the
Python programming language. It is built on top of Numpy, that is the fundamental
package for scientific computing in Python.

Pandas provides two powerful models, namely Series and Dataframes. Series are vec-
tors that can be indexed, with a particular focus on datetime index. Dataframes are
matrix-like data structures, with features similar to the one of a table in relational
databases. Powerful operations such as slicing, indexing, vectorial programming, etc. can
be applied to Series and Dataframes.

Loading And Preprocessing Data

Once the dataset obtained in CSV format, I process the data using Python’s Pandas.
The first step is to cleanup the datasets by merging new data with existing ones, removing
duplicates, reordering and renaming columns. At the moment, Knot includes the following
functions for preprocessing:

— Rename sensors and activities;

— Rename residents, split residents by date (e.g., one room was occupied by resident
A until 2015-01-01, then resident B);

— Remove data for a specific sensor of resident;

— Remove activities which have a duration of less than 1 second;
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— Remove duplicates.

When loading datasets, Knot automatically looks for new CSV dump files from
database, and integrates them into the main dataset. While the process can be customized
at will, a preset has been defined to load default dataset from our deployment, and can
be called in one line, through the load _default datasets function.

The Dataframe Structures

Table 5.2 shows the structure of events and activities Dataframe in Knot.

sensor value

patient | date
2014-09-23 13:37:00.000000 | Bedroom Motion | On
2014-09-23 14:05:36.000000 | Main Door Sensor | Normal
A 2014-09-23 14:05:53.000000 | Main Door Sensor | Alert
2014-09-23 14:05:55.000000 | Main Door Sensor | Normal
2014-09-23 14:05:57.000000 | Main Door Sensor | Alert

(a) A Dataframe of events

activity position | since
patient | date
2014-09-23 14:05:53.727 | Busy Bedroom | 2014-09-23 09:01:23.041
2014-09-23 14:06:53.825 | Outside Outside | 2014-09-23 14:05:55.000
A 2014-09-23 14:09:04.040 | Come home | Bedroom | 2014-09-23 14:07:06.000
2014-09-23 14:15:10.000 | Go Toilet Toilet 2014-09-23 14:09:08.000
2014-09-23 15:24:41.050 | Outside Outside | 2014-09-23 15:12:10.000

(b) A Dataframe of activities

Table 5.2: Dataframes

5.3.3 Plotting Data

Introducing The Bokeh Library

Bokeh is a Python visualization library. It offers a simple syntax for plotting elegant
and concise visualisations. In the Python scientific computing community, the most widely
used library for data visualization is the legacy Matplotlib 7. Yet, I found Bokeh to be more
effective and to provide better outputs than Matplotlib. Bokeh is not not be confused with
the Javascript’s D3.Js library ®; whereas we use D3.js for high quality visualisations in
the UbiSMART framework, Bokeh offers more flexibility for rapid prototyping.

7. http://matplotlib.org/
8. http://d3js.org/
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The Plot Method

Given events and activities Dataframes, Knot provides an advanced all-in-one plot
function for visualizing data. The plot function’s definition is given in Listing 5.4. Fig-
ure 5.3 shows example calls of the plot methods.

def plot(activities=None, events=None, groundtruth=None,
patients=None, date_min=None, date_max=None,
nb_columns=1, width=900, height=400, title=None,
with_legend=True):

Listing 5.4: The Plot function

5.4 Reasoning Workflow

Knot includes its own reasoning engine, with the ability to run it over multiple sources
of events (e.g., events dataframe). The reasoning engine is completely modular, and should
not be limited to rule-based reasoning.

The original motivation to implement this reasoning engine was to run again the
reasoner over existing datasets, and to test the improvements made over the original

UbiSMART reasoner (Chapter 7).

5.4.1 The Reasoning Process

Introducing Coroutines

Knot’s reasoning engine is built using a programming pattern named coroutines. It
is important to understand coroutines before to tackle the reasoning process, as they
typically include programming patterns that would be confusing otherwise (e.g., infinite
loops).

A coroutine can be seen as an independent task, which accept an entry point, and can
yield data continuously during their execution. It is a generalization of subroutines (i.e.,
function) that only accept one entry when their execution starts, and return data at the
end of the execution.

UNIX pipes have a behaviour equivalent to those of coroutines. Coroutines offer the
advantage of developing semi-persistent (through the infinite loop) and mutually indepen-
dent tasks, which can be assembled together at a higher-level logic. Listing 5.5 illustrates
coroutines, and show how they can be implemented in python.
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(b) Plotting events and activities for resident “D”

Figure 5.3: Illustrating the plot method
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def sum_coroutine(target):
target.next ()
while True:
# wait here until a and b are received
a, b = yield
# send a + b to “recetver” (triggers the yield)
target.send(a + b)

def receiver():
while True:
# wait here until a value 7is received
value = yield
print(value)

my_coroutine = sum_coroutine(receiver())
# in python, coroutines must in initiated with a first "next  call
my_coroutine.next ()
for _ in range(2):
a, b = (randint(0, 5), randint(0, 5))
print ("> %s+%s" % (a, b))
# send a and b to “sum_coroutine” (triggers the yield)
my_coroutine.send((a, b))
# >>> 2+0
# 2
# >>> 0+4

# 4

Listing 5.5: An example coroutine

It is interesting to notice that coroutines are also at the core of event-driven program-
ming (i.e., NodeJS), and that Python has recently enhanced its support to coroutine in
its versions 3.4 and 3.5.

High-Level Logic

Knot’s reasoning process can be summarized as follows: a source produces events,
which are sent to the reasoner, and the reasoner yields activities, which are sent to a sink.
The process is built with coroutines, and could be summarized by the following pipe:
source | reasoner | sink.

At the moment, these three tasks are all that is needed, but there would be no technical
issue for inserting intermediate tasks to the process.
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The Reasoning Engine

The reasoner itself is composed of several steps. Steps are subroutines (i.e., normal
functions), not coroutines. Every reasoning steps are executed sequentially during each
iteration (Listing 5.6).

def reason(self, steps, target):
while True:
# when a new status is sent (i.e., a sensor event)
status = yield
# We run each step sequentially
for step in steps:
status = step(status)
# We send the final status (i.e., an activity)
target.send(status)

Listing 5.6: The reasoner coroutine

This process is reasoner-agnostic, and works as well for rule-based reasoning or for any
data-driven method. In this document, I will focus on the implementation of rule-based
reasoning. Also, whereas Knot may not use an ontological reasoning, it always relies on
an ontological model in the back-end.

Sources

Sources are events producers. I have explored four different sources:
Dataframe source Yield events one by one from an event Dataframe (Listing 5.7);
Simulator source Yield events as they are generated by the simulator (Section 5.5);
Socket source Yield events sent through a network socket;

Standard input source Yields event as the developers writes them down manually (for
debugging purpose).

def dataframe source(target, events):
for event in events.values:
# event: [date, sensor, wvalue]
target.send(event)

Listing 5.7: The Dataframe source
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Sinks

Sinks are coroutines which receive, but do not produce any content. Knot’s sinks sub-
scribe to activities. The default sink is the Dataframe Sink, which saves inferred activities
in a Dataframe. An issue is that a coroutine does not end properly, so it can not return
the resulting Dataframe as a final value; and the Dataframe cannot be accessed outside
of the coroutine’s scope. The Solution was to embed the coroutine inside a class, and to
make the Dataframe as an attribute of the class instance (Listing 5.8).

class DataframeSink(object):
def  init_(self):
self.activities = pd.DataFrame(columns=[
'house', 'date', 'activity', 'position', 'since'

D

def call (self, house):
self.co = self.sink(house)
return self

def send(self, *args):
self.co.send(*args)

Q@coroutine
def sink(self, house):
self.activities = self.activities.append(
activity, ignore_index=True)

Listing 5.8: The Dataframe sink

5.4.2 Implementing The UbiSMART Reasoning

The UbiSMART reasoner relies on the dynamic environment introduced in Section 8.2.
The Euler Rule Engine is executed on the generated rules, towards the generated house.
It is composed of the following steps, documented in the thesis of Tiberghien [32]:

— Save event into the ontology;
— Estimate motion in rooms;

— Reason on low-level context;
— Reason on activities;

— Read Activities, and yield it to the ontology.
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5.5 Simulator

An AAL simulator was created in response to a need to quickly generate a large
number of events, and to have full control on it. It addresses the three following use cases:

— Generate realistic sensor events on-demand;

— Validate that the reasoning engine correctly infers an activity, when a “canonical”
scenario of this activity is executed;

— Simulate sensors before we integrate them in the physical world.

To use the simulator, the developer must first describe the environment, using the
houses factory (Section 8.2.1). The developer then defines a scenario, that consists into a
sequence of actions to be executed by the resident. Once the simulator is executed, the
generated sensor events are saved into a Dataframe, or used as a source for the reasoning
engine (Section 5.4.1).

Several similar simulator exist in the literature [312, 313], with more advanced feature
that the one described in this document. But the Knot’s simulator distinguishes itself
because it is based on an ontological model, which is shared with the reasoning engine,
allowing for a symmetry between simulation and reasoning.

Introducing Simpy And Discrete Event Simulation

Simpy is a process-based discrete-event simulation framework written in Python.
Simpy can either perform simulations “as fast as possible”, simulating real time, or by
manually stepping through the events.

According to [314], a discrete-event simulation models the operation of a system as a
discrete sequence of events in time. Each event occurs at a particular instant in time and
marks a change of state in the system. Discrete event simulation is thus a fast and elegant
method to simulate the behaviour of a system over a period of time.

5.5.1 The Objects

The simulator integrates the objects included in Knot, namely:

— Person;

Room;

— Door;

Object;

— Sensor.
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Each object has a certain sets of actions that can be triggered. Objects are inter-
connected, so that when an action is triggered, it may interact with other objects, and
trigger new actions. To initiate the process, a scenario includes a sequence of actions to
be performed by the simulated resident.

The Resident

A resident — and more generally a person — has three possible actions at the moment:
go to room, keep moving in the room and stay immobile. Interactions between a resident
and specific objects (e.g., bed) has not yet been implemented. The keep moving in the
room action accepts a duration, and a frequency of motion (e.g., one noticeable motion
every second). Stay immobile is a specialization of keep moving in the room, where the
user moves at a frequency of 0.

To go to a specific room in the simulator, the resident does not teleport himself.
He moves realistically among rooms (given that doors have been defined) towards his
destination, staying a certain number of seconds in each room (by default, 8 seconds).
To do so, the simulator uses a Breadth-First Search [128] in a non-ponderated graph of
rooms, with the doors playing the role of edges.

When the resident moves in a room, he triggers the motion action to the room object.
When he moves across a door, he will trigger an open/close action to the door object
(although this may be unrealistic where doors remain open, and should be further cali-

brated).

Rooms, Doors And Items

At the moment, there was no item implemented besides rooms and doors. The be-
haviour of rooms and doors is extremely simple: when a motion happens in the room, or
when the door is open or closed, these objects will notify the sensors attached to it.

The Sensors

The simulator includes two sensors: door sensor and Motion Sensor.

When a door is open (resp. closed), the notify_open method (resp. notified_closed)
is called, and a sensor event “ALERT” (resp. “NORMAL?”) is yielded, consistently with
the physical behaviour of these sensors.

Motion sensors are more complex. They send “ON” when a motion is observed. While
there is motion, “ON” signals are sent every 10 seconds. After 60 seconds without motion,
a “OFF” signal is sent. Listing 5.9 shows the implementation of this behaviour.

123



CHAPTER 5. PROTOTYPING ACTIVITY RECOGNITION REASONING ENGINE

ON_DELAY = 10
OFF_DELAY = 60

latest_event = 0O

sensor_resource = PreemptiveResource(env, capacity=1)
on_process = None

# Runs the off_process on init
env.process(_process_off())

def notify motion(new_motion):
"""Triggered by a new motion in the assoctated room."""
# If there is mo currently running _process_on(), we run it
if on_process is None or on_process.triggered:
on_process = env.process(_process_on())
latest _event = env.now

def _process_on():
# ON process steals the priority to the ongoing UFF process
with sensor_resource.request(priority=1) as req:
yield req
yield env.timeout (ON_DELAY)

def _process off():
# Runs continually, loops when interrupted
while True:
with sensor_resource.request(priority=2) as req:
try:

yield req
# Wait OFF_DELAY seconds
off time = latest_event + OFF_DELAY
yield env.timeout(off time - env.now)

send_off signal()
# Watt until something happens
yield env.timeout(float('inf'))
except simpy.Interrupt:
# When a ON process tnterrupts the OUFF process
continue

Listing 5.9: Simulating a motion sensor
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5.5.2 Example

Following, I illustrate the use of the simulator through a complete example.
I will refer to the house in Figure 5.4, defined using the houses factory (Section 8.2.1)

Bathroom  Kitchen I

| | [
-— -
Living
Corridor I
| Room
— |
m
-}
=
o
Bedroom B
®
[ B Motion Sensor

afs @ Door Sensor

Figure 5.4: House to be simulated

I define a scenario where the resident will go to the kitchen, move for a while, spend a
few minutes in the living room, then go to bathroom, and finally go to the bed and stay
immobile for two hours (Listing 5.10).

@scenario

def scenario(simulator, env, actor, house):
actor.set_initial position("Living Room")
simulator.set_clock(time)
yield env.process(actor.go_to("Kitchen"))
yield env.process(actor.keep moving(timedelta(minutes=1)))
yield env.process(actor.go_to("Living Room"))
yield env.process(actor.keep _moving(timedelta(minutes=3)))
yield env.process(actor.go_to("Bathroom"))
yield env.process(actor.keep moving(timedelta(minutes=2)))
yield env.process(actor.go_to("Bedroom"))
yield env.process(actor.keep moving(timedelta(seconds=30)))
yield env.process(actor.stay_immobile(timedelta(hours=2)))

Listing 5.10: Example scenario for the simulator

After executing the scenario (Listing 5.11), we obtain the events in Table 5.3.
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time = parse("2015-09-20 10:00:00")
simulator = Simulator(house, init_time=time)
simulator.run(scenario)

Listing 5.11: Executing the scenario with the simulator

Date Sensor Value
2015-09-20 10:00:02 | Living Room Motion | On
2015-09-20 10:00:12 | Living Room Motion | On
2015-09-20 10:00:22 | Living Room Motion | On
2015-09-20 10:00:32 | Living Room Motion | On
2015-09-20 10:00:42 | Living Room Motion | On
2015-09-20 10:00:52 | Living Room Motion | On
2015-09-20 10:01:02 | Living Room Motion | On
2015-09-20 10:01:12 | Living Room Motion | On
2015-09-20 10:01:18 | Entrance Motion On
2015-09-20 10:01:34 | Bathroom Motion On
2015-09-20 10:01:46 | Bathroom Motion On
2015-09-20 10:01:58 | Bathroom Motion On
2015-09-20 10:02:10 | Bathroom Motion On
2015-09-20 10:02:12 | Living Room Motion | Off
2015-09-20 10:02:18 | Entrance Motion Ooff
2015-09-20 10:02:22 | Bathroom Motion On
2015-09-20 10:02:38 | Bedroom Motion On
2015-09-20 10:02:48 | Bedroom Motion On
2015-09-20 10:02:58 | Bedroom Motion On
2015-09-20 10:03:08 | Bedroom Motion On
2015-09-20 10:03:22 | Bathroom Motion Ooff
2015-09-20 10:04:08 | Bedroom Motion off

Table 5.3: Simulated events

5.5.3 Opening

The simulator presented in this section is considered a useful addition to this thesis
work, and not a keystone. It has been developed in response to a specific need, and there
was no reason to make it more advanced at the moment. Yet, powerful extensions have
been considered:

— In the future, it would be interesting to integrate stochastic simulation, in order to
obtain various datasets by running the same scenarios several times, and to observes
under which conditions the reasoner will fail.
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— So far, the interactions between the residents and objects such as bed are not imple-
mented. It would become dramatically more powerful after implement these interac-
tions. I envision a repository of objects and actions to be plugged to the simulator,
to create richer and more realistic simulations.

— Another opportunity would be to integrate higher-level behavioral simulation, that
would simulate the resident’s activities over a day, without the need for predefined
scenarios. A similar research has been successfully taken by Helal et al. [312].

5.6 Discussions

Through this section, I have introduced the Knot prototyping framework for Activity
Recognition. This framework includes a large number a features related to Activity Recog-
nition: analyzing datasets, create environment and rules dynamically, edit the reasoning
engine and run it on various sources, and use a simulator to generate realistic events.
These features have been useful for the research work described in Chapters 7 and 8.

Knot is validated in Chapter 9, through a complete use-case.

5.6.1 Limitations and Perspectives

Prototyping Activity Recognition is a large topic, which I consider to be in its early
days. Working on improving this process does feel like opening the pandora’s box. Nu-
merous limitations have been founds. Among these limitations, the followings have kept
my attention.

— Although Knot can run the reasoning on past events, the reasoning process is ex-
tremely slow, due to the Euler Rule Engine.

— Knot is not integrated with UbiSMART yet. Current deadlocks are that Knot does
not handle multiple houses running simultaneously, and is not yet ready for real
time.

— Using RDFLib is an enhancement from modifying N3 files manually. But the relation
between the Python model and the RDF back-end is rather confusing. The use of
an Object-Relational Mapping (ORM) (e.g., RDFalchemy) would allow for a more
elegant implementation, and has been further developed in Chapter 8.

— Knot is modular; but for a wide adoption we would expect a real system of plug-ins,
where AAL application developers would never have to work on the core.
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A Methodology for Activity
Recognition
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Life doesn’t make any
sense without interde-
pendence. We need each
other, and the sooner we
learn that, the better for
us all.

Erik Erikson

Location Tracking and Multiuser Detection
in Real Condition

6.1 Problematic

An important challenge of this thesis is to minimize inaccurate reasoning for activity
recognition. Although later chapters focus on systematically detect inaccuracies — or risks
of inaccuracies —, this chapter adopts a more straightforward approach. I have decided
to focus first on one specific cause of inaccurate reasoning: multiuser situations, where
several person interact in a house.

Figure 6.1 presents a situation where certainly more than one person is active in the
residence. These situations are called “multiuser situations”. The resident is first assumed
to be alone, active in the kitchen (zone A). The main door is open, sensors observe
movement on the corridor, and the door is closed again (Zone B). Then, the two persons
are probably in the same room, as only one room is active (zone C). We then observe
conflicting sensor events, where two rooms are active at the same time (zone D). Finally,
the door opens and closes again (zone E), and we observe simple sensor events over one
room at a time. We may assume that the resident is now alone (Zone F).

The former observations have been done manually. In terms of data, multiuser situa-
tions generate interwoven activities, and overlapping sensor events between rooms, which
are extremely hard to process. Fortunately, there is no urge for the system to recognize
activities when several persons are present in the residence. Indeed, the main purpose of
activity recognition is to detect risky activities; one may safely consider that if a resident
has visitors, the visitors will be able to react to a danger. The system can then deactivate
itself for the time of the multiuser situation.

Therefore, the system is required to detect whether or not we are in a multiuser
situation.

In this chapter, I introduce an algorithm to detect where is the resident located,
or when there is a multiuser situation. Using this algorithm, the situation observed in

131



CHAPTER 6. LOCATION TRACKING AND MULTIUSER DETECTION IN REAL
CONDITION

Fridge's Door -

Bedroom

Living Room -

Events

Entrance -

Kitchen

10:00 10:30 11:00 11:30

Date

Figure 6.1: A Multiuser Situation

Figure 6.1 will result in the insights seen in Figure 6.2.
Location of Resident J
Bedroom -
Bathroom -

Multiuser -

Location

Living Room -

Entrance

Kitchen
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Time

Figure 6.2: Automatic detection of multiuser situations

6.2 Related Works

Several researchers have identified the important role that can be played by social
interactions in a AAL system. In consequence, multiuser detection, social interaction
analysis, and Activity Recognition in multiuser situations is an active focus point in
AAL. This research yields rich outcomes when combined with wearable sensors [239, 315],
smartphones [316] or depth vision using Kinect [317]. Ye et al. [318] propose a high-level
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semantic model to perform Activity Recognition with concurrent activities, which can
apply to multiuser situations.

As for environmental sensors, Cook et al. [319] infer indoor location and analyze social
interactions using Bayesian methods on a rich set of environmental sensors; they obtain
an accuracy of 85%. Aicha et al. [320] have performed an in-depth study on Activity
Recognition in multiuser situations using simple environmental sensors and HMM. They
also obtain an accuracy of 85%.

I believe that in our case, Activity Recognition in multiuser situations is out of our
requirement, and I have chosen to focus solely on detecting these multiuser situations. By
narrowing the scope, the method I propose in this chapter can be executed with as little
as a motion sensor in each room.

6.3 Detecting Multiuser Situations

I have created an algorithm that performs location tracking and multiuser detec-
tion [300], based on concurrent sensor activations. I have chosen a data-driven approach,
in order to efficiently process the data. A knowledge-driven approach has been consid-
ered, but this algorithm does not require the richness of model brought by ontological
reasoning. For brevity purpose, the implementation details have been separated from this
chapter, and can be found in Appendix B.

6.3.1 Initial Dataset

As input, the algorithm receive a sequence of sensor events, where each sensor event
was triggered by a movement in a room, or by the absence of movement in that room
for 60 seconds. At the moment, we focus solely on motion sensors, and ignore any other
sensors (e.g., door sensors). Events are defined as a tuple < house; date; room;value >
(Table 6.1). In the current implementation, the sequence of events is implemented is a
dataframe.

6.3.2 Reformatting the Dataset

As a first step, the algorithm groups the sequence of events by rooms (Listing B.1 from
Appendix B). We obtain Table 6.2. The interest of grouping events by rooms, is that it
becomes possible to apply a function independently to each room.

The second step consists in making events as a ¢ x j matrix, where ¢ is the room,
and j the date, in order to obtain Table 6.3). This step is displayed in Listing B.2 from
Appendix B.

This step requires to resample events with a uniform frequency for every rooms, ranging
from the first event’s time to the last event’s time. This way, every rooms share the same
temporal index. I define the resampling period to 10 seconds, since sensors are specified to
send events at most every 10 seconds. To fill-in the blanks, we use the Last Observation
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House | Date Sensor Value
2014-11-24 17:13:25 | Living Room | On
2014-11-24 17:13:27 | Living Room | On

2014-11-24 17:13:29 | Kitchen On
2014-11-24 17:13:31 | Living Room | On
2014-11-24 17:13:37 | Kitchen On
2014-11-24 17:13:44 | Kitchen On
2014-11-24 17:13:51 | Kitchen On
2014-11-24 17:14:06 | Bedroom Oft

2014-11-24 17:14:27 | Living Room | Off
2014-11-24 17:14:29 | Living Room | Off

A 2014-11-24 17:14:55 | Kitchen Off
2014-11-24 17:15:07 | Kitchen On
2014-11-24 17:15:36 | Kitchen On
2014-11-24 17:15:53 | Kitchen On
2014-11-24 17:16:05 | Kitchen On
2014-11-24 17:16:30 | Bedroom On
2014-11-24 17:16:42 | Bedroom On
2014-11-24 17:16:49 | Bedroom On
2014-11-24 17:16:56 | Bedroom On
2014-11-24 17:17:04 | Kitchen On

Table 6.1: Original Dataset of events
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House

Sensor

Date

Value

Bedroom

2014-11-24 17:14:06
2014-11-24 17:16:30
2014-11-24 17:16:42
2014-11-24 17:16:49
2014-11-24 17:16:56

Off
On
On
On
On

Kitchen

2014-11-24 17:13:29
2014-11-24 17:13:37
2014-11-24 17:13:44
2014-11-24 17:13:51
2014-11-24 17:14:55
2014-11-24 17:15:07
2014-11-24 17:15:36
2014-11-24 17:15:53
2014-11-24 17:16:05
2014-11-24 17:17:04

On
On
On
On
Off
On
On
On
On
On

Living Room

2014-11-24 17:13:25
2014-11-24 17:13:27
2014-11-24 17:13:31
2014-11-24 17:14:27
2014-11-24 17:14:29

On
On
On
Off
Off

Table 6.2: Events grouped by sensors
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Carried Forward (LOCF) algorithm. The dataframe is then reshaped into a matrix where
each room becomes a column, as shown in Table 6.3.

House | Date Bedroom | Kitchen | Living Room
2014-11-24 17:13:20 | NaN On On
2014-11-24 17:13:30 | NaN On On
2014-11-24 17:13:40 | NaN On On
2014-11-24 17:13:50 | NaN On On
2014-11-24 17:14:00 | Off On On
2014-11-24 17:14:10 | Off On On
2014-11-24 17:14:20 | Off On Off
2014-11-24 17:14:30 | Off On Off
2014-11-24 17:14:40 | Off On Oft
2014-11-24 17:14:50 | Off Oft Oft
2014-11-24 17:15:00 | Off On Off

A 2014-11-24 17:15:10 | Off On Off
2014-11-24 17:15:20 | Off On Off
2014-11-24 17:15:30 | Off On Off
2014-11-24 17:15:40 | Off On Off
2014-11-24 17:15:50 | Off On Oft
2014-11-24 17:16:00 | Off On Oft
2014-11-24 17:16:10 | Off On Off
2014-11-24 17:16:20 | Off On Oft
2014-11-24 17:16:30 | On On Off
2014-11-24 17:16:40 | On On Oft
2014-11-24 17:16:50 | On On Oft
2014-11-24 17:17:00 | On On Oft

Table 6.3: Events resampled to uniform frequency, per room

6.3.3 Inferring Presence and Movement of the Resi-
dent in Rooms

Once the pre-treatment is completed and the dataset is properly formatted, we want
to detect the presence of the resident in rooms. Indeed, motion sensors only send binary
data, whether there is motion in a room or not. There are two use cases for the absence
of motion: the resident may be absent, or immobile. Thus, rather than binary On/Off
events, we would like to obtain the status of a room among the following values: Absent,
Immobile, or Movement.

To infer this information, we apply a set of rules to each element of the matrix (List-
ing B.3) from Appendix B:

— When a sensor sends a “On” signal in room X, it indicates a Movement in room X.
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— when a sensor sends a “Off” signal in room X, if the resident is present in room Y
(Immobile or in Movement), he is Absent from room X.

— When a sensor sends “Off” signal in room X if the resident is not currently seen in
any other room, there are two cases:

— If the resident was last seen in room X, we consider that he is still there, and
infer Immobile in room X.

— If the resident was last seen in another room, we consider that he is Absent
from room X.

Through these rules, we obtain a more meaningful dataset, showing the actual presence
of the resident (Table 6.4).

House | Date Bedroom | Kitchen | Living Room
2014-11-24 17:13:20 | Unknown | Movement | Movement
2014-11-24 17:13:30 | Unknown | Movement | Movement
2014-11-24 17:13:40 | Unknown | Movement | Movement
2014-11-24 17:13:50 | Unknown | Movement | Movement
2014-11-24 17:14:00 | Absent Movement | Movement
2014-11-24 17:14:10 | Absent Movement | Movement
2014-11-24 17:14:20 | Absent Movement | Absent
2014-11-24 17:14:30 | Absent Movement | Absent
2014-11-24 17:14:40 | Absent Movement | Absent
2014-11-24 17:14:50 | Absent Immobile | Absent
2014-11-24 17:15:00 | Absent Movement | Absent

A 2014-11-24 17:15:10 | Absent Movement | Absent
2014-11-24 17:15:20 | Absent Movement | Absent
2014-11-24 17:15:30 | Absent Movement | Absent
2014-11-24 17:15:40 | Absent Movement | Absent
2014-11-24 17:15:50 | Absent Movement | Absent
2014-11-24 17:16:00 | Absent Movement | Absent
2014-11-24 17:16:10 | Absent Movement | Absent
2014-11-24 17:16:20 | Absent Movement | Absent
2014-11-24 17:16:30 | Movement | Movement | Absent
2014-11-24 17:16:40 | Movement | Movement | Absent
2014-11-24 17:16:50 | Movement | Movement | Absent
2014-11-24 17:17:00 | Movement | Movement | Absent

Table 6.4: Presence of the resident in rooms

6.3.4 Detecting Multiuser Situations

The next step is critical. We want to detect multiuser situations, when the resident
receives visit. Given the matrix in Table 6.4, detecting multiuser situations is straight-
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forward. The system checks whether more than one room indicates presence at a specific
time (i.e., Immobile or Movement); when it is the case, it infers a multiuser situation (List-
ing B.4). From the past sequence, we observe two occurrences of multiuser (Table 6.5).

House | Date Bedroom | Kitchen | Living Room | Multiuser
2014-11-24 17:13:20 | Unknown | Movement | Movement Ve
2014-11-24 17:13:30 | Unknown | Movement | Movement v
2014-11-24 17:13:40 | Unknown | Movement | Movement v
2014-11-24 17:13:50 | Unknown | Movement | Movement v
2014-11-24 17:14:00 | Absent Movement | Movement v
2014-11-24 17:14:10 | Absent Movement | Movement v
2014-11-24 17:14:20 | Absent Movement | Absent X
2014-11-24 17:14:30 | Absent Movement | Absent X
2014-11-24 17:14:40 | Absent Movement | Absent X
2014-11-24 17:14:50 | Absent Immobile | Absent X
2014-11-24 17:15:00 | Absent Movement | Absent X

A 2014-11-24 17:15:10 | Absent Movement | Absent X
2014-11-24 17:15:20 | Absent Movement | Absent X
2014-11-24 17:15:30 | Absent Movement | Absent X
2014-11-24 17:15:40 | Absent Movement | Absent X
2014-11-24 17:15:50 | Absent Movement | Absent X
2014-11-24 17:16:00 | Absent Movement | Absent X
2014-11-24 17:16:10 | Absent Movement | Absent X
2014-11-24 17:16:20 | Absent Movement | Absent X
2014-11-24 17:16:30 | Movement | Movement | Absent v
2014-11-24 17:16:40 | Movement | Movement | Absent v
2014-11-24 17:16:50 | Movement | Movement | Absent v
2014-11-24 17:17:00 | Movement | Movement | Absent v

Table 6.5: Multiuser situations

6.3.5 Final Result: Location Tracking

At this stage of the process, we have essentially all the informations we require. Yet,
we would like the algorithm to refactor these informations, and provide the location of

the resident at any given time.

The next step consists into concluding on the resident’s location. To do so, we handle
two cases for every rows of the matrix (Listing B.5 from Appendix B):

— If there is no multiuser situation, we set the resident’s location as the room being

activated (i.e., Movement or Immobile).

— Else, if there is a multiuser situation, we set the location as Multiuser.
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House

Date

Location

2014-11-24 17:13:20
2014-11-24 17:13:30
2014-11-24 17:13:40
2014-11-24 17:13:50
2014-11-24 17:14:00
2014-11-24 17:14:10
2014-11-24 17:14:20
2014-11-24 17:14:30
2014-11-24 17:14:40
2014-11-24 17:14:50
2014-11-24 17:15:00
2014-11-24 17:15:10
2014-11-24 17:15:20
2014-11-24 17:15:30
2014-11-24 17:15:40
2014-11-24 17:15:50
2014-11-24 17:16:00
2014-11-24 17:16:10
2014-11-24 17:16:20
2014-11-24 17:16:30
2014-11-24 17:16:40
2014-11-24 17:16:50
2014-11-24 17:17:00

Multiuser
Multiuser
Multiuser
Multiuser
Multiuser
Multiuser
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Kitchen
Multiuser
Multiuser
Multiuser
Multiuser

Table 6.6: Location of the resident
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This process results in the list of locations shown in Table 6.6.

Finally, we want to compress the information and merge consecutive rows in the same
location. To do so, rather than saving punctual informations (i.e., the location at a given
time), we save the resident’s location — or multiuser situation — into a time window (i.e.,
from ..until ..). This is implemented in Listing B.6 from Appendix B. The final result is
present in Table 6.7.

House | Date Until Location
2014-11-24 17:13:20 | 2014-11-24 17:14:20 | Multiuser

A 2014-11-24 17:14:20 | 2014-11-24 17:16:30 | Kitchen
2014-11-24 17:16:30 | NaT Multiuser

Table 6.7: Final dataset — location of the resident

6.4 Discussions

In this Chapter, I have introduced an algorithm to track the location of the resident,
and detect multiuser situations. This method does not claim to be more accurate than
other methods developed in the literature, but it is certainly more lightweight and does
not require any advanced sensors. This algorithm is validated in Chapter 9, where it is
applied against our entire dataset in a house.

As a direct benefit of detecting multiuser situations, our system can stop performing
Activity Recognition as soon as such a situation is detected. On a more long-term point-
of-view, it may also be an interesting insight to detect loneliness in elderly people’s life,
or to measure a decrease in social activities over time though statistical analysis, which
may indicate a deterioration of the person’s health.

A limitation of this algorithm is that it is limited to motion sensors. If the resident and
his visitors stay in the same room, the system will tend to detect them as a single user.
As a perspective, this issue could be partially addressed by integrating the main door,
given that a multiuser situation does not start nor end without the door being opened.
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The doorstep to the tem-
ple of wisdom is a knowl-
edge of our own igno-
rance.

Benjamin Franklin

A Method for Improving Activity
Recognition Reasoning

7.1 Introduction

Context-awareness and Activity Recognition are necessary to trigger adequate services
on appropriate media, given a certain situation/context. An example can be to send an
alert when a risk/dangerous situation is detected. Thus, faulty inferences (i.e., lacks of
Accuracy and Granularity) in Activity Recognition are among the most critical issues I
have identified in my experience with Ambient Assisted Living (AAL) for elderly peo-
ple. An Inaccurate system will generate a number of misleading reactions, whereas an
sparse-grained system will possibly be Accurate, but hardly useful. Following I discuss
my experience to illustrate the Accuracy and Granularity issues [321].

7.1.1 My Experience with Ambient Assisted Living

In this section, I focus on three lessons learned from our real deployment, that can be
summarized as follows:

1. Feedback in the Development Process Simulations and laboratory trials are an
incredible asset for prototyping of AAL solutions, because they can generate data
on-demand. But they should always lead to real applications. Only through real
applications one can witness the limitations, Accuracy and Granularity issues of the
system in unexpected situations.

Among the unexpected behaviors I have observed, I noticed that certain inferences
in our reasoner were particularly Inaccurate, whereas others were Accurate but too
sparse-grained to be useful.

The feedback on the real use of the system has to be integrated in the iterative
development process, not only in the assessment phase, but also in the system
improvement phase.

141



CHAPTER 7. A METHOD FOR IMPROVING ACTIVITY RECOGNITION
REASONING

2. Lower Deployment Cost AAL solutions should be offered at a reasonable price, with
a minimal installation cost. They also should be adaptable to divers environments
and be able to use on-shelf products, thus there is a need to simplify the deployment
process.

We have chosen to simplify the deployment, by using simple and generic sensors as
much as possible. Thus, under these conditions, the activity recognition becomes
more complex and more error-prone. The need for a feedback loop, that enables to
observe failures in the reasoning process and use them as a source of improvement,
is even more critical.

3. User in the Loop Activity recognition is a mean, not an end. It is only helpful if it
contributes to user experiences through useful services (e.g., his safety).

Our experience in real deployments and the insights we gathered from a survey we
conducted led us to believe that the most valuable criteria for users are helpfulness,
usability, security, acceptability, maintainability, reliability, quality of the user expe-
rience and accuracy [1]. In accordance with this assertion, I target in this section
the two criterias of Accuracy and Granularity.

These three lessons were my motivation to improve the flexibility, the accuracy, and
eventually the usefulness of Activity Recognition. Therefore, I propose a process that
enables improving the Activity Recognition outcome. In this process, I first introduce a
metric to measure the Accuracy of a reasoning engine. Then, I integrate this measure of
Accuracy into the reasoning process. This integration of the Accuracy enables to converge,
in the most reasonable way, towards a more reliable service delivery. I consider a system to
be reasonable if it selects the best option available given its knowledge of the environment;
which means that the system should be as fine-grained as possible, while still Accurate.

The Accuracy issue has also been highlighted in other researches on activity recogni-
tion. Several researchers have been interested in the Accuracy using the datasets gathered
from the real-world deployment [240, 303, 322]. For example, Cook [303] has used CASAS
datasets to perform machine-learning methods for activity recognition; the results of her
team were around 75% on rich training datasets. Kadouche et al. used SVM for activity
recognition and they obtained an Accuracy of 88% [322]. Chung et al. [240] applied ac-
tivity recognition in an application targeting nursing home. Using Hierarchical Context
Hidden Markov Model (HC-HMM), they obtain a recognition Accuracy of 85%. Never-
theless, their activity recognition process relies on cameras, which is often associated with
acceptability issues.

To my knowledge, the Granularity has not been formalized in other works.

I believe that Accuracy and Granularity are key criteria in the validation process of
any activity recognition, since the Accuracy is an indicator of the reliability of an AAL
system and the Granularity is an indicator of its usefulness. I also believe that using
these two indicators in an iterative process of activity recognition will even enable quick
convergence of the system.

For clarity purpose, it is important to distinguish the concepts of Granularity and
Accuracy. 1 define the Granularity of activity recognition as a measurement of the scope
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of the detected activities; for instance a fine-grained activity would be “on phone with his
daughter,” and a sparse-grained activity would be “in the bedroom.” On the other hand,
I define Accuracy as the confidence of having a correct inference (i.e., the confidence that
the inferred activity matches the reality). An Accuracy of 99% would be considered highly
Accurate, whereas an Accuracy of 50% would be considered Inaccurate.

I distinguish two kind of inaccuracy in activity recognition: an activity being inferred
while it is not being performed is a false-positive, and an activity being performed but
not recognised is a false-negative. The method proposed below will infer a large number of
activities (using the hierarchical model described in Section 7.4.2), and later refine them
by tracking and eliminating potential false-positives.

7.1.2 Accuracy in the Literature

Several researchers have been interested in Accuracy using the datasets gathered from
the real-world deployment [240, 303, 322]. For example, Cook [303] has used CASAS
datasets ! to perform machine-learning methods for activity recognition; the results of
her team were around 75% on rich training datasets. Kadouche et al. used SVM for
activity recognition and they obtained an Accuracy of 88% [322]. Chung et al. [240]
applied activity recognition in an application targeting nursing home. Using HC-HMM,
they obtain a recognition Accuracy of 85%.

A key step towards wide acceptance of AAL solutions is the evaluation and validation
of reasoning engines [308]. The legacy approach for assessing elderly people ADLs, whether
by direct observations [323] or by questionnaires [324-326], are very instructive, but they
lack of practical applications towards activity recognition in the AAL. Kleinberger et
al. [327] performed a thorough validation of their system, measuring its accuracy with the
use of the well-established Goal-Question-Metric (GQM) approach [328]. They observe
an accuracy of 92% of correct inferences on average for simple ADLs such as “Going
to Toilet.” Since 2009, several other researchers have used similar methods to validate
their reasoning engines over laboratory experiments [87], with more than 90% of correct
inferences. These accuracy results are solely used to indicate how well does a reasoning
engine perform. To my knowledge, they have not yet been used in a systematic process
to improve the reasoning, neither have they been combined with other criteria such as
Granularity.

7.1.3 Structure Of This Chapter

In this chapter I present a method which introduces Accuracy and Granularity in
the activity recognition process. Section 7.2 illustrates the problems of fault inferences.
Section 7.3 introduces a method to quantify the Accuracy of a reasoning engine. Section 7.4
discusses a method to optimize the decision-making. Section 7.5 describes how this method
has been integrated with our current technology stack. Section 7.7 introduces thrilling
perspectives.

1. http://ailab.wsu.edu/casas/datasets.html

143



CHAPTER 7. A METHOD FOR IMPROVING ACTIVITY RECOGNITION
REASONING

7.2 Granularity and Accuracy Issues in Ac-
tivity Recognition

In this section, I illustrate the Accuracy and Granularity issues through examples
from our real-world deployment of UbiSMART, either in an individual residence or in
the nursing home, in order to highlight the importance of the subject. The output of our
system is sensor event data (dots in the figures) and inferred activities (vertical lines in
the figures). Only visualizing the sensor events, we are able to detect certain emerging
intuitive patterns, such as the night sleep in Figure 7.1 and taking lunch in Figure 7.2.
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Figure 7.1: Sensor events over a day in a house
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Figure 7.2: Sensor events — Resident taking lunch
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In order to highlight the Inaccuracies and low Granularities that may occur in the
activity recognition, I have selected four cases (Figures 7.3-7.6).
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Figure 7.3: Incorrect inference: Reasoner trying to be too fine-grained
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Figure 7.4: Incorrect inference: Faulty rule

Looking back at the causes of failures, several use cases emerge:

Case 1. Too fine-grained reasoning engine (Figure 7.3)

By inferring more fine-grained activities, the reasoner diverges from the real activity
(which we want to detect). The reasoner infers “Under Shower”, whereas the resident is
in toilet — based on observations. If the reasoner had inferred “Is in the Bathroom?”, it
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Figure 7.5: Incorrect inference: Reasoner being too sparse-grained

Unknown S

Nap

Come Home

Watch TV

Activities

Go Toilet

Go Out

Bty el O, SRS ( SIS @Em et

weomwee oo ¢ Living Room

L T TENY Y] + Bathroom

+ Fridge's Door

[ ] + Entrance
° + Main Door
—

Activity Inferred
o | + Kitchen

Sensor Event

T T T T
120 130 40 50

Date

Figure 7.6: Incorrect inference: Reasoner facing confusing events
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would have been more sparse-grained, but it would already have been helpful to reassure
the caregiver, and the system would have been considered more Accurate.

Case 2. Faulty rule (Figure 7.4)

If the reasoner’s inference differs from the real activity, while the sensor events are
consistent and meaningful, we can suppose that the failure is inherent to the reasoner.
In that case, the reasoning rule should be fixed, before any concern on Accuracy and
Granularity. This situation can be observed in Figure 7.4, where the sensor events clearly
show that the resident is active in the bedroom, but the reasoner infers that he is sleeping.

Case 3. Being too sparse-grained enough (Figure 7.5)

Activities such as “Busy” are extremely sparse-grained. The inferred activity in Fig-
ure 7.5 might reassure the caregiver that the resident is not at risk, but this result remains
too sparse-grained for the system to trigger useful services. In Figure 7.5, we observe mul-
tiple sensor events from 15:15 to 15:45, and the reasoner’s inference can only infer “Is
Busy.” In this case, additional sensors should be considered, because no more fine-grained
activity can be inferred from the existing sensor events (even from a human perspective).
On the contrary, if the sensor events are meaningful enough to observe more fine-grained
activities, the reasoning engine should be adapted to integrate these new activities.

Case 4. Sensor data are confusing (Figure 7.6)

Occasionally, sensor events happen to be confusing (e.g., showing multiple events in
multiple rooms). Neither a reasoning engine nor a human analyst could infer what activity
is being performed. These can be caused by faulty sensor events, or more likely by having
several users inside the residence (which is usual in nursing homes, due to nurse visits).
These multiuser situation have been addressed in Chapter 6.

7.3 Measuring Accuracy of a Rule Engine

I discuss in this section the measurement of Accuracy of the deployed solution. Ta-
ble 7.1 illustrates an example of Accurate/Inaccurate inferences. As an example of Inac-
curate inference, the system infers that the end-user “ Watches TV at 14:00, whereas we
know from direct observations that he actually “ Takes a Nap.”

There is a need to know how Accurate is a reasoning engine, in order to improve the
quality of activity recognition. Thus, there is a need to measure the confidence towards
the fact that an activity is actually being performed, given that it has been inferred. To
obtain this confidence, we first need to enrich our datasets with real observations (we
name them ground-truth), in order to confront inferred activities with observed ones. The
relation between real activities, sensor events, and inferred activities can be summarized
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Date | Inferred Activity | Observed Activity
10:00 | Sleeps Sleeps

11:00 | Has Shower Has Shower

12:00 | Cooks Cooks

13:00 | Eats Eats

14:00 | Watches TV Takes a Nap
15:00 | Outside Outside

Table 7.1: Illustrating Accurate/Inaccurate inferences

in Figure 7.7. Following we discuss gathering ground-truth and measuring Accuracy of
activities.

7.3.1 Gathering Ground-Truth

Ground-truth can be gathered using numerous methods. We introduce in this paper
four methods. The first two methods are described in this section, whereas the two others
are introduced as perspectives in Section 7.7. The proposed four methods are still work
in progress. I highlight in this chapter the strengths and weaknesses for each of them.

Real Activities

Ground-truth

Generate \Verify

Sensor Events ———=—> Inferred Activities
Trigger

Figure 7.7: Relation between Real Activities, Inferred Activities, and Sensor
Events

Method One: Testing in Laboratory Settings

A method to gather ground-truth would be to reproduce the activities in a laboratory
setup, by recreating a realistic environment. In this case, the ground-truth is not spon-
taneously observed, but it is defined a priori in scenarios. The environment has to be
equipped with sensors to mimic a real environment. When the actor (i.e., a persons who
mimics the activities of an elderly people) executes the scenario, sensor data are collected,
and a reasoning is performed.
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This method is more flexible than observing ground-truth in a real deployment. How-
ever, the observations may be flawed, as some activities may be hard to reproduce. We
also probably miss emerging behaviors that had not been expected (e.g., a person could
perform her morning routine in an unexpected way because of a sickness). Similarly, in
a laboratory experiment, we are less subject to technical issues such as network issues or
sensor failures, whose effects on the reasoning should be acknowledged. These laboratory
experiments are helpful to punctually compare the execution of an activity with the in-
ference engine, but they does not bring any feedback about the habits of an end-user,
neither on frequency of an activity over a day.

Laboratory experiments can be acceptable in the ground-truth acquisition, only if
there is no need to know the frequency of an activity, and assuming that the activities
are being performed as they would be in a real situation.

Method Two: Acquiring Feedback Through Direct Observation

This method provides the greatest benefits, but it is also the hardest to set up. In this
method, a human regularly observes and records what end-users do. The result is a list of
punctual observations of activities over a period of time. Through this method, we can be
certain that the observations represent real situation. However a bias may be introduced by
the sampling periods: the observers are more likely to perform the ground-truth acquisition
only at specific hours of the day (e.g., in morning time for nurses), ending up with an
heterogeneous density of data, that must be translated later in the measurement process.
The ground-truth acquisition is a manual process, and it is not immune to human errors.
This manual process is time-consuming, which restricts observers recruiting.

This method may also have logistic difficulties and acceptance issues, particularly in
the case of collecting data linked to end-user living independently. I have experienced
this situation ourselves in individual houses. A solution would be to ask caregivers to
perform acquisition, but it would only bring little benefit, as caregivers would actually
influence the environment they observe. In this situation, ground-truth acquisitions would
take place in a multiuser situations (i.e., end-user and caregiver), in which the acquired
data sensors cannot be considered linked only to the end-user.

The observations are more simple in a nursing home, as many end-users keep the door
open most of the time, and it is easy to see what they are doing without influencing the
environment.

Another approach to overcome the limitations of the direct observation by human
would be using cameras. This method is rich in data, however we did not consider it due
to acceptability and privacy concerns. In our experiments, we have prototyped a simple
smartphone and tablet application (Figure 7.8), where observers can easily input the
activity being performed, the end-user’s location, and even specify a custom time if an
action happened in the past. The gathered data is sent directly to our server and saved
in database, where we are ready to analyze it.
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Figure 7.8: Smartphone application to gather ground-truth
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7.3.2 Measuring Accuracy of Activities

One goal of my research is to give a confidence value to an inferred activity based on
our ground-truth observations of real activities. More precisely, I am interested in a metric
based on the probability P(A = a|l = a) that an activity a is being actually performed
(A), given that it has been inferred (7). In other words: “is the person really doing a,
when a reasoner says a?” I define the metric as follows:

P(A=anl=1)
P(I =1)
B la M|
AN I|P(I =)
la M| Zduration(X)
_ Xel
|AN ]| Zduration(x)

T€L

P(A=al|ll =i) =

(7.1)

where:

|A N | is the number of observations made while inferring an activity

|a M| is the number of occurrences when i is inferred and a is observed

Z duration(z) is the total duration when 7 is inferred

TEL

Z duration(X) is the total duration covered by our inferences

In the case when the activity has never been observed or never been inferred, I set
Accuracy value of this activity as 0.

7.3.3 Discussion

I have introduced in this section a metric to measure Accuracy of a reasoning en-
gine, based on observations. We also have described two methods to gather observations,
whether from laboratory experiments, or from direct observations on real deployments.
Laboratory experiment is more flexible and gives more control on the activities to test,
whereas real observations return more reliable observations but are more tedious. I have
used both methods in my research, and I can confirm that using a more flexible method
tends to generate less reliable observations. There is a trade-off between the flexibility
and reliability of the observation methods based on the need of the studies. Following I
discuss how to use Accuracy to improve the decision-making process.
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7.4 Improving the Decision-Making Process
By Introducing A Score Of Quality

I believe that the Accuracy metric can be helpful to evaluate the quality of a reasoning
engine. By coupling Accuracy with Granularity, and by introducing hierarchical models, I
propose a systematic method for the reasoner to conclude with more effective inferences.

7.4.1 Introducing Granularity to the Reasoner

As shown in the example of Figure 7.3, the reasoner infers “Takes Shower.” However,
our ground-truth shows a faulty inference, as the end-user “Goes to Toilet.” As for the
example of Figure 7.5, the reasoning engine can infer “Is Busy” only, which is not an
adequate inference for a service delivery. These two cases are caused by an irrelevant
Granularity. In the example of Figure 7.3, the reasoner tends to be too fine-grained, and
leads to an Inaccurate inference; “Is in the Bathroom” is a slightly less fine-grained activity
than “Takes Shower,” and our reasoner would be able to infer it more Accurately.

Generally, a human observer intuitively adjusts his conclusions to the expected level
of Granularity. He also measures the risks of being Inaccurate when he makes fine-grained
conclusions. My approach is to apply the same process for decision-making in activity
recognition, so that the system will minimize the risk of Inaccuracy and targets fine-
grained activity. Thus, I represent Granularity in the model as a value ranging from
“1”7 to “10,” determined arbitrarily by an expert. “1” would be an extremely sparse-
grained activity and “10” would be an extremely fine-grained one. I argue that introducing
Granularity into the model as an arbitrary value is acceptable, because an acceptable
Granularity is a non-functional requirement of a system, which is by nature arbitrary.

7.4.2 Introducing Hierarchical Activities

Looking at Figure 7.3, we can intuitively perceive that “Takes Shower” and “Goes
to Toilet” can both be generalized as “Is in the Bathroom.” In other words, “Is in the
Bathroom” is a parent activity of “Takes Shower” and “Goes to Toilet.” More generally,
activities exist at different granularities, and can be modeled as hierarchies. With a hier-
archical model, several activities are inferred at a given time, and a person can be both
“Going To Toilet” and “In the Bathroom.” When an activity occurs, all of its general-
izations occur, recursively. Similarly, we can affirm that when an activity occurs, some
of its specializations may occur too. An example of a hierarchical model is presented in
Figure 7.10, and the generalization inference goes from right to left.

Hierarchical models are richer than linear models, and the ability to infer activities on
several layers has powerful applications when combined with Granularity and Accuracy.
In a hierarchical model, an activity is always more fine-grained than its parent. On the
other hand, an activity always has a lower Accuracy than its parent: if an activity is
Accurate, its parent will always be Accurate, but if an activity is not Accurate, its parent
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will sometimes be Accurate. Following this logic, I created a formal process to perform
Accurate inferences while being as fine-grained as possible. The reasoning process is similar
to a tree exploration, where the system starts by reasoning on the most sparse-grained
activities (i.e., the activities with no parent) to its specializations (more fine-grained). In
this path (parent — kid), the reasoning checks whether the context can be valid or not
(for of each specialization). This process can be executed recursively across specializations,
until the inference of a chain of activities, from the most sparse-grained to the most fine-
grained (Figure 7.9). I expect that with this process, a system converges towards the
activity that has the best balance between Granularity and Accuracy.

10

Granularity

0 Accuracy I

Figure 7.9: Illustrating the relation between Accuracy and Granularity

7.4.3 Measuring Performance of the Reasoning En-
gine

I propose to formalize the process of inferring activities with the right level of Gran-
ularity. Therefore, I introduce a Score of quality of activity recognition that enables the
reasoner to converge towards the activity having the best balance of Accuracy vs. Gran-
ularity. The proposed process starts by giving each activity a Score, that is based on its
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Activities
—— Kitchen Activity
—— Eat Meal
—— Cook Meal
—— Activity in Bathroom
——— Go Toilet
L—— Hygiene
—— Living Room Activity
—— Read Book
—— Watch TV
——— Bedroom Activity
——— Sleep
— Outside

—— Come Home

Figure 7.10: Hierarchical activities in the UbiSMART reasoner

Accuracy and Granularity. Inferring a sparse-grained activity is a loss of information com-
pared to inferring a fine-grained one. On the other hand, having a false-positive, where
we infer an activity that is not being performed, has an impact on the system perfor-
mance (and on the end-user’s safety). Thus, to maximize its performance, a system must
minimize the loss of information (i.e., be fine-grained), while also minimizing the risk of
a false-positive (i.e., be accurate).

Thus, the decision-making engine must selects the activity with the best performance
Score. The system uses a weighted geometric mean of Accuracy and Granularity (Equa-
tion 7.2) to measure Score. The advantage of a geometric mean is that a marginally low
value of either Granularity or Accuracy has a dramatic impact on the resulting Score, and
an Accuracy of 0% will result in a Score of 0.

1

Score(a) = (accuracy (a)* x (0.1 x granularity (a))G>m (7.2)

Where:
A is the weight given to Accuracy
G is the weight given to Granularity

The 0.1 factor is used to normalize Granularity as a [0, 1] value

A and G are to be defined by experts. However, there is no objective and universal
criteria to set them, as the concept of performance for a generic AAL system is by nature
subjective. In case of a well-defined use-case with an objective performance metric (e.g.,
number of falls leading to hospitalisations), optimal values of A and G could be approached
using basic optimization methods such as gradient descent.

In a more generic case such as inferring activities for visualizing elderly people’s rou-
tine, subjective coefficients must be chosen. From my empirical experience, I choose to
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give more importance to Accuracy than to Granularity, and to set A =3 and G = 1. The
goal is to have the most useful sets for the end-user experience.

For such subjective performance function, one may also consider to run reasoners
with various values of A and G, and ask end-users which reasoner to give a score to the
conclusion, in a process similar to a Mean Opinion Score (MOS) test.

7.4.4 Discussion

I have introduced in this section a Score that represents the quality of a reasoner
to infer an activity. I also have discussed the use of our two metrics (i.e., Accuracy and
Granularity) in Score, in order to enable reasoning engines to converge towards the most
rational conclusion among possible activities in a hierarchical chain. Score also can be used
to choose between two or more inferred activities at a time ¢ (e.g., conflicting reasoning).

The Score calculation method presented above is a simple weighted geometric average
calculation. Several approaches can improve the computing of this Score. Score could also
be improved by enriching the concept of Granularity, for example by extending it with
several additional criteria (e.g., criticality, interest).

The method I propose in this paper does not require to redefine reasoning engines.
The approach is reasoner-agnostic, as long as the used reasoner includes Granularity and
Accuracy. In addition, preferably reasoners should define activities in a hierarchy. The
proposed method is validated in Chapter 9.

7.5 Integration

7.5.1 Update the UbiSMART Reasoner

The UbiSMART reasoning engine uses ontological models [31, 32], and infers through
the Euler Rule Engine [35]. The original version does not include the hierarchical activities
approach. It embedded an arbitrary Score in the reasoning engine. For the purpose of this
chapter, I have made several improvements to the UbiSMART reasoning engine that can
be summarized as follows:

Introducing the Hierarchical Activities Method
Since UbiSMART is ontology-based, I have formally defined the concepts of gener-
alization and specialization into the ontology (Section 7.4.2). I have also adapted
the rule engine, so that it infers on parent activities first, and iterates recursively to
the children activities.

Introducing Activities Scores
The original UbiSMART reasoner applied arbitrary Scores to activities. I change
that by calculating Scores of each activity based on Equation 7.2, given Accuracy
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measured from our ground-truth. Using this Score, the reasoner can conclude on
the most reasonable activity (i.e., the activity that has the maximal Score among
all the inferred activities).

7.5.2 Run The UbiSMART Reasoner

In order to validate this method, I use the same datasets (Section 9.4.2) to run the
UbiSMART’s reasoner, before and after applying the proposed method. The reasoning
engine can be executed in two different ways.

1. In production mode, we execute the reasoner in order to infer a single activity at a
given time. In this case, Accuracy has to be predefined. This is the mode used for
the UbiSMART system to deliver services.

2. In calibration mode, we execute the reasoner in order to measure Accuracy of all
activities in hierarchical chain. We expect the reasoner to return all possible valid
inferred activities, without making a conclusion. The result of a calibration mode
should are used as an input for the production mode. The calibration mode is run
only at the first phases of deployment. Once the reasoner has converged towards
stationary Accuracy values, there is no need to run calibration mode anymore.

7.6 Discussion

I have introduced in this chapter a method for improving Activity Recognition
decision-making process in developing AAL solutions. This research has been moti-
vated by the feedback we had from our real deployment in a nursing home and three
individual houses. The observations from this real deployment brought my attention
to the faulty results of our reasoning engine, and stressed the need for a systematic
method to evaluate reasoning engines in order to improve the activity recognition process.

I argue that an efficient systematic method to evaluate reasoning engines has to in-
clude ground-truth from deployment environment (e.g., elderly people house). Therefore,
I proposed in this paper a method that includes observing ground-truth as an input for
measuring Accuracy of a reasoning engine. I also introduce for the first time Granularity
and Score of the quality of a reasoning engine. The Score is derived from Accuracy and
Granularity. This method effectively leads to conclude on the most reasonable activity
(i.e., the activity with the best balance between Granularity and Accuracy).

The method introduced in this paper is dependent on a ground-truth knowledge of the
activities performed, in order to measure Accuracy or the activity recognition engine. I
believe that it could be improved either by finding alternative sources of ground-truth, or
by involving the caregiver in the process of observing ground-truth in a deployment.
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7.7 Perspectives

One of the difficulties that I faced in real deployment is the logistic difficulty to observe
the ground-truth, that is the keystone of Accuracy measurement. The real deployment
generates limited quantity of data, which may affect the results of the reasoning process.
Therefore, other alternatives to enrich and optimize the ground-truth may be beneficial.
Following, I discuss a number of these alternatives.

7.7.1 Detecting Faulty Rules

As the value of Granularity is static, and the Accuracy is calculated offline, the Score
of an activity is never going to change on runtime. In other words, activities with a low
Accuracy and a low Granularity will always have a low Score.

Sparse-grained activities are not considered particularly problematic, as they might be
parents of more fine-grained activities. However, Inaccurate activities (regardless of their
Granularity) are problematic, and might be caused by a poorly defined rule.

The most problematic case is faulty chains. These are hierarchies where none of the
activities are acceptable, because they are either too sparse-grained or Inaccurate. In
Figure 7.9, it is represented by the triangles, where every points are in the red zone.
Fortunately, it should be possible to automatically detect faulty chains, and notify the
expert.

Generally speaking, a higher Granularity comes along with a lower Accuracy. But in
some extreme cases, like inferring from Cooks to Cooks Pasta, Section 8.3.1), we would
measure an extremely strong drop of Accuracy, for rather small gain in Granularity. These
are the kind of activities we want the system to recognize and notify to the expert.

To do so, the system would measure the difference of Accuracy between an activity
and its parent, as well as the difference of Granularity. Equation 7.3 measures at what
speed the Accuracy decreases per Granularity unit. I name this value Q(a), the isolated
quality of an activity a. The highest Q(a) is, the most poorly the activity a has been
defined. It is worth mentioning that activities with no parent have no value of Q).

Accuracy(parent(a)) — Accuracy(a)

Q(a) (7.3)

- Granularity(a) — Granularity(parent(a))

By calculating this value for every parent-child activity couple, the system can detect
where the accuracy decreases too fast. I suggest using Theory of Constraint [329] to rank
activities in decreasing order, starting with the highest value of (). The activities with the
highest () are the ones that should be investigated first by the expert.

7.7.2 Enriching Ground-Truth By Using Simulators

A first alternative approach to gather feedback is an extension of laboratory experi-
ments. Rather than simulating environment in a lab, we can reproduce the experiment
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over a computer simulator. The approach of using simulators brings a great flexibility. It
can generate a large amount of data in a short time. Through stochastic simulations, we
also could introduce variations between the iterations, to gather richer datasets. More-
over, whereas experiments in living lab reproduce isolated activities, a computer simulator
could generate a consistent sequence of activities over several virtual days. Still, there is a
gap between a data from a simulator and a real situation. The simulator generated data
could be faulty and misleading.

I have developed a simulator during my thesis work (Chapter 5.5), to generate realistic
sensor events from scenarios. Based on this application, I conclude that simulators are
particularly useful for fast prototyping. Indeed, simulators enable to define a scenario
that represents a supposed sequence of actions in a defined activity. This sequence can
generate sensor events in order to check whether the activity is recognized correctly in an
ideal situation.

A weak point of simulators is that there is no way to guarantee that they are realistic.
Simulators can not include all possible scenarios and problems of real situations. Yet, there
might be a way to guarantee that a simulation is realistic. Assuming that the simulator’s
environment is based on a real deployment (e.g., same rooms, same sensors), one can
measure the similarity between the sensor data from the simulator and the ones observed
in the real deployment. One could them estimate how distant the generated events are
from reality, by quantifying the similarity between the two datasets of sensor events, and
give a confidence score to the simulator accordingly.

7.7.3 Enriching Ground-Truth By Relying On User
Habits

A second alternative approach to gather feedback can be to ask end-users (i.e., the
elderly people, or their caregivers on behalf of the elderly people) about their habits. This
approach would enable to measure the similarity between an inferred activity and that
occurred in real life.

An obvious problem with this method is the comparison between inferred activities
and habits, and not a comparison between inferred activities and an end-user’s activities
in a specific day. I believe that a solution can be to aggregate sensor data over several
days, in order to obtain an overview of habits. If the sensor data at a specific time are
close to an aggregated one, the end-user people is certainly performing his habit, and it
can be compared with the inferred activities.

7.7.4 Optimizing the Ground-Truth Acquisition By
Involving Caregivers

Elderly people are frequently in interaction with their caregivers (e.g., doctors, nurses).
Caregivers can hold rich information for the ground-truth. They can make ground-truth
observations more consistently in a real deployment (as they are in continuous interaction
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with the end-users). A solution would be to involve these caregivers, in order to gather
observations. I have investigated this approach and the result were encouraging. Still,
automating the process in order to gather data related to a specific time-spot could
improve the quality of the reasoning. I have considered on a tool that automatically sends
requests to caregivers to collect the needed observations. I have identified three possible
policies for the frequency of the requests:

Random requests
This first policy would consist of sending request randomly. The benefit of this pol-
icy is that random requests generate homogeneous observations, whereas more ad-
vanced request policies tend to generate heterogeneous observations. Homogeneous
observations are more adequate for statistical purpose. Heterogeneous observations
can be more insightful for Accuracy measurement process, assuming that density of
the observations is higher in defined situations.

Request for an inferred activity
As an activity becomes more observed, Accuracy measurements converges to a sta-
tionary value. Thus, this policy focuses on requesting ground-truth on the inferred
activity, in order to better estimate Accuracy.

Request for an observed sequence of sensor events
By using sequential clustering, it is possible to detect frequent sequential patterns
of sensor events [264]. Arguably, these frequent patterns are representative of an
activity performed multiple times. We could therefore request feedback when an
unknown pattern is observed, in order to maximize the entropy of the ground-truth.

7.7.5 Enriching Ground-Truth From Services

I believe that taking full advantage of the context-awareness and use the context as
an input in our reasoning engine process can improve Accuracy measurement. As an
ambitious perspective, I would consider the option of redesigning the services we are
deploying in real residences in order to collect context that is useful for the process. In
addition, I believe that embedding metrics into the delivered services would confirm —
or deny — that a user is performing or not an inferred activity. That method would not
require any effort from users, and would be more consistent with the paradigm of Pervasive
Computing, where the system must adapt to users, rather than asking for explicit feedback
from users.
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The successful man will
profit from his mistakes
and try again in a differ-
ent way.

Dale Carnegie

Detecting Inconsistencies in Rule-Based
Reasoning

8.1 Introduction

In this chapter, I propose a set of methods designed to detect inconsistencies in rule-
based reasoning engines. The purpose of these methods is to facilitate the creation of an
information system for AAL using ontological model and rule-based reasoning. To do so,
I rely on an abstraction layer on top of the models and rules, which enables dynamic def-
inition of an environment (named houses factory) and creation of reasoning rules (named
rules factory). The houses factory and rules factory features have been developed as core
components of Knot (Chapter 5).

Ontological models are popular in AAL application, as they have the flexibility to
model complex situations. Rule-based reasoning engines are often used in complement to
ontological models, to perform activity recognition.

Ontological models and rules-based reasoning engines have proven their value in final
environments. Yet, I have experienced that designing such systems was uneasy, and error-
prone. Little refactoring take place in models and rules, and experts often find themselves
with redundancy between the various rules’ content. Practically speaking, the usual way
to design such applications is by editing graphs, or plain-text ontological files. Either case,
experts have to deal with the raw complexity of ontological models, whereas they only
use a finite subset of the features.

In the contributions presented in this chapter, I hope to facilitate the expert’s work,
reducing the number of errors in AAL information system, and encouraging faster proto-
typing iterations. However, it is important to mention that these are still early proofs-of-
concept. Thus, they have not yet been used in real situations.
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8.2 Dynamic Environment Definition

In this section, I describe a solution for helping the expert to define an environment
and a set of rules. Similar solutions have been proposed in the literature as early as 2005,
where Helal et al. [66] introduced a context-builder. But the solution I propose is not only
a content generator, it also builds an API-type access on top of the ontology, so that
external programs can interact with it easily. The API-type access is a prerequisite for
the algorithms described in Section 8.3.

Traditional ontology-based AAL applications interact directly with the ontology, to
define the environment. I believe that core ontology should be decoupled from the high-
level models and rules. The AAL expert should not be concerned by the underlying
complexity of ontologies, and should solely focus on his AAL toolkit.

In response, I propose a tool to define the environment dynamically. Using this tool, the
expert can programmatically define a house and insert rooms, objects, activity recognition
rules, residents, etc. to the ontology, suing well-defined methods. The two primary features
I have developed are the houses factory and the rules factory. The underlying idea behind
both is to refactor the content of our ontology down to a finite (yet extensible) set of
templates, which will be instanciated by the experts.

In these features, I favor a convention over configuration approach, where the expert
is not captive of the features, and can still manually edit the ontology if required.

8.2.1 Houses Factory

The purpose of the houses factory is to provide a high-level interface for defining an
AAL environment (e.g., a smart-home).

Generally, an AAL environment is composed of one house, itself composed of rooms,
doors, and objects. These could be equipped with sensors. The house is inhabited by
a resident, who may receive visit from other persons. I have defined templates for each
component mentioned in this use-case, as reported in Table 8.1. Other types of components
should be included later on, if the use-case broadens.

Templates should be defined programmatically, and maintain an ontological model in
the back-end. To do so, I suggest the use of a ORM. ORMs are traditionally designed
to provide an object-type Application Programming Interface (API) access to a back-end
database. They are often used in the Model layer of Model-View-Controller (MVC) ar-
chitectures to create an abstraction layer over the database. In Knot, I propose to use
an ontological ORM (Figure 8.1), so that RDF classes are defined as object-oriented pro-
gramming classes, RDF properties are defined as object-oriented class attributes, and
RDF individuals are instanciated as programming objects. Through the use of an onto-
logical ORM, one can use Create, Read, Update, Delete (CRUD) interactions to easily
manipulate the ontology. The ontological ORM should also integrate inheritance, using
RDF’s “subClass” property.

If the developer wants to use an object of the environment that is not part of the
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Model | Arguments
House
Room | Room type
From room
Door
To room
Ttem Object type
In room
Sensor Sensor type
Attached to
Person

Table 8.1: Existing components of the house factory

RdfSubject

Sensor

+rdf type: RdfClass = home:Sensor
+sensor _code: RdfDatatypeProperty = hom:sensorCode

MotionSensor

+rdf type: RdfClass = home:MotionSensor
+room: RdfObjectProperty = home:deployedIn
+value: RdfDatatypeProperty = home:hasValue
+last event: RdfObjectProperty = home:event

Figure 8.1: Defining sensor models with the ORM
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houses factory yet, he should define a new class for that object.

To instanciate a new environment, we propose a JavaScript Object Notation (JSON)
interface (Listing 8.1). A JSON-defined environment would be entirely declarative, and
require only a minimal technical knowledge from the expert.

[{ "house_name": "House 1",
"rooms": [
{"name": "Bedroom",
"type": "bedroom"},
{"name": "Living Room",

"type": "livingRoom"}],
"doors": [

{"doorFrom": "room:Bedroom",
"doorTo": "room:Living Room"}],
"items": [
{"type": "bed",
"name": "Main bed",
"locatedIn": "room:Bedroom"}],
"sensors": [{
"code": "A1",
"type": "Motion Sensor",
"attachedTo": "room:Bedroom" }],
"persons": [{"name": "John Doe",

"type": "Resident" }]
]

Listing 8.1: Defining a house using the Houses Factory

8.2.2 Rules Factory

In an ontological rule-based reasoning, rules are defined using a IF-THEN model. If
every conditions are validated on the left-hand side of the rule, the assertions written
in the right-hand side are inferred, and added to the knowledge base. After every new
external input, the new knowledge triggers new rules, which infers new knowledge, which
itself triggers new rules, until reaching a stable state where no additional knowledge can
be inferred.

When applied to AAL, one can again define a finite number of types of condition that
can trigger an activity rule (Table 8.2). Each of these types of condition is implemented as
a condition template (Table 8.2), which are mapped to RDF assertions. The developer’s
work is then to create a rule that associates an activity with a set of conditions, based on
the available condition templates. In case the expert needs to add a new condition that
does not match any existing template, it is suggested that he creates a new template.

Similarly to the houses factory, the instanciation is defined by using a declarative
JSON format (Listing 8.2), so that the expert only needs a limited technical knowledge.
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Condition Related Variable
Hour of the Day | ()

Coming From room

Detected In room

Previous Activity | previous activity
Using Item item

Involve Presence | person

Max Duration 0

Cooldown 0

Table 8.2: Existing condition patterns in the rules factory

{
"name": "Sleep",
"conditions": {
"hour_of_the_day": [20, 10],
"detected_in": {"room": "room:Bedroom",
"max_motion": 1},
"max_duration": "10h",
"cooldown": "3min"
}
]

Listing 8.2: Defining a rule using the Rules Factory
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8.3 Detecting Problematic Reasoning Rules

Rule-based reasoning engines are powerful in AAL, but they rely heavily on the ex-
pert’s work, and therefore are vulnerable to human errors. In this section, I introduce two
methods to assist the AAL expert by detecting inconsistencies in his model:

— Detect rules whose conditions cannot be satisfied, and suggest new sensors accord-
ingly;

— Detect rules conflicting with each other.

These methods are semi-autonomous; they automatically detect issues in the rules
definition and notify the expert about these issue. At the end of the process, the expert
is the one who takes action.

8.3.1 Suggesting new sensors

Thanks to the rules factory (Section 8.2.2), rules are created upon on a finite set of
condition patterns. It is possible to generate the list of sensors required for each condition
of a rule. Table 8.3 lists every condition patterns implemented in the rule factory at the
moment, and the required sensors for each of these conditions. Given a hierarchical model
for activities (as introduced in Section 7.4.2 from Chapter 7), if a parent activity requires
sensors that are missing, none of the children activities can ever be inferred.

Context Related Variable | Sensors Required

Hour of the Day | None None

Coming From room Motion Sensor(room)

Detected In room Motion Sensor(room)

Previous Activity | previous activity Requirements(previous activity)
Using Item item Accelerometer(item), etc.
Involve Presence | person To be determined

Table 8.3: Requirements for each rule template

Therefore, the method I propose can predict that activities which require missing
sensors will never be inferred, and possibly suggest the sensors that are missing. For
instance, the activity “In the kitchen” would require Detected In Kitchen, which requires
a motion sensor in the kitchen. Additionally, “Cooking” would require Using Item Stove,
that could require an electricity meter. “Cooking pasta” would also require Using Item
Pasta, that could even require a RFID sensor on the pasta box. One can observe that
extremely precise activities tend to require extremely precise sensors.

I propose the Algorithm 1 to detect and suggest missing sensors.
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Algorithm 1 Detecting missing sensors in a rule
Inputs:The rule to check, The list of sensors
Output:The unmatched requirements, empty if everything is correct
function FIND_MISSING__SENSORS(rule, sensors)
missing < ()

> We check every requirements of every conditions of the rule:
for all condition € rule. GETCONDITIONS() do
for all requirement € condition. GETREQUIREMENTS() do
matching < False
for all sensor € sensors do
if requirement.MATCHEDBY (sensor) then
matching <— True © There exists a sensor that fits the requirement
break
end if
end for
if not matching then > If no adequate sensor was found:
missing. APPEND (requirement)
end if
end for
end for
return missing
end function

8.3.2 Finding Conflicts Between Rules

Another inconsistency that may happen is when two rules are overlapping under cer-
tain conditions (i.e., both rules may be recognized recognized at the same time, with
no possibility of choosing). This use case has been handled in Chapter 7, by tagging
each activity with a score. Yet, the expert could be interested to observe some of these
overlapping situations, as some of these may be symptomatic of a poorly defined rule.

Algorithm 2 shows the algorithm used to detect conflicting rules. For each condition
pattern, I define a function intersection(self, other)) (N), to determine the inter-
section between two conditions. If dealing with a hierarchical model, as introduced in
Chapter 7, conflicts between rules of the same hierarchy will be ignored. As an example,
the intersection between [22:00 — 02:00] and [01:00 — 10:00] is [01:00 — 02:00], and the
interval between “Detected in Bedroom” and “Detected in Bathroom” is () (Algorithm 3).

Algorithm 3 Implementing the intersection method for location condition
function INTERSECTION__DETECTED__IN(self, other)
return self. ROOM() # other.ROOM()
end function
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Algorithm 2 Detecting conflicts between rules
Inputs:Two rules.
Output:The list of overlapping conditions, empty if there is no conflict.
function FIND__CONFLICTS(rulel, rule2)
conflict < ()
conditions_templates <— GET__ALL__CONDITION__TEMPLATES(rulel, rule2)
for all template € conditions templates do
conditionl < rulel.GET__CONDITION__BY_ TEMPLATE(template)
condition2 < rule2.GET__CONDITION__BY__ TEMPLATE(template)
if INTERSECTION(conditionl, condition2).EMPTY then
> If there is one condition without overlapping, the rules are not conflicting
return ()
end if
conflict. APPEND (template)
end for
return conflict
end function

function GET__CONDITION__BY_ TEMPLATE(rule, template)
for all condition € rule.CONDITIONS do
if condition. TEMPLATE = template then
return condition
end if
end for
> If the rule does not specifies this template, we create a condition
default € template, so that x Ndefault = x.
return template. MAKE__DEFAULT _CONDITION()
end function

Inputs:Every rules
Output:A list of tuples < rulel, rule2, conflict >
function FIND ALL_CONFLICTS(rules)
all _conflicts < ()
> We iterate over each combination of rules:
for i < 0; ¢ < LENGTH(rules); i++ do
other rules + ()
for j < i+ 1; j < LENGTH(rules); j + + do
conflict < FIND__CONFLICTS(rules|i], rules]j])
if not (COMMON__HIERARCHY (rules[i], rules[j]) or conflict. EMPTY) then
all_conflicts. APPEND([rules]i], rules[j], conflict])
end if
end for
end for
return all conflicts
end function
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8.4 Implementation

The contributions of this chapter have been implemented as part of Knot, hence using
the Python language.

The interactions with the ontology are performed using the RDFLib library. In order
to implement the ORM described with the houses factory, I have used the RDFAlchemy
library!, which defines itself as an ORM for RDF.

8.5 Conclusion

The two methods presented in Section 8.3 offer practical and useful insights for the
expert to detect issues on the reasoner, so he can take any necessary action to improve it.
More generally, I believe that numerous similar applications could be developed, leveraging
the contributions of this thesis (e.g., Precision and Accuracy, hierarchical activities) in
order to assist the expert in a process of continuous improvement for activity recognition.
The major prerequisite for developing such methods is to have refactored the creation of
a model and rules into a finite number of templates, as described in Section 8.2.

This contribution is validated in Section 9.5 from Chapter 9, where I confirm the be-
havior of these algorithms, and show that the output complexity and size of the generated
ontology is absolutely equivalent as it would be with a manual definition of the ontology.

8.6 Perspectives

The contributions described in this chapter are proof-of-concept. I foresee three pos-
sibilities for improving them and making them more industry ready.

First, it has been mentioned in Chapter 5 that Knot is still a work-in-progress. One
of the perspective I listed was to propose a modular architecture to Knot, that would
integrate a system of plug-ins. Following this perspective, templates from the houses
factory and the rules factory should be defined as plugins as well.

A JSON interface for the factories is developer-friendly, but might be uneasy to un-
derstand for a non-technical user. I believe that a Graphical User Interface (GUI) should
be proposed, in order to guide the expert user more effectively.

As a final perspective, I would like to note that there is no reason why this contribution
should be bounded to AAL. The proposed methods could be extended to any ontological-
based reasoning, as long as a factory is created for refactoring the environment.

1. http://openvest.com/trac/wiki/RDFAlchemy
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Building the right prod-
uct requires systemat-
ically and relentlessly
testing that vision to dis-
cover which elements of
it are brilliant, and which
are crazy.

Eric Ries

Validation

In this chapter, 1 validate the contributions presented in Chapters 4, 5, 6 and 7.
Section 9.1 validates the UbiSMART framework, with a focus on usage and data acquired
(based on Chapter 4). Section 9.2 offers a functional validation of the Knot prototyping
framework, through an integrated example (based on Chapter 5). Section 9.3 validates
the multiuser detection (based on Chapter 6). Section 9.4 validates the method proposed
in Chapter 7 to make activity recognition engines more accurate. Section 9.5 validates the
contributions of Chapter 8 for detecting inconsistencies in rule-based reasoning engines.

9.1 Validating UbiSMART As A framework
For Ambient Assisted Living

9.1.1 Deployment

My colleagues an I have collected a year of data over a deployment in one nursing home
and one individual residence in Normandie, France. Two other houses where deployed, but
the data was not significant, and are not included in this section.

In the nursing home, each resident lives in his own room. We have deployed 5 rooms
over a corridor. Each room is composed of a bedroom and a bathroom. We have deployed
one motion sensor in the bedroom, another motion sensor in the bathroom, and a door
sensor on the entrance door. A bed sensor has been prototyped in one room for a period of
6 months, telling us whether the resident was on the bed or not. Sadly, several residents
passed away during the period of deployment. Their room has then been occupied by
other persons. This leads to a total of 9 residents in the nursing home who have been
equipped with our system.

As for the individual residence, the person was living in her own apartment, in a
small city. She deceased in January 2016. The floorplan of her apartment can be seen in
Figure 9.1, as well as the sensors we have deployed. She had her full cognitive capacities,
and although she was frail physically, she remained autonomous and sometimes went out
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to meet her neighbour. She received regular visits from her family and from professional
caregivers.
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Figure 9.1: Topology of the first house deployed

For each elderly people, we save into database the sensor events, and the activities
being inferred by our reasoning engine. Table 9.1 summarizes the amount of data we have
for each resident.

Residence Room Start of End of Events Activities
deployment | deployment inferred

Resident 1 | 23 Sep 2014 14 Mar 2015 29,194 6,491

Resident 2 | 15 Mar 2015 26 Aug 2015 34,680 10,101

Resident 3 | 28 Aug 2015 Ongoing 5,210 1,243

Nursing Home | Resident 4 | 23 Sep 2014 06 Aug 2015 63,715 12,897
Resident 5 | 07 Aug 2015 Ongoing 2,891 428

Resident 6 | 23 Sep 2014 Ongoing 85,231 15,946

Resident 7 | 23 Sep 2014 Ongoing 44,102 10,332

Resident 8 | 25 Sep 2014 03 Jun 2015 10,576 2,673

Resident 9 | 04 Jun 2015 Ongoing 23,536 1,636

House 1 24 Sep 2014 02 Jan 2016 16,0275 22,604

Table 9.1: Amount of data obtained in our deployment

We have obtained positive feedback from this deployment, and our system is being
used regularly by nurses in the nursing home. As a positive indicator, the direction of this
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nursing home has then engaged funding procedures in order to extend this deployment to
a wider range of the nursing home, and more individual houses. Except for the physical
deployment, no installation was required for the nurses to use the system, as it is a web
application. An initial teaching session has been required, extended by several “recall”
session, eventually leading to nurses being confident with using UbiSMART. Nurses also
gave us feedback and bug reports, which guided our development. This was also an op-
portunity to discuss the real user needs. It turns out that night-time is the most critical
time, due to a low number of nurses available, and elderly people being prone to wake up
and fall in the dark. More effort should now be put in night-time services, such as light
path, or guiding the nurses’ path to a specific room when suspecting an issue.

Real deployment performed by an external partnership

Before the deployment described above, we had also gathered approximately three
months of data from three other houses in France, from a previous deployment in part-
nership with the Handco company !. This dataset had been very instructive and gave us
precious feedback for our further deployment.

The amount of data and the list of sensors deployed is summarized in table 9.2.

Residence | Duration of deployment | Number of events Sensors

deployed
House 1 23 May 2012 — 6 Jun 2012 58070 7
House 2 24 May 2012— 18 Jun 2012 86688 6
House 3 4 Jun 2012— 12 Jul 2012 13275 7

Table 9.2: Amount of data obtained in the deployment from Handco

However, this dataset is mentioned in this dissertation solely for informative reasons.
In the rest of this section I will rely on the current dataset from Normandie.

9.1.2 Ground-Truth Data Acquired

We have performed a ground-truth acquisition for 6 elderly people living in the nursing
home we have deployed, and obtained 465 observations over 10 days, as summarized in
Table 9.3. Most of the activities are observed during the morning, as the residents often
spend the afternoon in the nursing home’s common room. For logistic reasons, we could
not observe the ground-truth during evening or night. The human factor also had to be
integrated into the process. The first attempt was to ask the nurses to perform punctual
acquisitions over days, with only a few observations a day. However, I have faced a low
involvement, and did not obtain relevant observations this way. It was then decided to
send members of our own research team (myself included) into the nursing home, where
we performed the process more intensively, over a short period of time.

1. http://handco.fr, I would like to express my personal gratitude to Handco for their involvement
and the quality of their work during this partnership.
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A sample of the ground-truth observed for one resident over four days is displayed by
Figure 9.2.

Room Observations | Periods of observation

. 31 May 2015 — 2 Jun 2015
Resident 2 1221 5 Aug 2015 4 Aug 2015
Resident 4 36 | 3 Aug 2015 — 6 Aug 2015

. 31 May 2015 — 2 Jun 2015
Resident 6 1291 5 Aug 2015 — 8 Aug 2015
Resident 7 32 [ 4 Aug 2015 — 8 Aug 2015
Resident 8 53 | 3 Aug 2015 — 8 Aug 2015
Resident 9 85 | 3 Aug 2015 — 8 Aug 2015

Table 9.3: Summary of ground-truth observations from our deployments

Groundtruth Observations

Sleep 4 A
Nap — ™
Outside A A vy A 4
On Chair A

Watch TV A - Ad

Activities

Quick Nurse Visit s 4 A A o A
Breakfast with Nurse —» A

Nurse Go Out 4 &

Nurse - 4 A

T
8/04 8/05 8/06

Date

Figure 9.2: Overview of ground-truth for one resident

9.1.3 Feedback from End-Users

During this deployment, we have had frequent contact with the users of the system (i.e.,
the nursing home staff, and the residents). The nurses have been educated to understand
and use the system. The web application has been configured in the nurses’ office, and
they had access to the UbiSMART services.

Additionally, for the elderly person whose house was deployed, the relatives have also
been educated, and received occasional email alerts when a risk was detected, asking them
to check the health of the elderly person.
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We also had contacts with the elderly people themselves during our visits on-site.
These contacts were stimulating, and provided us with a better understanding of the
end-users need.

A number of services have been driven by the feedbacks we received from the nursing
home staff (e.g., email alerts, visualization of the rooms). We have also adapted our
reasoning to the specific conditions of the nursing home: several activities have been
discarded (e.g., cooking activities), and others have been added after our observations(e.g.,
nap).
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9.2 Validating Knot as a Prototyping Frame-
work for Activity Recognition

In this section, I propose a functional validation of Knot as a framework for proto-
typing activity recognition. This validation highlights all the major features of Knot, and
validates that consistent results are obtained. The validation is based on the following
features:

Validating the simulator: Generating sensor events;

Validating the reasoning engine: Reasoning on generated sensor events;

Validating the data visualization tools: Plotting events and activities.

9.2.1 Validating the Simulator

In order to validate Knot’s simulator, I define a scenario, and the simulator will gener-
ate a sequence of events matching a pre-defined scenario. The simulator object is binded
to the house. The scenario to be executed is described in Table 9.4. In Listing 9.1, I
implement the scenario, create the simulator object, and run the simulation.

Activity Location Action Duration
Living Room Activity | Living Room | Moving 1 minute
Bathroom Activity Bathroom Moving 40 seconds
Bedroom Activity Bedroom Moving 30 seconds
Sleep Bedroom Immobile 1 hour
Bedroom Activity Bedroom Moving 30 seconds

Table 9.4: Definition of the scenario to be executed
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from reasoning.simulator import scenario
from reasoning.simulator.simulator import Simulator

from dateutil.parser import parse
time = parse("2015-09-20 10:00:00")

@scenario("")

def scenario(simulator, env, actor, house):
actor.set_initial_position("Living Room")
simulator.set_clock(time)
yield env.process(actor.go_to("Living Room"))
yield env.process(actor.keep moving(timedelta(minutes=1),2))
yield env.process(actor.go_to("Bathroom"))
yield env.process(actor.keep_moving(timedelta(seconds=40),6))
yield env.process(actor.go_to("Bedroom"))
yield env.process(actor.keep _moving(timedelta(seconds=30),1))
yield env.process(actor.stay_immobile(timedelta(hours=1)))
yield env.process(actor.keep moving(timedelta(seconds=30),3))

simulator = Simulator(house, init_time=time)
simulator.run(scenario, duration=5000)

Listing 9.1: Defining a scenario, and running the simulator

From Table 9.5, we observe the events generated by the simulator. These events are
fully consistent with the scenario, and we notice that the resident goes by the entrance to
move from living room to bathroom, thanks to the smart path planning.

9.2.2 Validating the Reasoning Engine

In order to validate the quality of the reasoning engine, I execute the reasoner on the
events generated by the simulator in Table 9.5. The reasoning process is composed of
three objects:

— A source, to provide the events to the reasoner;

— A reasoner, to execute the reasoner from the events it receives;

— A sink, to save the inferred activities in a dataframe object for later use.

The three objects are piped together, so that the event source’s output are the rea-
soner’s input, and the reasoner’s output is the sink’s input (Listing 9.2).
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resident

date

sensor

value

2015-09-20 10:00:02
2015-09-20 10:00:12
2015-09-20 10:00:22
2015-09-20 10:00:32
2015-09-20 10:00:42
2015-09-20 10:00:52
2015-09-20 10:01:02
2015-09-20 10:01:12
2015-09-20 10:01:18
2015-09-20 10:01:34
2015-09-20 10:01:46
2015-09-20 10:01:58
2015-09-20 10:02:10
2015-09-20 10:02:12
2015-09-20 10:02:18
2015-09-20 10:02:22
2015-09-20 10:02:38
2015-09-20 10:02:48
2015-09-20 10:02:58
2015-09-20 10:03:08
2015-09-20 10:03:22
2015-09-20 10:04:08
2015-09-20 11:03:17
2015-09-20 11:03:29
2015-09-20 11:03:41
2015-09-20 11:04:41

Living Room Motion
Living Room Motion
Living Room Motion
Living Room Motion
Living Room Motion
Living Room Motion
Living Room Motion
Living Room Motion
Entrance Motion
Bathroom Motion
Bathroom Motion
Bathroom Motion
Bathroom Motion
Living Room Motion
Entrance Motion
Bathroom Motion
Bedroom Motion
Bedroom Motion
Bedroom Motion
Bedroom Motion
Bathroom Motion
Bedroom Motion
Bedroom Motion
Bedroom Motion
Bedroom Motion
Bedroom Motion

On
On
On
On
On
On
On
On
On
On
On
On
On
Off
Off
On
On
On
On
On
Off
Off
On
On
On
Off

Table 9.5: Events generated by the simulator

from reasoning.sources.dataframe import event_source

from reasoning.engines.semantic.reasoner import SemanticReasoner

from reasoning.sinks.dataframe_sink import ActivityAsDataframe

engine = SemanticReasoner.build_reasoner (house)
sink = ActivityAsDataframe()

event_source(engine.reason(sink(house)),

simulator.logger.generated_events.loc['J'])

Table 9.6 shows the inferred activities, given the generated events. These inferred

Listing 9.2: Running the reasoner

activities are largely matching the ones defined in the scenario (Table 9.4).
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resident

date

since

activity

Correct

2015-09-20 10:01:12
2015-09-20 10:01:28
2015-09-20 10:02:32
2015-09-20 10:02:48
2015-09-20 10:03:42
2015-09-20 11:03:39
2015-09-20 11:04:11
2015-09-20 11:04:41

2015-09-20 10:00:02
2015-09-20 10:01:18
2015-09-20 10:01:34
2015-09-20 10:02:38
2015-09-20 10:02:58
2015-09-20 10:03:52
2015-09-20 11:03:41
2015-09-20 11:04:21

Living Room Activity
Unknown (Entrance)
Activity in Bathroom
Sleep

Bedroom Activity
Sleep

Bedroom Activity
Sleep

XANNIXS=KN

Table 9.6: Activities inferred from the simulated events

9.2.3 Validating the Data Visualisation Tools

In order to validate Knot’s data visualization tool, we will visualize activities and
events from an existing dataset. To do so, we load events from the CSV file in Listing 9.3,
rename the resident “8” into “J”, and replaces sensor codes with more explicit names
(Listing 9.4). Table 9.7 shows a subsets of the loaded events after the pre-processing.

A similar process is done with the activity dataset, and is not displayed here for brevity

purpose.

date,

2014-09-23 13:33:00.000000,
2014-09-23 13:33:00.000000,
2014-09-23 13:37:00.000000,
2014-09-23 13:44:40.000000,
2014-09-23 14:05:36.000000,
2014-09-23 14:05:42.000000,
2014-09-23 14:05:49.000000,
2014-09-23 14:05:53.000000,
2014-09-23 14:05:55.000000,
2014-09-23 14:05:57.000000,
2014-09-23 14:05:59.000000,
2014-09-23 14:06:07.000000,
2014-09-23 14:06:10.000000,
2014-09-23 14:06:15.000000,
2014-09-23 14:06:32.000000,
2014-09-23 14:06:36.000000,
2014-09-23 14:06:37.000000,
2014-09-23 14:06:38.000000,
2014-09-23 14:07:00.000000,
2014-09-23 14:07:06.000000, 3,

resident,

LW W W WOotwwwwwwwotoutwotwh =

value
on

on

on

On
normal
On

On
alert
normal
alert
normal
alert
normal
alert
On
normal
alert
alert
On

On

Sensor,
Al,
Al,
Al,
C2,
2819880,
C2,
C2,
2819880,
2819880,
2819880,
2819880,
2819880,
2819880,
2819880,
Cl1,
2319880,
2819880,
2819880,
Al,
Al,

Listing 9.3: Input events file
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from reasoning.data_analysis.data_toolbox import load_events
from reasoning.data_analysis.preprocessing import \
(update_residents,rename_sensors,rename_sensors_from_pattern)

events = load_events('dataset/event ubismart.csv')
residents = {'J': (8, None, None)}
house_sensors = {'J': {'Al': 'Bedroom Motion',

"A2': 'Kitchen Motion',
"A3': 'Bathroom Motion',

"A4': 'Living Room Motion',
"A5': 'Entrance Motion',
"A6': 'Living Room Motion',

'"aFAF300': 'Main Door Sensor',
'aD28E00': 'Fridge Door Sensor'}}

events = update_residents(events, residents)
rename_sensors (events, house_sensors)

Listing 9.4: Preprocessing events

Listing 9.5 illustrates the plot method of Knot, which is used to visualize events and
activities. Figure 9.3 displays the output of this method, that is a plot of the events from
Table 9.7 and the corresponding activities.

from reasoning.data_analysis.data_viz import plot

plot(events=events, activities=sink2.activities, residents=['J'],
title="", date_min='2015-02-11 11:00:00"',
date_max='2015-02-11 11:25:00")

Listing 9.5: Plotting events and inferred activities

9.2.4 Discussion

In this section, I have illustrated the capability of Knot to analyse data and proto-
type an Activity Recognition reasoning engine. This functional validation validates the
soundness of Knot as a prototyping tool. The scientific contributions of this thesis vali-
date the usefulness of Knot, as they would have not been possible without such a tool.
The question of whether Knot satisfies the developers and researchers’ need cannot yet
be generalized beyond this thesis work, as it is still in an early phase of development.
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RECOGNITION
resident | date sensor value
2014-11-24 17:13:25 | Living Room Motion | On
2014-11-24 17:13:27 | Living Room Motion | On
2014-11-24 17:13:29 | Kitchen Motion On
2014-11-24 17:13:31 | Living Room Motion | On
2014-11-24 17:13:37 | Kitchen Motion On
2014-11-24 17:13:44 | Kitchen Motion On
2014-11-24 17:13:51 | Kitchen Motion On
2014-11-24 17:14:06 | Bedroom Motion Off
2014-11-24 17:14:27 | Living Room Motion | Off
] 2014-11-24 17:14:29 | Living Room Motion | Off
2014-11-24 17:14:55 | Kitchen Motion Off
2014-11-24 17:15:07 | Kitchen Motion On
2014-11-24 17:15:36 | Kitchen Motion On
2014-11-24 17:15:53 | Kitchen Motion On
2014-11-24 17:16:05 | Kitchen Motion On
2014-11-24 17:16:30 | Bedroom Motion On
2014-11-24 17:16:42 | Bedroom Motion On
2014-11-24 17:16:49 | Bedroom Motion On
2014-11-24 17:16:56 | Bedroom Motion On
2014-11-24 17:17:04 | Kitchen Motion On

Table 9.7: Events from dataset

Outside

Cook Meal

Activities

Eat Meal -

+ Main Door Sensor

+ Entrance Motion

losuag

[ P RS S ¢ R S it | & Kitchen Motion
Unknown Activity Inferred
Sensor Event @

:05 110
Date

T U
115 20

Figure 9.3: Plotting events and inferred activities

At the moment, Knot can be considered as an alpha version, and is still in alpha phase.
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9.3 Validating Location Tracking and Mul-
tiuser Detection

I have applied the method for location tracking and multiuser detection (Chapter 6)
to the individual house we have deployed, where the resident used to receive regular visits.
Figure 9.4 shows multiuser situations detected over two days. We observe a large number
of noises, spanning multiuser situations over a few minutes. Except for these noises, we
detect a multiuser situations on the two morning (certainly caused by a caregiver coming
for hygiene), and on the evening before sleep (that would be caused by the visit of a
family member). There are long presences in the entrance on the two days, in the early
afternoon; these could be caused by the resident being outside, and enforce the importance
of integrating door sensors in the algorithm. Apart from these faulty presence in the
entrance, the location tracking is clear and realistic, and highlight the life pattern of the
resident. Although location tracking does not replace Activity Recognition, it might serve
as high-level source of information for a clustering algorithm or an Activity Recognition
engine.

Location of Resident J

Living Room — | . . | NN -
Multiuser - | |H ‘ }I { I | HH
8 Entrance - i . "
-
©
(6]
3 Bedroom + I 1R | I | |

Bathroom 4 & 1 1 1 |

Kitchen ¢ - iH—-— I L] F I

T T T
12h 18h 2/19 6h 12h 18h
Time

Figure 9.4: Multiuser Situations Over Two Days

Additionally, Figure 9.5 shows the density of multiuser situations by times of the day.
We observe that frequent visits occur at 9am (certainly for morning hygiene care), at noon
(when the caregiver comes to prepare lunch), and in the evening (from the family). These
insights fit the routine this person used to have, based on her family’s description. On
average, the system estimates that this person spent one hour per day with other people.
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Density of multiuser situations per hour of the day
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Figure 9.5: Density of Multiuser Situations During the Day
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9.4 Validating the  Improvements on
Decision-Making

In Chapter 7, I have proposed a method to improve the Accuracy of reasoning engines
when performing Activity Recognition. Following, I discuss in details the validation of
this method.

9.4.1 Updating the Reasoning Engine

This validation is based on Knot’s reasoning engine, which is itself based on the UbiS-
MART reasoning engine. The original reasoning engine does not include the hierarchical
activities approach. Moreover, it embedded an arbitrary Score in the reasoning engine.
Thus, I have made several improvements to the reasoning engine, that can be summarized
as follows:

Introducing the Hierarchical Activities Method
Since UbiSMART is ontology-based, I have formally defined the concepts of gener-
alization and specialization into the ontology (Section 7.4.2). I have also adapted
the rule engine, so that it infers on parent activities first, and iterates recursively to
the children activities.

Introducing Activities Scores
The first UbiSMART reasoner applied arbitrary Scores to activities. I change that
by calculating Scores of each activity based on the Score measurement method
described in 7.2 from Chapter 7, given the Accuracy measured from our ground-
truth. Using this Score, the reasoner can conclude on the most reasonable activity
(i.e., the activity that has the maximal Score among all the inferred activities).
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9.4.2 Acquiring Data

I have experimented the system in a laboratory setup, for validation purpose. I have
recreated a house environment (Table 9.8) and defined activity scenarios (Table 9.9). A
person playing the role of an end-user has executed each scenario five times, for a total of
45 acquisitions.

Room Sensors
Bedroom Motion sensor
Bathroom Motion sensor
Living Room | Motion sensor
Kitchen Motion sensor

Door sensor (fridge)
Entrance Motion sensor

Door sensor (main door)

Table 9.8: Topology of the experiment

9.4.3 Running The Reasoner

For this validation, I use the same datasets (Section 9.4.2) to run the reasoning engine,
before and after applying the proposed method. The reasoner can be executed in two
different ways.

1. In production mode, we execute the reasoner in order to infer a single activity at a
given time. In this case, Accuracy has to be predefined. This is the mode used for
the UbiSMART system to deliver services.

2. In calibration mode, we execute the reasoner in order to measure Accuracy of all
activities in hierarchical chain. We expect the reasoner to return all possible valid
inferred activities, without making a conclusion. The result of a calibration mode
should be used as an input for the production mode. The calibration mode is run
only at the first phases of deployment. Once the reasoner has converged towards
stationary Accuracy values, there is no need to run calibration mode anymore.

9.4.4 Introducing Validation Metrics

I propose four metrics to validate the proposed method. The first metric is the total
measured Accuracy (T) vs. ground-truth (Equation 9.1). T is useful to measure the exact
Accuracy of the reasoning, given that we have a ground-truth on the executed dataset.
T is similar to the measured Accuracy of an activity (Equation 7.1), but it is measured
on all activities at once, not on a specific activity. It is defined as the number of times
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the system inferred correctly (based on ground-truth observations), divided by the total
number of activities that are both inferred and observed.

T(activities) = |{groundtruth(a) = iﬁferr?d(a)\a € actz:vz:t'z:es}| 9.1)
|groundtruth(activities) Nin ferred(activities)|

Three other metrics are the average value of Accuracy (A), Precision (P) and Score
(S) for the inferred activities (Equation 9.2). These three metrics provide an estimation
of Accuracy, Precision and Score of reasoning engine in an dataset, even in the absence
of ground-truth. A is not to be confused with the total measured Accuracy 7. A is an
indicator that can be obtained at any time, whereas T is exact, but requires ground-truth
to be measured.

Z (accuracy (a) x duration (a))

T S, aCactivities
Alactivities) =

Z duration (a)

a€activities
Z (precision (a) x duration (a))

P(activities) = 2Sactivitics (9.2)
Z duration (a)

a€activities

Z (score (a) x duration (a))

S(activities) = a€activities
Z duration (a)

a€activities

9.4.5 Results

After running the reasoner in both modes (i.e., calibration and production), Table 9.9
presents Accuracy, Precision and Score values for each activity, after the calibration mode.
Score is calculated using Equation 7.2 from Chapter 7, with an Accuracy weight A = 3
and a Precision weight P = 1. For comparison, a second score is calculated, using A = 1
and P = 1. We observe that activities that are Imprecise but extremely Accurate, such
as “Kitchen Activity”, are more valued with a higher value of A. With A = 3, it has a
Score of 79.5%, whereas it only has a Score of 63.2% with A = 1. On the opposite, a more
Precise and less Accurate activity, such as “Cook Meal” has a Score of 64.5% with A = 3,
and 69.3% with A = 1. When both “Kitchen Activity” and “Cook Meal” are inferred, the
reasoner will conclude with “ Kitchen Activity” if A = 3, and with “Cook Meal” if A = 1.

I run the reasoner four times in production mode: with (A = 3, P = 1) and with
(A = 1,P = 1), in both case before and after running the calibration (Table 9.10).
Without calibration, each activity has a default accuracy of 10%, and Scores are calculated
accordingly. With (A = 3, P = 1), we measure T = 93.8% after the calibration, whereas
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Activity Accuracy | Precision A=3, P:Slcoizl, P—1
Kitchen Activity 100% 4 79.5% 63.2%
Eat Meal 0% 8 0% 0%
Cook Meal 60% 8 64.5% 69.3%
Activity in Bathroom 100% 4 79.5% 63.2%
Go Toilet 50% 8 56.2% 63.2%
Hygiene 0% 7 0% 0%
Living Room Activity 100% 4 79.5% 63.2%
Read Book 50% 8 56.2% 63.2%
Watch TV 0% 8 0% 0%
Bedroom Activity 100% 6 88% 77.5%
Sleep 100% 7 91.5% 83.7%
Outside 100% 7 91.5% 83.7%
Come Home 10% 7 16.3% 26.5%

Table 9.9: Scores of the reasoner

T was only 63.4% before the calibration (+30.4%). P has decreased from 6.75 to 4.15
(—2.60), and A has increased from 55.5% to 89.4% (+33.9%). This illustrates the trade-
off between Accuracy and Precision mentioned in Section 7.1. With (4 = 1,P = 1),
the calibration impact is less significant. 7" happens to increase by 3.3%. A decreases
by 11.8%, and P increases by 0.26. This is explained by the fact that with A = 1, the
reasoner is not allowed to decrease much Precision in favor of Accuracy. Thus, it will tend
to be as Precise as possible, which is similar to its default behavior, without the method
introduced in this paper. Finally, one may notice that S increases with both values of
(A, P): +16.5% with (A =3,P =1) and +1.7% with (A =1, P = 1). This is inherent to
the method I propose, which always selects the activity with the maximal Score among
all the inferred activity.

Several activities (e.g., Eat Meal, Hygiene) have an accuracy of 0%. This situation
is not caused by the method I propose. But on the opposite, the proposed method can
handle seamlessly this type of activity: they are naturally discarded in profit of their
parent activity, with a higher score.

9.5 Validating the Detection of Problematic
Reasoning Rules

In this section, I propose a functional validation of the proofs-of-concept described
in Chapter 8, by executing a minimal working example for each of features, namely the
houses factory, the rules factory, the detection of missing sensors and the detection of
conflicting rules.
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Sample A | P | Total Measured | Average Average Average
Accuracy Accuracy Precision Score

Before 3| 63.4% 55.5% 6.75 56.9%

calibration

After 93.8% 89.4% 4.15 73.4%

calibration

Before 'y 63.4% 67.3% 5.56 59%

calibration

After 66.7% 55.5% 5.82 60.7%

calibration

Table 9.10: Results with (A =3,P =1) and (A =1, P = 1), before and after

the calibration

9.5.1 Validating the Houses Factory

For this validation, let us assume we need to create the house described in Table 9.11.
Listing 9.6 shows the creation of a house object, add the rooms, the doors, a fridge item,

and all the sensors, using JSON format.

Room Sensor Doors to

Living Room | Motion Sensor Entrance

Bedroom Motion Sensor Entrance

Bathroom Motion Sensor Entrance
Motion Sensor

Kitch : Livi

tehent Contact Sensor (fridge) iving Room

Motion Sensor )

Entrance ) Outside
Contact Sensor (main door)

Table 9.11: Definition of the house
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[{ "house_name": "J",
"rooms": [
{"name": "Bedroom", "type": "bedroom"},

{"name": "Bathroom", "type": "bathroom"},
{"name": "Kitchen", "type": "kitchen"},

{"name": "Entrance", "type": "entrance"},
{"name": "Living Room", "type": "livingRoom"}],
"doors": [
{"doorFrom": "room:Living Room", "doorTo": "room:Entrance"},
{"doorFrom": "room:Bedroom", "doorTo": "room:Entrance"},
{"doorFrom": "room:Bathroom", "doorTo": "room:Entrance"}
{"doorFrom": "room:Kitchen", "doorTo": "room:Living Room"}
{"doorFrom": "room:Entrance", "doorTo": "Qutside"}],
"items": [

{"type": "fridge", "name": "Fridge", "locatedIn": "room:Kitchen"}],
"sensors": [
{"code": "A1", "type": "Motion Sensor",

"attachedTo": "room:Bedroom"},
{"code": "A2", "type": "Motion Sensor",
"attachedTo": "room:Bathroom"},

{"code": "A3", "type": "Motion Sensor",
"attachedTo": "room:Kitchen"},
{"code": "A4", "type": "Motion Sensor",

"attachedTo": "room:Entrance"},
{"code": "A5", "type": "Motion Sensor",
"attachedTo": "room:Living Room"},

code™: , 'type": ontact Sensor',
{ll d n I|C1|| n y-p n ||C S n
"attachedTo": "item:Fridge"},
{"code": "C2", "type": "Contact Sensor",
"attachedTo": "door:Entrance:Outside"}],
"persons": [{"name": "John Doe", "type": "Resident"}]

3]
Listing 9.6: Defining the house, using House Factory

The house definition in Listing 9.6 generates the ontology in Listing 9.7. This ontology
is absolutely equivalent to what it would have been if it had been written manually.
Defining a house through the house factory is more intuitive, more concise and less error-
prone than writing the ontology manually. In this case, the house is defined in 28 lines of
code when using the house factory, for a generated ontology of 73 lines of code.

190



9.5. VALIDATING THE DETECTION OF PROBLEMATIC REASONING RULES

hom:door_corridor-bathroom a gol:Door ;
gol:doorFrom hom:room_corridor ;
gol:doorTo hom:room_bathroom .

hom:resident_johnDoe a gol:Resident ;
qol:detectedIn hom:outside ;
gol:name "John Doe" ;
gol:residentIn hom:house_j

hom:sensor_bedroomMotion a qol:MotionSensor ;
gol:deployedIn hom:room_bedroom ;
gol:id "Bedroom Motion"@en .

hom:item_fridge a qol:Fridge ;
rdfs:label "Fridge"@en ;
qol:locatedIn hom:room_kitchen .

hom:house_j a qol:House ;
gol:name "J"

Listing 9.7: Generated ontology of the house

9.5.2 Validating the Rules Factory

In order to demonstrate the rules factory, I create a basic set of rules for recognizing

activities during the reasoning process (Table 9.12).
These rules are implemented in Listing 9.8,
house.add_activity(name, conditions) method.

using

the
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Activity Conditions

Living Room Activity | Detected in Living Room
Activity in Bathroom | Detected in Bathroom
Detected in Kitchen
Motion > 2

Detected in Bedroom
Motion > 3

Detected in Bedroom
Duration > 10 seconds

Kitchen Activity

Bedroom Activity

Sleep Duration < 8 hours
Motion < 2
Outside Detected in Outside

Detected in Entrance

Come Home Comes From Outside

Table 9.12: Definition of the activities

[
{"name": "Living Room Activity",
"conditions": {"detected_in": {"room": "Room:Living Room"1}}},
{"name": "Kitchen Activity",
"conditions": {"detected_in": {"room": "room:Kitchen",
"min_motion": 2}}},
{"name": "Activity in Bathroom",
"conditions": {"detected_in": {"room": "room:Bathroom"}}},
{"name": "Sleep",
"conditions": {"max_duration": "8h",
"detected_in": {
"room": "room:Bedroom",
"min_duration": "10s",
"max_motion": 2}}},
{"name": "Qutside",
"conditions": {"detected_in": {"room": "room:Outside"}}},
{"name": "Come Home",
"conditions": {"detected_in": {"room": "room:Entrance"},
"coming_from": "room:Outside"}},
{"name": "Bedroom Activity",
!“detected_in": {"room": "room:Bedroom",
"min_motion": 3}}!
]

Listing 9.8: Defining activities, using Rule Factory

Listing 9.9 shows the generated set of N3 rules. Again, the rules factory offers a more
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intuitive, concise, and less error-prone interface to define rules, rather than writing them
manually in N3 format. In this case, the rules are defined in 21 lines of code when using
the rule factory, and the generated ontology takes 84 lines of code.

{
?u qol:detectedIn r ;

gol:inRoomFor [?dr ;
qol:residentIn hom:house ]
hom:clock gol:hasValue now .
7dr math:notGreaterThan 3.‘155379e+11 .
?r a qol:Bathroom ;

gol:motionMeasured mm .
+ => { 7u qol:couldBeDoing hom:activityInBathroom .

?u qol:detectedIn r ;
gol:inRoomFor dr ;

qol:residentIn hom:house ]
hom:clock qol:hasValue now .
7dr math:notGreaterThan 3.‘155379e+11 .
?mm math:notLessThan 3 .

?r a qol:Bedroom ;
qol:motionMeasured mm .

u gol:couldBeDoing hom:bedroomActivity .

# ...

Listing 9.9: Generated ontology of the activities

9.5.3 Validating the Detection of Missing Sensors

Following, I validate the detection of missing sensor, using a minimal environment
defined in Tables 9.13 and 9.14. In this environment, the “Sleep” activity cannot be
recognized without a motion sensor in the bedroom, and the “Nap” activity cannot be
recognized without the “Sleep” activity being recognized first. The “Prepare Lunch” ac-
tivity depends on the fridge, thus cannot be recognized without a sensor on the fridge. On
the other hand, the “Go Toilet” activity can be inferred correctly, because we declare a
motion sensor in toilet. These inconsistencies have been correctly inferred by the proposed
algorithm (Table 9.15).

9.5.4 Validating the Detection of Conflicting Sensors

The following example demonstrates the validity of the proposed method for detecting
of conflicting rules (Table 9.16). If the resident is in the kitchen at 13:00, he might either
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Room ‘ Items ‘ Sensors
Bedroom | () 1)
Kitchen | Fridge | Al
Toilet 0 A2

Table 9.13: Detecting missing sensors — Defining a house

Activity Conditions Value Parent Activity
Sleep Detected 'In Bedroom 0
Max Motion 1
Nap Hour of the day | 13h — 18h Sleep
Go Toilet Detected In Toilet 0
Detected In Kitchen
Prepare Lunch Using Item Fridge 0

Table 9.14: Detecting missing sensors — Defining rules

Activity Expected Issues Detected Issues Correct
Sleep Detected In(Bedroom) | Detected In(Bedroom) | v
Nap Parent(Sleep) Parent(Sleep) v
Go Toilet 0 0 v
Prepare Lunch | Using Item(Fridge) Using Item(Fridge) v

Table 9.15: Detecting missing sensors — Results
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be eating lunch or washing the plates. However, there is no conflict between nap and night
sleep, as the two activities occur at distinct times.

Nap

Detected in Bedroom
Motion <1
13:00 < time < 18:00

Rule Conditions Detected Correctly
Overlapping detected
situations
Read Book Detected in Living Room Detected in Living
Room v
Motion < 2
p— . <
Watch TV Detected in Living Room Motion < 2
Detected In Kitchen . .
Eat lunch 11:00 < time < 14:00 Detected in Kitchen ,
Detected In Kitchen
. < 3 < .
Wash the plate 13:00 < time < 15:00 13:00 < time < 14:00
Detected in Bedroom
Night Sleep Motion < 1
20:00 < time < 10:00 0 %

9.6 Discussion

Table 9.16: Examples of conflicting rules detection

In this chapter, I have validated the five major contributions of my thesis work. These

are:

— UbiSMART, a production-ready framework for AAL;

— Knot, a prototyping tool for Activity Recognition and data analysis in the context

of AAL;

— An algorithm for tracking location of the resident in a smart home, and detect
multiuser situations;

— A method for improving the Accuracy of Activity Recognition reasoning engines,
by introducing a more rational decision-making process.

— Two methods to detect inconsistencies in rule-based reasoning engines.

For each of these contributions, I have made efforts to perform a thorough validation,
taking into account the constraints inherent to the contribution (i.e., a framework’s vali-
dation tends to be qualitative, whereas improvements related to Activity Recognition are
quantitative). Generally speaking, the results found in this validation are satisfying:
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The UbiSMART framework is stable, deployed, and provides data continuously;
— Knot performs accordingly to its specifications;

— Unfortunately, I have not obtained significant ground-truth to perform a quantita-
tive validation of the multiuser detection algorithm, although the output is encour-
aging, from a qualitative point-of-view.

— I have obtained significant improvements in the Accuracy of Activity Recognition
reasoning engines.
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It’s a dangerous busi-
ness going out of your
door. You step into the
road, and if you don’t
keep your feet, there is
no knowing where you
might be swept off to.

Bilbo Baggins

Conclusion

This thesis studies the requirements that Ambient Assisted Living (AAL) systems
should fulfill in order to extend into large-scale deployments. It focuses on the problem-
atics of making Activity Recognition more reliable and assisting the expert’s work when
defining activities. While AAL researches slowly shift towards real deployments, I hope
to encourage this shift by showing the benefits such real deployment had on my thesis.

10.1 General Approach Selected In This
Thesis

The key to this thesis research was to “get to the real world”, that is to deploy our
system in a real environment. More than just validating my contributions, this deployment
has guided my research, and helped me to adopt a user-centric approach.

During the development of this thesis, I have deliberately chosen to broaden my contri-
butions to two distinct layers: the improvement of Activity Recognition accuracy
and the development of prototyping tools for Activity Recognition. The core ac-
tivity of my thesis was indeed to answer to its main problematic (i.e., making Activity
Recognition more reliable). By doing so, I have observed that only little infrastructure
was available to prototype on Activity Recognition. Thus, I took the decision to extend
my thesis scope, by developing powerful prototyping tools for supporting my research on
Activity Recognition, as well as other researchers’ further researches.

For AAL prototyping, I encourage the development of semi-autonomous tools, which
perform calculations and report relevant informations to the expert, similar to services
offered by Business Intelligence. I believe the key to an effective prototyping workflow are
the following:

— Support short and reactive prototyping cycles, featuring rapid feedbacks;
— Merge powerful models provided by ontologies with data-analysis tools:

— Provide data analysis and visualization tools for obtaining feedback;
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— Lower the technical cost of working with ontological model;

— Automate the installation steps, to make the environment reproducible between

developers;

— Provide an interactive development environment (e.g., development notebooks

rather than traditional packages).

As for Activity Recognition, I encourage a process of continuous improvement, using

the prototyping workflow described above. This paradigm of continuous improvement
must be supported by a metric to measure the quality of an Activity Recognition reasoning
engine. Therefore I have introduced in this thesis the concept of Score, based on accuracy
and precision of activities.

Generally speaking, I believe that AAL should be guided by rationality, which I de-

fine as “taking what is probably the best decision, given the available knowledge of the
context”.

10.2 Contributions

Scientific contributions

My scientific contributions can be summarized as follows:

I have created an algorithm to detect multi-users situations (Chapter 6). These
situations are rather easy to detect, but complicated to handle, as they confuse the
sensors by creating interwoven activities. Fortunately, we have stated that if the
resident is having a visitor, he does not require our system to be active. We can
therefore stop the reasoning for the time being, until the resident is alone again.

I have introduced a method for measuring the accuracy of a reasoning engine when
inferring an activity (Section 7.4.2 from Chapter 7). The final result is a Score
attached to a rule from our reasoning engine.

I have introduced a hierarchical model for activities (Section 7.4.2 from Chapter 7).
This model is better suited to define activities at different levels of Precision, without
conflict or overlapping.

I have then introduced a method for optimizing the decision making process in Ac-
tivity Recognition, based on precision and accuracy (Chapter 7). This is the major
contribution from my thesis. It benefits directly from the hierarchical model de-
scribed above. It consists into tagging each activity with a precision value (defined
by the expert) and a confidence value (from our accuracy measurement). The rea-
soning engine then choses among every possible activity, the one that has the best
precision-accuracy couple.
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— I have developed two algorithms to detect inconsistencies in the definition of rules
for activity recognition. The first algorithm detects rules that will never trigger
because they depend on a sensor that is not part of the environment. Thus, if an
activity requires a certain set of sensors to be recognized, but one or more of these
sensors are absents, the system can detect that the activity can never be inferred.
The system can then alert the technician, and suggest him to to install new sensors.
The second algorithm detects possible conflicts between rules (i.e., situations where
multiple activities could be recognized, with no way to select one over the others).

Technical Contributions

In addition to the scientific contributions listed above, several technical requirements
emerged from our deployments, and have been addressed. These technical contributions
are extensively detailed in Chapter 4, and can be summarized in two parts. The first part
is the implementation of the Ubiquitous Service MAnagement & Reasoning archiTecture
(UbiSMART) framework, as a web application for visualizing activities, running the rea-
soning process, delivering services and handling the different users of our system. The
second part (to which I contributed most) is the gateway, through the Ubigate applica-
tion. Gateways are the core of a smart-home, they play the role of bridge between sensors
and devices in the house, and the central server. Due to numerous constraints from within
the smart home (such as the absence of Internet connection), a particular focus has been
given to reliability and maintenance. Additionally, I have worked on easy reproducibility
of our system for large-scale deployments in a wide number of houses.

Another technical contribution, at the source of every scientific contributions listed
above, is the creation of Knot (Chapter 5): a proper development environment for data
analysis and prototyping; it includes facilities to load the datasets, a framework for
analysing data, a dynamic definition of smart-home environments through the houses
factory and the rules factory, and visualization tools.

10.3 Results

As an outcome of this thesis, my team and I have deployed our system (UbiSMART)
in a real-world environment. The relation of this deployment with my thesis work is bidi-
rectional. Indeed, my research has been supporting the deployment, while the deployment
has been guiding my research. At the present moment, the deployment is still ongoing,
and used by the end-users.

I have also validated the usage of Knot (the prototyping framework I have developed)
in a straightforward way: I have used Knot myself for developing my own contributions
to Activity Recognition.

Most importantly, I have effectively improved the accuracy of our Activity Recognition
reasoning engine with the method I have proposed.
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10.3.1 Limitations

Looking at the outcome of this thesis, I find three remaining limitations, which it
would be necessary to tackle, beyond the scope of this thesis:

— Currently, AAL is at the crossing path between research and industry. There exists
no complete AAL system that would be robust enough to be carried forward to
industry. Real-world deployments must be restrained to research projects, where
the end-users are advised about the relative instability of such projects. Under this
situation, large-scale deployments of AAL systems will not yet become a reality.

— Knowledge-driven methods for Activity Recognition will eventually show their lim-
its, when the complexity of AAL systems will become too high for a human to design
it. At that moment, researchers will have to integrate data and machine-learning to
the design and reasoning process.

— Activity Recognition is only one element in the AAL workflow. It must eventually
lead to service delivery features, in order to have a real impact on the end-users.

10.4 Perspectives

The major perspective out of this thesis is to extend our system towards large-scale
deployments. This would require our system to become closer to industry, with more ro-
bust gateways in the smart-homes. I envision Ubigate — our gateway — as a distribution,
where the system could be installed by anyone, and maintain itself through automatic
updates. It would include a number of user-contributed packages to deliver various ser-
vices, depending on use cases. Service provisioning has not been integrated in the scope
of this thesis, but remains a key requirement for AAL systems.

The second perspective also derives directly from this thesis work. It would consist into
consistently improving the reasoning engine, until obtaining a highly reliable reasoner for
activity recognition, with 99% of accuracy even at acceptable precisions. Then, and only
then, would AAL be ready to shift completely from research to its industrial applications.

A first step to improve the accuracy of Activity Recognition will be to work further
on user-specific reasoning. This means that each end-user should have its own set of rules
defined, adapted to his environment and his daily routine. To keep this feature realistic in
a large-scale deployment, the reasoning should be able to adapt automatically to a new
user, or possibly use crowd-sourcing as a knowledge source.

Another perspective — which has not been integrated to the scope of this thesis —
would be to explore the relation between ground-truth data and sensor events. Indeed,
ground-truth data could be used as labels for data-driven methods, creating opportunities
to use supervised machine learning method.

A final perspective for improving activity recognition would be to create a bridge
between knowledge-driven and data-driven approach. This feature would represent a huge
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step forward for AAL, as it would keep the expressiveness and intuitiveness of knowledge-
driven methods, while benefiting from the power of data-driven methods. I argue that
the scope of this feature could extend beyond AAL, and be generalized as knowledge
engineering. I believe that knowledge engineering will be the keystone for complex model
analysis, and will create a revolution that will be known tomorrow as knowledge science,
in complement to data science.
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Questionnaires — The quality of life of
elderly people

This appendix supports the analysis on the needs of elderly people (Chapter 3). It
includes the English translation of the questionnaires sent to the elders and to their
caregiver.
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The habits of life of elderly people

Questionnaire to be completed by the elder

<Translated from French for the purpose of this appendix>

2012 — QoL Research Chair / Institut Mines-Télécom / La Mutuelle Générale /
Association Nationale des retraités de la Poste et de France Télécom

The information gathered in this survey will be statistically analysed to better
understand the life habits of elderly people. Individual answers will remain
anonymous. There are no good or bad answers. The gathered data will be sent to the
Handicom laboratory.

According to the law “Informatique et Libertés” from January 6™ 1978, modified in
2004, you have a right to access and modify your information, which you may apply
by contacting the Handicom laboratory. You can also refuse the treatment of your
data.

Handicom laboratory,
Telecom Sud Paris,
9 rue Fourier 91011 Evry

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex 2

Studying the quality of life of elderly people

Your situation

1. How old are you?
2. You are: O female 0O male

3. What are the jobs you have practices in your professional life?
4. What is the highest diploma you have had?
5. Until what age did you go to school?

6. You live:

O Alone O In Couple O Other (please describe:)

7. You are:
O Married O Widow O Single

8. You live in:
O Your own residence
O A relative's house

O A specialized institution (e.g., nursing home). Please describe:

9. How many persons live in your residence? |:|
- Persons aged less than 60 years old |:|

- Persons aged more than 60 years old |:|

10.You are: O Owner O Tenant

11.You live: O Incity O In countryside

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex

12.Do you use any technical aids (glasses, hearing aids, wheelchair, telealarm...)

Technical aids Where and when do you use | Frequency of use (e.g., once

it? a day)

4. Eyes. Tick the corresponding cell for each row.

Glasses

Do you have more Often |Sometimes |Rarely |Never
difficulties than before to:

Never do it
alone

Hearing aid

Read the newspaper (even
with glasses)

Wheelchair

Telealarm

Distinguish the face of a
person other side of a room

Cane

Walker

Recognize somebody on a
picture

Other (please
describe):

5. Dressing. Tick the corresponding cell for each row.

Do you have more Often |Sometimes |Rarely |Never
difficulties than before to:

Never do it
alone

Put on clothes

\Your daily activities (at home) \

1. What are your main activities? (e.g., watch TV, read, invite friends...)

2. Are there some activities that you did before, and won't do anymore?
O Yes O No

3. Ifyes:

Which ones ‘Why don't you do it anymore?

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex 312

Button his shirt

Choose clothes based on the
time of the day (pyjama by
night, coat to go out...)

Put clothes in the right order
(underwear before pants...)

6. Preparing meals. Tick the corresponding cell for each row.

Do you have more Often |Sometimes |Rarely [Never
difficulties than before to:

Never do it
alone

Follow a recipe

Decide of a balanced meal

Know the content of the
fridge

Prepare a meal

Heat a meal

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex




7. House cleaning. Tick the corresponding cell for each row.

Do you have more
difficulties than before to:

Often

Sometimes |Rarely

Never

Never do it
alone

Use a broom

Clean dust

Reorder a room

Move from one room to
another

Vacuum the floor

8. Taking medications. Tick the corresponding cell for ea

ch row.

Do you have more
difficulties than before to:

Often

Sometimes |Rarely

Never

Never do it
alone

Know where he had put his
medicines or his prescription

Know what medication to
take, depening on the time of
the day

Know how many pills to take

Know when he must visit a
doctor

Know if he has enough
medicines for the week

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex

9. Administrative activities. Tick the corresponding cell for each row.

Do you have more Often |Sometimes |Rarely |[Never
difficulties than before to:

Never do it
alone

Fill-in a form

Manage alone the financial
matters (pay the bills...)

Remember his appointments

Remember what he has to do

10.Use of electronic devices. Tick and complete the corresponding cells.

A) Which electronic device do you own?

Device owned Yes |No If no, why

Oven

Micro-wave oven

Fridge

Vacuum cleaner

Mixer

Kettle

Coffee machine

Toaster

Stove

Television

Home Phone

Mobile phone

Computer

Internet

DVD player

Videotape player

Music player

Radio

Other (please
describe):
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B) Which of these devices do you use?

Device used |Yes |No |Ifyes

If no

For what usage?

once a day)

Frequency (e.g.,

‘Why

Oven

Micro-wave
oven

Fridge

Vacuum
cleaner

Mixer

Kettle

Coffee
machine

Toaster

Stove

Television

Home Phone

Mobile
phone

Computer

Internet

DVD player

Videotape
player

Music player

Radio

Other
(please
describe):
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C) Use of mobile phone. Tick the corresponding cell for each row.

Do you have more Often |Sometimes Rarely |Never
difficulties than before to:

Never do it
alone

Hear a discussion on phone

Follow a discussion on
phone

Dial a new phone number

Dial a well-known phone
number

Know who he is talking to
on phone

11.Safety. Do you feel safe in your house?
O Yes 00 No

If no, why?

\Outside activities

1. What are your main activities outside?

2. How often do you perform the following activities:
Fill-in the cells for each row.

Frequency (e.g., once a day)

Walk

Shopping

Grocery store

Administrative activities

Visiting a relative (friend,
family...)

Leisure (hairdresser, cinema...)

Medical appointment

Others (please describe)

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex




3. What do you do to prepare your outside activities? (e.g., check the bus
schedule, book a taxi, prepare a shopping list...)

4. When you go out, what are the objects you bring? (e.g., mobile phone, cane,
list of things to do...)

5. Your vehicles.
Tick the corresponding cell for each row.

How often do you Often |Sometimes |Rarely Never |Do not know
use:

Subway

Bus

Train

Tramway

His own vehicle (he
drives)

The vehicle of a
relative (he is
passenger)

Walk

Motorcycles

City bus

Ambulance

Other (please
describe):

6. Do you face some difficulties while going out?
O Yes O No

If yes, which ones?
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7. Do you feel safe when you go out?
O Yes O No

If no, why?

Your social and financial aids

1. Do you often see your friends and family?
O Yes O No

2. How often do you sees your friends and family?
3. Do you think you are surrounded enough by your relatives?

O Yes O No
If no, why?

4. Do you use any home services? Describe which ones and the frequency of the
services. Fill-in the corresponding cells for each row.

Yes No Frequency (e.g. once a day)

Cleaning service

Medical service

Nurse

Grocery delivery

Hairdresser

Beautician

Pedicure

Physiotherapist

Meal delivery

House maintenance

Laundry service

Others (please
describe)
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5. If you have no home services, please explain why.

6. What do you think are the advantages of home services?

7. What do you think are the drawbacks of home services?

8. What do you think are important criterias to select a home service?

9. Who pays?

10.Do you receive financial aids? If yes, which one(s)?

11.How many hours are included in your financial aids?

12.Do you have a health insurance? If yes, which one?
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In the future

1. Would you like to be contacted again to participate to a second study and test
for free an assistance system developed by researchers from the handicom
laboratory?

O Yes O No

2. Ifyes, what kind of services seem useful to you in your daily life?
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The habits of life of elderly people
Questionnaire to be completed by a caregiver or a family
member

<Translated from French for the purpose of this appendix>

2012 — QoL Research Chair / Institut Mines-Télécom / La Mutuelle Générale /
Association Nationale des retraités de la Poste et de France Télécom

The information gathered in this survey will be statistically analysed to better
understand the life habits of elderly people. Individual answers will remain
anonymous. There are no good or bad answers. The gathered data will be sent to the
Handicom laboratory.

According to the law “Informatique et Libertés” from January 6" 1978, modified in

Studying the quality of life of elderly people

Your situation

1. How old are you?
2. You are:

3. What is your job?

4. How are you related with the person you help?

0O female

5. What kind of helps do you bring to him?

O male

6. In average, how many hours per week do you spend helping him?

7. What is the distance between your home and the home of the person you help?

8. Do you think his residence is adapted to his needs?
O Yes

If not, why?

O No

\His daily activities (at home)

1. What are his main activities? (e.g., watch TV, read, invite friends...)

2. Are there some activities that he did before, and won't do anymore?

2004, you have a right to access and modify your information, which you may apply O Yes O No
by contacting the Handicom laboratory. You can also refuse the treatment of your
" 3. Ifyes:
data.
Which ones ‘Why doesn't he do it anymore?
Handicom laboratory,
Telecom Sud Paris,
9 rue Fourier 91011 Evry
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4. Eyes. Tick the corresponding cell for each row. 7. House cleaning. Tick the corresponding cell for each row.
Does he have more Often |Sometimes |Rarely |[Never |Never does
Does he have more Often |Sometimes |Rarely (Never |Never does difficulties than before to: it alone
difficulties than before to: it alone Use a broom
Read the newspaper (even Clean dust

with glasses)

Distinguish the face of a
person other side of a room

Recognize somebody on a
picture

5. Dressing. Tick the corresponding cell for each row.

Does he have more Often |Sometimes |Rarely |[Never |Never does
difficulties than before to: it alone

Put on clothes

Button his shirt

Choose clothes based on the
time of the day (pyjama by
night, coat to go out...)

Put clothes in the right order
(underwear before pants...)

6. Preparing meals. Tick the corresponding cell for each row.

Does he have more Often |Sometimes |Rarely [Never |Never does
difficulties than before to: it alone

Follow a recipe

Decide of a balanced meal

Know the content of the
fridge

Prepare a meal

Heat a meal
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Reorder a room

Move from one room to
another

Vacuum the floor

8. Taking medications. Tick the corresponding cell for ea

ch row.

Does he have more
difficulties than before to:

Often

Sometimes

Rarely

Never |Never does
it alone

Know where he had put his
medicines or his
prescription

Know what medication to
take, depening on the time
of the day

Know how many pills to
take

Know when he must visit a
doctor

Know if he has enough
medicines for the week

9. Administrative activities. Tick the corresponding cell

for each row.

Does he have more Often  |Sometimes |Rarely [Never |Never does
difficulties than before to: it alone
Fill-in a form
Manage alone the financial
matters (pay the bills...)
Remember his
appointments
Remember what he has to
do
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10.Telealarm system. Does he has a telealarm system?
O Yes O No

If yes, which ones?

O Geo-location

0O Call center

O Fall detection

O Other, please explain:

11.Use of electronic devices. Tick and complete the corresponding cells.

A) Which electronic device does he own?

B) Which of these devices does he use?

Device used |Yes |[No |Ifyes

If no

For what usage? Frequency (e.g.,
once a day)

Why

Oven

Micro-wave
oven

Fridge

Vacuum
cleaner

Mixer

Device owned Yes |No If no, why

Kettle

Oven

Coffee
machine

Micro-wave oven

Toaster

Fridge

Vacuum cleaner

Stove

Mixer

Television

Home Phone

Kettle

Coffee machine

Mobile
phone

Toaster

Computer

Stove

Internet

Television

DVD player

Home Phone

Mobile phone

Videotape
player

Computer

Music player

Internet

Radio

DVD player

Videotape player

Other
(please

describe):

Music player

Radio

Other (please
describe):
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C) Use of mobile phone. Tick the corresponding cell for each row.

Does he have more Often |Sometimes |Rarely |Never
difficulties than before to:

Never does
it alone

Hear a discussion on phone

Follow a discussion on
phone

Dial a new phone number

Dial a well-known phone
number

3. What does he do to prepare his outside activities? (e.g., check the bus schedule,

book a taxi, prepare a shopping list...)

4. When he goes out, what are the objects he brings? (e.g., mobile phone, cane,

list of things to do...)

5. His vehicles.
Tick the corresponding cell for each row.

Know who he is talking to
on phone

How often does he Often |Sometime |Rarely Never
use: S

Does not
know

12.Safety. Do you feel that he is safe in his house?
O Yes O No

If no, why?

Subway

Bus

Train

Tramway

His own vehicle (he
drives)

\Outside activities

1. What are his main activities outside?

2. How often does he perform the following activities:
Fill-in the cells for each row.

The vehicle of a
relative (he is
passenger)

Walk

Motorcycles

City bus

Ambulance

Frequency (e.g., once a day)

Walk

Other (please
describe):

Shopping

Grocery store

Administrative activities

Visiting a relative (friend,
family...)

Leisure (hairdresser, cinema...)

Medical appointment

Others (please describe)
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6. Does he face some difficulties while going out?
O Yes O No
If yes, which ones?

7. Do you feel that he is safe when he goes out?
O Yes O No
If no, why?
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His social and financial aids

1. Does he often see his friends and family?

O Yes O No

. How often does he sees his friends and family?

. Do you think he is surrounded enough by his relatives?

O Yes O No

If no, why?

. Does he use some home services? Describe which ones and the frequency of

the services. Fill-in the corresponding cells for each row.

Yes No Frequency (e.g. once a day)

Cleaning service

Medical service

Nurse

Grocery delivery

Hairdresser

Beautician

Pedicure

Physiotherapist

Meal delivery

House maintenance

Laundry service

Others (please
describe)

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex 91

. If he has no home services, please explain why.

. What do you think are the advantages of home services?

. What do you think are the drawbacks of home services?

. What do you think are important criterias to select a home service?

. Who pays?

10.Does he receive financial aids? If yes, which one(s)?

11.How many hours are included in his financial aids?

12.Does he have a health insurance? If yes, which one?

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex 1011

In the future

1.

Would you like to be contacted again to participate to a second study and test
for free an assistance system developed by researchers from the handicom
laboratory?

O Yes O No

2. Ifyes, what kind of services seem useful to you in your daily life?

Handicom Laboratory, Télécom Sud Paris — 9, Rue Fourier 91011 Every Cedex 1
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Location Detection in Real Condition —
Implementation

This Appendix supports Chapter 6. It displays the implementation of the algorithm
introduced in Section 6.3, step-by-step. The implementation shown below has been imple-
mented using Knot (Chapter 5), and using the Python Pandas library for data analysis *.

The purpose of this Appendix is to explicit the algorithm’s implementation, for reader’s
reference.

Introducing Array Programming

The code displayed in this Appendix makes heavy use of Python Pandas for data
analysis. Most of this code follows Array Programming, where operations are applied to
an entire vector or matrix. These operations result in extremely concise and efficient
programs, but may be uneasy to understand. One may read the Pandas Introduction
Page 2 for a better understanding.

B.1 Implementation

events = events.reset_index() \
.set_index(['house', 'sensor', 'date']) \
.sort()

Listing B.1: Grouping events by sensor

1. http://pandas.pydata.org
2. http://pandas.pydata.org/pandas-docs/stable/dsintro.html
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def _insert missing off and resample(x):
X = x.reset_index()
# Manually add Off after 60 seconds without On,
# To prevent sensor failures
unmatched _on = x[(x.value == "On") &
(x.date.shift(-1) - x.date >
timedelta(seconds=70))]
new_offs = pd.DataFrame ({
'date': unmatched on.date + timedelta(minutes=1),
'house': unmatched on.house,
'sensor': unmatched_on.sensor,
'value': '0Off'})
x = pd.concat([x, new_offs]) \
.set_index(['date']) \
.sort_index()
# Resample the events, with Last Observation Carried Forward
return x.resample('10S', how='first', fill method='pad')

# Add missing off and resample for each sensor of each house
events = events.groupby(level='house') \
.apply(lambda y: y.groupby(level='sensor') \
.apply(_insert _missing off and_resample))
events = events.drop(['house', 'sensor'], axis=1) \
.reset_index ()
# Create one column per sensor
events = events.pivot(index='date', columns='sensor',
values='value')

# Cleaning up the dataframe

events['house'] = "J"

events = events.reset_index() \
.set_index(['house', 'date'l])

Listing B.2: Resampling events to uniform frequency, per sensor
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# Replace every On by Movement, fill-in the blanks
events = events.replace({'On': 'Movement'}) \
.fillna(method="'pad')
# The remaining blanks are before any signal, they are Unknown
events = events.fillna('Unknown')
# If another room is having Movement at the same time,
# we set it the room presence as Absent
events [events.apply(lambda x: ~x.isin(['Movement', 'Unknown'])
& (events == 'Movement').any(1))
] = 'Absent'
# For Uff signals that are consecutive to a movement
# Without any other movement elsewhere
# We set the room presence as Immobile
events[events == 'Off'] = np.nan
events[(events.copy() .fillna(method='pad') == 'Movement')
& pd.isnull(events)
] = 'Immobile’
events = events.fillna(method='pad', inplace=True)

Listing B.3: Inferring presence in rooms

# If there is more than one room with presence,

# there ©s a multiuser

events['Multiuser'] = (events.isin(['Movement', 'Immobile']) \
T\
.sum()) > 1

Listing B.4: Infering multiuser situations
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# When mo multiuser

# We select the active room at each time

location = events[~events['Multiuser']] \
T\
.isin(['Movement', 'Immobile']) \
.idxmax () \

# When there is a multiuser,

# we set the current Location as Multiuser

location = location.combine first(

events['Multiuser'] [events['Multiuser']]) \

.replace({True: "Multiuser"})

location = pd.DataFrame(events, columns=['Location'])

Listing B.5: Concluding on the resident’s location

# Filtering consecutive tdentical Tows
location = location.loc[(location.Location.shift()
I= location.Location)]

def make until column(x):
X = x.reset_index(level='date')
x['Until'] = x.date.shift(-1)
return x.set_index('date', append=True)

# Make a Until column from the next location's date
location = location.groupby(level='house') \
.apply(_make_until_column) \
.location.reindex_axis(['Until', 'Location'],
axis=1)

Listing B.6: Reducing the location list
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