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Titre :

Modélisation de l'effet de la rugosité de surfacetede la litiere des couverts naturels sur les
observations micro-ondes passives : application asuivi global de I'hnumidité du sol par la
mission SMOS

Résumé :

Dans le cadre de la mission spatiale SMOS (SoilsMioé and Ocean Salinity), nous présentons dans
cette thése une nouvelle approche numérique de lisatitn du calcul de I'émissivité et du
coefficient bi-statique de systémes forestierslisele en Bande L. Le systeme sol-litiere est
représenté par deux couches diélectriques 3D cdamates interfaces rugueuses, une démarche qui
n'apparait pas actuellement dans la littératuraudNalidons notre approche pour une seule couche en
comparant les simulations de I'émissivité avecesefiroduites par la méthode des moments et des
données expérimentales. A partir de ce nouveau lmaugus évaluons la sensibilité de I'émissivité du
systeme sol-litiere en fonction de I'humidité et kerugosité de la litiere. Ce nouveau modele
permettra de créer une base de données synthétgumissivités calculées en fonction de hombreux
parameétres qui contribuera & améliorer la prise@npte de la litiere dans l'algorithme d’inversion
des données de la mission spatiale SMOS.

Mots clés : radiométrie micro ondes des foréts,séwité des structures sol litiere, Modélisation
numeérique par éléments finis, rugosité du sokrides foréts, HFSS, IEM, SMOSREX, Coefficient
de rétro diffusion, Coefficient bi-statique, migsiSMOS

Title:

Modelling the effects of surface roughness and a rest litter layer on passive microwave
observations: application to soil moisture retrievdby the SMOS mission

Abstract;

In the context of the SMOS (Soil Moisture and Oc&aiinity) mission, we present a new numerical
modelling approach for calculating the emissivitydistatic scattering coefficient of the soilditt
system found in forests, at L-band. The soil-liggstem is modelled as two 3-dimensional dielectric
layers,each with a randomly rough surface, which to owvidedge has not previously been achieved.
We investigate the validity of the approach forirgke layer by comparing emissivity simulations
with results of Method of Moments simulations, angberimental data. We then use the approach to
evaluate the sensitivity of the soil-litter systasa function of moisture content and the roughpéss
the litter layer. The numerical modelling approachich has been developed will allow us in the
future to create a synthetic database of the evitissof the soil-litter system as a function of
numerous parameters, which will contribute to \atiilg and improving the inversion algorithm used
by the SMOS mission to retrieve soil moisture deeests.

Key Words: microwave forest radiometry, soil-littemissivity, FEM numerical modelling, soil
roughness, forest litter, HFSS, IEM, SMOSREX, baek®ring coefficient, bistatic scattering
coefficient, SMOS mission
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List of Symbols and Abbreviations

o: attenuation constant, a measure of the attenuafian electromagnetic wave as it travels thraaigh

lossy medium
AIEM: Advanced Integral Equation Method

B': phase constant, a measure of the change of phpsgemnced by an electromagnetic wave when it

enters a lossy medium

B: Magnetic Field

c: speed of an electromagnetic wave

Co: speed of an electromagnetic wave in a vacuungleéquBx1§ ms*

D: Electric displacement field

€, emissivity at polarisation p

en: emissivity calculated by averaging the scatteledtric field over N surfaces
€: electric permittivity of a material

€q: electric permittivity of a vacuum, equal to 8.88x12 F/m

& the relative permittivity (electric permittivitielative to that of a vacuum)
E: Electric Field

f: frequency of an electromagnetic wave

Fi: spectral flux density at frequency f

F: radiative flux density

FEM: Finite Element Method

FDTD: Finite Difference Time Domain Method

y: propagation constant, a measure of the changeaisepiind magnitude of a wave as it enters a lossy

medium

g: the beamwidth of a tapered wave



h: Planck’s constant, equal to 6.26X10s"

H: magnetising field

HFSS: High Frequency Software Simulator, electrameéig modelling software used in this PhD
I: electric current

I+: specific intensity, or brightness, of a radiabegm

IEM: Integral Equation Method

J: surface current density (current per unit area)

k: the wave number of an electromagnetic wave

kp: Boltzmann constant, equal to 1.381%10K™

KA: Kirchoff Approximation

A: wavelength of an electromagnetic wave

Ao: wavelength of an electromagnetic wave in a vacuum

L: size of the rough surface, also equal to thettwid the calculation area
L.: autocorrelation length of a rough surface

L-MEB: L-Band Microwave Emission of the Biospherede!

m: rough surface slope, equalat. .

my: gravimetric soil moisture content

m,: volumetric soil moisture content

K magnetic permeability of a material

: the direction of propagation dbs

Mo: magnetic permeability of a vacuum, equalte0-7 H/m

K the relative permeability (magnetic permeabitiative to that of a vacuum)
MoM: Method of Moments

n: refractive index of a wave



N: number of simulations performed for a given roogss condition

p: penetration depth of a medium

P: power

p: the volume charge density

p(x’,y"): autocorrelation function of a rough surface

Py degree of coherence of a wave, where the symbatsl y refer to the wave’s components
Po: Soil bulk density

pw: density of water

Ry Reflection coefficient for a wave of polarisatipn

RTE: Radiative Transfer Equation

o: the standard deviation of surface heights ofughosurface, also used for a material’s condugtivit
on: the bistatic scattering coefficient calculatedalvgraging the electric field over N surfaces
Os» Stephan-Boltzmann constant

opqo: bistatic scattering coefficient at polarisatioropthe incident beam and polarisation g of the

scattered beam
o”: backscattering coefficient

s: the step in angle®4@s) at which the scattered field is calculated, eglgimt to the integration step

for the emissivity calculation

S: Poynting vector

SMOS: Soil Moisture and Ocean Salinity mission

SMOSREX: Surface Monitoring Of the Soil ReservaxXgderiment

0: angle of incidence for scattering problems, egignt to the angle of emission
B:: angle of transmission when a wave encountersiadary

0. critical angle, for incident angles greater tloamqual to this value total reflection occurs



0s: Brewster angle: the incident angle at which ta&hsmission occurs for a V polarised wave
(Bs, @s): scattering angle

T: optical depth of a medium

T,: Transmission coefficient for a wave of polaripatp

I: reflectivity

T: transmissivity

T: temperature

Terr: effective temperature of a medium

Tg(B,@) Brightness temperature at angdeq)

L. spectral energy density (at frequency f)

u(T): energy density of a radiated beam

w: angular frequency of an electromagnetic wave, a¢sal for a medium’s single scattering albedo

W(z): temperature weighting function for each laiyethe soll



CHAPTER 1.INTRODUCTION




1. Introduction

Remote sensing is the collection of information whabjects from a distance. As a discipline ittfirs
became possible with the advent of balloons (1980) later airplanes, providing a platform for
regarding the environment. In 1960 the first saéeilveather image was taken with NASA’s TIROS

mission, heralding the start of remote sensingtaslgor observing the environment.

Remote Sensing of the environment via satelliteaoplane allows us to obtain geophysical
information over large regions. The satellite oplane provides a platform at a distance, from Wwhic
a signal from the environment can be measured|lysaraelectromagnetic wave. This signal must be
propagated between the object and the observer higaausly and without serious loss. Ideally
propagation should be in a straight line with neratation (from vegetation cover, or the atmosphere
for example), in other words through a transparkamogeneous medium. An interaction must also
exist between the sensing wave and the objectder @o provide the observer with information about

the object.

Remote Sensing of the environment combines margiptiises, principally electromagnetic theory

and environmental studies. In order to obtain dsafarmation from remote sensing observations we
must understand the electromagnetic theory desgrithie processes involved in the propagation and
interactions of electromagnetic waves as well as tie observed objects interact with these waves.
This must be coupled with an understanding of keyrenmental and geophysical properties and how
they affect such interactions. Often this meansetstdnding the electromagnetic properties of the
object and how they depend on its physical propertror example a key electromagnetic property is
the dielectric permittivity constant which can bekéd to properties such as moisture content, riahter

content, temperature, etc. Also an object’s shapeaffect its interaction with electromagnetic wave

Environmental variables that can be measured bytesensing include physical variables such as
vegetation and ground structure and global varsableh as the Earth’s water content, salinity, and

temperature.

The work of this PhD thesis was carried out in¢batext of the European Space Agency’'s (ESA’S)
Soil Moisture and Ocean Salinity (SMOS) mission Reérr et al 2001), a remote sensing satellite
mission. The SMOS mission was launched in Noverb8® with the objective of retrieving the soll
moisture over land and the salinity over oceansaoglobal scale, from microwave radiometric
measurements of the Earth’s thermal radiation. Hax¢h's thermal emission is very sensitive to these
two variables in the L-band microwave region ang mhission was conceived in order to provide a

way to measure globally these two variables, whiath not previously been done.



Surface soil moisture is a key variable in the bialyic cycle. Both water and energy fluxes at the
surface/atmosphere interface depend strongly oh rsoisture and surface soil moisture drives
evaporation, infiltration and runoff while soil nsture in the vadose zone (the top part of the soll
which is unsaturated by water) governs the rateatér uptake by the vegetation. Global soil mogstur
is an important input variable for numerical weatlfi@recasting and climate models, such as the
European Centre for Medium-range Weather Forec88GSMWF's) Numerical Weather Prediction
(NWP) model.

The SMOS satellite carries an interferometric ra#ter which measures the Earth’s natural thermal
emission, at L-band. This band was chosen becausgleer frequencies the vegetation cover is not
transparent enough to allow us to measure thesgpibl and at lower frequencies we are not able to
obtain a very good resolution of the image takertheysatellite. The frequency at which the SMOS
satellite radiometer takes measurements is 1.4 GiHee this is the L-band frequency designated by
the International Telecommunication Union for passiemote sensing measurements. Note that
volume effects cannot be entirely neglected atftieiguency: in general the Earth’s emission inctude

mainly contributions from the surface (on averdge first 3-5cm) at this frequency but for low soil

moisture conditions the emission also includesrdautions from much lower depths.

These measurements are taken at a mixture of th@abarisations H and V, from which the pure H
and V components can be calculated and at anglg®irange of 0° to 50°. A retrieval algorithm is
then applied to the measurements in order to vetrs®il moisture. This algorithm models emission
using the forward model and then uses an iteratp@oach, obtaining values of soil moisture and
surface parameters which minimise a cost functiomputed from the sum if the square weighted
differences between measured and modelled emis$io®.forward model is the so-called L-band
Microwave Emission of the Biosphere (LMEB) modeligheron et al 2003, 2007). This model is the
result of an extensive review of current knowled§enicrowave emission of various land cover types
with the objective of being accurate while remainsimple enough for operational use at a global

scale, and allowing developments to be incorporageithey occur.

Other factors affecting microwave emission inclsdeface roughness, topography, soil texture, land
cover and vegetation type. All these factors arastant with time and so can be estimated or
calibrated from other information such as soil malada taken in the optical domain, digital elewati
maps, etc. Only vegetation cover is retrieved siamélously to soil moisture, making use of multi-

angular, dual-polarisation measurements.

For the work of this thesis we concentrate on swilsture retrieval over forests. The ground emissio
in forests is affected by the vegetation abovegtioeind which consists of a tree, or canopy, layer a
a litter layer of organic debris covering the farBgsor. The canopy acts as a semi-transparent laye

which attenuates the ground emission and this eamddelled simply by the-w model, with two



variables, the optical depthand the scattering albedy determining the attenuation. However the
litter layer is much denser and has a tendencybsoré and hold water which means that, besides
attenuating the ground emission, it adds an emmssfoits own to the signal which is very strong
under high moisture conditions. In addition botle tjround and the litter layer often have rough
surfaces, which affect the overall emission. Ttterlilayer effectively masks the ground signal (@ra
2007, 2009) making it difficult to retrieve soil mture. This effect has not been studied in angtgre
depth and has not been well accounted for in ttHB model and so although soil moisture retrieval
is performed over forests in the SMOS mission ¢isusacy has yet to be determined and is expected

to be poor.

The motivation of this PhD thesis is to improve IhBMEB model over forests by studying in greater
depth the contribution of emission from the forfisor, including the soil and litter layers, to the
signal. In order to do this we aim to develop a eilialy approach which allows us to calculate the
emission of the soil and litter layers in foresteorporating surface roughness of both the saill an
litter layers as well as parameters relating tdbayers. The advantage of a modelling approach ove
an experimental one is that we can better conteotyndifferent parameters that effect the emission.
Once developed and validated, the model can betosge@ate a large database of the emission of the
soil-litter system, as a function of numerous pasters. Analysing results in this database, we hope
infer a simple model which can be incorporated thi L-MEB forward model to better account for

the effect of a litter layer in forest emission.

The work of this PhD was to develop and validat riiodel to be used for modelling the soil-litter
layers. Such a model requires at least two layads surface roughness and there is currently no
numerical (exact) model available for this. Althbugenerating the database is not part of thisghesi

the model must be developed with this end goalimdm

In the following chapters we present first the lgaokind theory including the physics relevant to
remote sensing of the environment and the thearthBomicrowave emission of forests. Secondly we
present a review of the methods currently usedddeahthe bare soil layer, and secondly methods for
modelling the litter layer. The main challenge indelling the soil layer is in modelling the surface
roughness and so we concentrate mainly on thiedrsoil layer section. Next we present the model
developed in the work of this thesis and validatagainst other models and experimental data. We

finish with a conclusions and perspectives section.



CHAPTER 2. BACKGROUND THEORY




2. Background Theory

In this section we present the background thedeyaat to this thesis. The information presented is
mainly based on the volumes by Ulaby et al (198%ah c) but also on the remote sensing lecture
course by C. Matzler (2007), and the volumes bii&tzler et al (2006) and Chukhlantsev (2006).

We begin with the context of active and passiveatensensing of the environment, two distinct areas
of research that are nevertheless theoreticalketin We then present a summary of the physical
theories of electromagnetism and thermal radiat@mm,which active and passive remote sensing
respectively are based. We then present the baskdrtheory for passive microwave remote sensing
of land. In this section we focus in particular modelling the bare ground emission as well as the

emission of the ground covered by vegetation, ®pikich are key to this thesis.

2.1 Passive and Active Remote Sensing

Methods for observing the environment by remotesisgncan be divided in two distinct categories:
active and passive. In active methods an artificiedleated electromagnetic wave is sent to theabbje
to be sensed and the returned signal analysedadeiyg@ methods it is the environment’'s natural
thermal emission that is detected and analyseds Tdwthe active case we focus on scattering from
the material and in the passive case we focus éssem. The theory behind active remote sensing is
based on the theory of electromagnetism whereahéoey behind passive remote sensing is based on
radiation theory. In the following sections we mmisthese two theories, focusing on areas that are
important for remote sensing. As we will see elmognetic theory relating to scattering can be
linked to the concept of emission found in thermadiation, by Peake’s theorem (1959): we can
calculate an object’'s emission by integrating thattering resulting from an incident wave. Thus,
although experimentally passive and active remaasiag techniques each provide different
information about an object, theoretically we caitculate one from the other. In this thesis we are
interested in the emission of soil-litter syste®wever in theoretical modelling approaches it is
usual to calculate the emission from the scattefimguding the approach we develop and apply. We
will therefore present the theory behind both etoagnetic scattering and thermal radiation as both

are relevant to this thesis.

2.2 Electromagnetism

The theory of electromagnetism was formulated byWll. It describes the behaviour of magnetic
and electric fields for a given system of electtcrents and charges. It is a macroscopic theatysan
does not consider the microscopic processes inddumein the presence of an electromagnetic field.
Electric and magnetic properties of a specific medare described by three macroscopic quantities:

the magnetic permeability, the conductivitys and the permittivity. Electromagnetic theory rests on



Maxwell's four equations. These four equations &gy powerful since they are simple, yet fully

describe an electromagnetic field problem: all teeoagnetic theory can be derived from them.

2.2.1 Maxwell’'s Equations

Maxwell's four equations can be expressed in difféial or integral form. In differential form they

can be written as:

OD=p (2.1a)
0B=0 (2.1b)
OXE = —é
ot (2.1¢)
e % .3 (2.1d)
where:
D=¢E (2.2)
B=pH (2.3)
J=0E (Ohm’s law) (2.4)

and the electromagnetic quantities are:
E: the electric field

B: the magnetic field

D: the electric displacement field

H: the magnetising field

€: the electric permittivity

p: the volume charge density

o: the conductivity

J: the surface current density (current per uapr



¢ andu can be expressed as functions of the vacuum gitgits, and the vacuum permeability as

follows:
£ =¢€.& (2.5)

1= Hrlho (2.6)

whereeg, and , are respectively the relative electric permitfivéind magnetic permeability of the

material. Botre andp and equivalently, andy, are usually complex and are often written as:
e=¢ +ig" = (& +ig")e (2.7)
p=u it =+ "o (2.8)
Note that in this thesis we deal with non-magnetédia, i.ey, = 1.

Maxwell's equations can be written in their intdgoam as:

EdA =0 (2.92)
oV
BdA =0
ov (2.9b)
E@l =-—>2
0s ot (2.9¢)

(ORI

E@i=p is+p. €
f21a ol +hes (2.9d)
The left-hand sides of (2.9a) and (2.9b) are thegimtion of respectively the electric field and
magnetic field over a closed surfa@€, of area A and bounding volume V. The left-hatdes of
(2.9¢) and (2.9d) are the integration of respeltitiee electric field and magnetic fields over @ds
line dS of length | bounding areads,s is the magnetic flux through areaaBd ®¢ s is the electric

flux through area S, given by:

s = [[BOA (2.10a)

®es :”SE @A (2.10b)

For the work of this thesis, we develop a numenmatelling approach to calculate the emission of
the forest soil-litter system. Numerical modellimgproaches such as the one used in this theses solv
Maxwell's equations for finite spaces. This is whakes them exact, since Maxwell's equations are

exact and complete. As will be covered in more itata section 3.1.3, numerical modelling



techniques can be divided into two types: thosé shlve Maxwell's equations in their differential

form and those that solve them in their integrafrfo

2.2.2 The Wave Equation

For active remote sensing we are interested instiadtering of electromagnetic waves. We now
consider, therefore, the concept of electromagnetiees, which may be derived from Maxwell's

equations. Maxwell's theory permits the existentelectromagnetic fields in space even without the
presence of charge or current sources. This isuseca changing magnetic field creates a changing
electric field and vice versa. We can thereforeialise an electromagnetic wave propagating through
space with oscillating electric and magnetic fieldsich are dependent on each other. In order to
formally describe such waves we combine Maxweljsiaions (grad x (2.1c)) to obtain two wave

equations, which, for a non-conducter0), are given by:

Mg O%E_

0%E o7 o =0 (2.11a)
2 - Mt 0B (2.11b)
Cy~ Ot
For:
Co = (EgHo) "’ (2.12)
Electromagnetic waves propagate with phase veladifiyen by:
C=Co /el (2.13)

where g is the speed of an electromagnetic wave in a vacgual to 3x18ns™.

It further follows from Maxwell's equations thawaave'’s electric and magnetic fields must always be
perpendicular; hence if the electric field oscékatn the x direction, the magnetic field oscilaie the

y or z direction. The magnitudes of the E and Blfere also related by:
By =Ep /C. (2.14)

For this reason we usually only consider the elecir magnetic fields in waves since the otherloan

derived afterwards.



2.2.3 Plane Waves and Polarisation

There are numerous possible solutions to the wguatmn and correspondingly numerous types of
wave, of which the most basic form is the plane avdm remote sensing we deal extensively with
plane waves since antennas emit waves that maypimdered plane far from the emitting antenna
and also the earth’s thermal radiation may be demnsd plane when measured at a distance far from

the ground.

A plane wave propagating in an arbitrary direciven by the wavevectd can be described by the

following equations:
E(r,t) = Eg expik [r —wt) (2.15a)
H(r,t) =Hyexplk [r —wt) (2.15b)

whereo is the phase velocity. Note we take the real pathe above equations but it is common
practice to write wave equations in complex forrd #me real part is implied. A wave is considered to

be plane when its electric field remains in the sgane with respect to its propagation.

Substituting these wave equations into Maxwell’'siggmpns (2.1a) and (2.1b) we find that k is

perpendicular to both H and E as followsH =ik (H =0and OE =ik (E=0.

Since the electric and magnetic fields must alsopegendicular these two fields form a plane

orthogonal to the direction of propagation, calieel polarisation plane.

Inserting the above equations into the wave eqgouat® deduce the following relationship:

W
o = == 2.16

k lgu C ( )
o is calculated asn?\., where) is the wavelength. This equation for k is the dispn relation of

electromagnetic waves in unbounded space.

A wave is linearly polarised if its electric and gnatic fields oscillate in one direction only. Howee

all waves can be rewritten as the sum of their aomepts in the 2 orthogonal polarisations. In
particular, a wave incident on a plane boundanarale 6; has an electric field which can be
decomposed into two directions: the direction aythwal to the boundary plane and the direction

parallel to this plane:

E=E,+E, (2.17)
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The orthogonal component is also known as theocartiomponent (V) and the parallel component is
also known as the horizontal component (H). Horiaband Vertical polarisations are not intrinsic to
a plane wave but rather depend on the wave’s atient relative to a boundary. A horizontally

polarised wave has an electric field only in thalirection and a vertically polarised wave has an

electric field in the V direction only, relative tbe boundary.

kr — wt = const.

e

Figure 2.1: One period of a plane EM wave with &npolarization (direction of the E field is

constant). The horizontal axis is the phaseadkwith the propagation path, r.

In remote sensing we usually consider waves tleaetiner H or V polarised: in active remote sensing
we direct these polarised beams at the environraedtalso measure the reflections and passive
emissions at both H and V polarisation (for examjhle SMOS satellite measures emission at a
mixture of H and V polarisation and the H and V @aoments are then calculated from this

measurement). This provides us with two sets ofsonesmnents instead of one, and allows us to better

retrieve environmental parameters.

2.2.4 A Superposition of Waves

Previously we have considered plane waves of desiingquency, known asmonochromatiovaves.
Signals transmitted from single frequency or midtiiency transmitters are of this type. A wave that

is not monochromatic but essentially behaves like is said to be quasi-monochromatic.

Electromagnetic signals emitted by physical objeat®gular terrains or inhomogeneous media
usually cover a wide range of frequencies and sbnsi a superposition of many statistically
independent waves. There is no correlation betwleercomponent waves of this type of signal which

is said to beéncoherentor unpolarised

11



To identify thestate of polarisatioror degree of coherencef a wave, Born and Wolf (1964) and

others (Ko 1962, Kraus and Carver 1973) introdubedollowing relationship:

‘ (ExEy*) ‘ (2.18)

" ey

Py IS equal to 1 when the wave is completely poldrisead O when the wave is completely

unpolarisedp,, between these two values is said to be partiallgrised or partially coherent.

The concept of coherence more generally describ@sogerties of the correlation between physical
guantities of a wave. When considering the additibtwo waves with electric field vectorg Bnd &

we calculate their coherence from:

een

(e )e))®

Often the concept of coherence refers to the angadg of two waves relative to each other: two waves

P12 =

are said to beoherentf they have a constant phase relative to eacérohtote that if two waves add
incoherently the power of the resultant wave isalyebraic sum of the powers of its components. For
example, let us consider two beamsad E which are combined to form a beamtE,. The power

of this combined beam is then proportional to:
|E1+E2|2 :|E1|2 +|E2|2+2<E1E2*> (2.20)

If the beams are incoherent the third term on tgkt+and side of (2.20) is equal to zero thus the
amplitude of the resultant wave is the algebraro sfi the amplitudes of its components. However if

the waves are coherent this term is not zero antlave what is called coherent effects. This means
we see peaks and troughs in the amplitude of timeboed beam, depending on whether the two
components add in phase or out of phase. In radigrbecause the emission is natural it is on the
whole incoherent. However, in scattering cohereifiéces are more often seen since the beam
measured is artificially created and therefore nobinomatic and also multiple reflections occur which

lead to coherence effects.

The concept of a coherent and an incoherent beammgertant when considering rough surface

scattering, as will be described in section 2.5.1.3

12



2.2.5 The Poynting Vector

We now consider the energy carried by an electromiag wave, which can be calculated from the

Poynting vector. The complex Poynting vec@ris defined as:

S=ExH (2.21)

The Poynting vector is perpendicular to the elecnd magnetic fields and so is in the direction of
propagation. It represents the energy flux, orgbeer per unit area of the wave. A wave’s energy is
therefore always transferred in the direction ajpagation and the amount of energy transferred by a
wave per unit area and per unit time is given bymés the real part &. Since the magnitude of the
electric and magnetic fields are related by (2thé)energy of a plane wave is thus proportionéhéo

square of the electric field, or the square ofrtfagnetic field.

It is important to note this because in the fiefcscattering, we often measure how much energy is
scattered in different directions.

2.2.6 Waves at boundaries

So far we have considered the basics of electroaetagtheory (Maxwell’s equations) and the
properties of electromagnetic waves. We turn nowht scattering of electromagnetic waves at a
boundary, which is important for the work of thigesis, since our numerical approach calculates the

scattering of an electromagnetic wave off the bamdf the soil-litter system.

Medium 1

€1, W
Medium 2

€2, U2

Figure 2.2: Reflection and transmission of an

electromagnetic wave at a plane boundary

When a wave approaches a boundary, that is to shgrage in the electromagnetic properties of the
medium through which it propagates, there are icertdes governing its behaviour. The electricdiel

E, perpendicular to the boundary must be the sattereside of the boundary and the magnetic field,
H, parallel to the boundary must be conserved. ids to some of the wave being transmitted, at

angle to the normab;, and some of the wave being reflected, at abgtethe normal, see Figure 2.2
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for example. In sections 2.2.6.1 - 2.2.6.3 we abersthe amplitudes and behaviour of the transmitted

and reflected beams.

2.2.6.1 Reflection and Transmission coefficients for H &hgdolarization

The fraction of the wave that is reflected and trection transmitted can be calculated by the

following Fresnel formulas, which are derived ditgérom the boundary conditions:

_ Z,c0s6—-Z, cosby

h= (2.22)
Z,cosB+Z, cosb
Z,cosB; —Z, cosb
v = =2 T =t (2.23)
Z,cosBt +Z, cosb
T = 2£,C089 (2.24)
Z,c0s0+Z, cosB
_ 27, cosB (2.25)

Y Z,cos8; +Z, cosh

where Z, the material impedance, is the electeid fiivided by the magnetic field, equal to:

eq K (2.26)

The reflectivity,I', and transmissivity, T, are the square of respelgtithe reflection coefficient and
the transmission coefficient. The reflectivity ietfraction of the incident power that is reflectet
the transmissivity is the fraction of incident povikat is transmitted. From energy conservation we

have:
r+T=1 (2.27)

The reflection and transmission coefficients aeeftactions of the incident wave amplitude refielct

and transmitted respectively.
The angle of transmissidx can be calculated from the incident an@gjes follows:

sind, = k, sin®

(2.28)
2
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where kK is the wavenumber in medium 1 andtke wavenumber in medium 2. This relationship is
known as Snell's law since it was originally foubgt Snell, and can also be derived from the

boundary conditions.

2.2.6.2 Total Reflection and the Brewster Angle

Two phenomena of interest relating to plane waflecton and transmission across a plane boundary
between lossless media are total reflection anal tetnsmission. These two can be derived from

Snell’s law.

Total reflection occurs when a wave is incidentrira more optically dense to a less optically dense

medium (k>k;) and the incident angle is greater than the afismgled., such that:

sineC=ﬁ
Ky (2.29)
Inserting this value into Snell's law we find thai9, is entirely imaginary fob,>0. and thus the

wave is completely reflected; no average energy lmartransmitted into the lower medium. This

phenomenon is true for both H and V polarised waves

Total transmission occurs for V polarised wavearaincident angle equal to the Brewster an@ge,

where:

tanBg = (ij%

&1 (2.30)

This follows directly from Snell’s law if we let R=

This effect can be understood qualitatively by ddersng electric dipoles in the medium. The inciden
field is absorbed by the medium and then reradiyeascillating electric dipoles at the interfacée
dipoles oscillate in the polarisation directiontbé transmitted wave, the same oscillation prodycin
the reflected beam. However dipoles cannot radiate energy along their direction of oscillation.
Therefore when the direction of the refracted beéamerpendicular to the direction of the reflected
beam, as is the case at the Brewster angle, tldedigannot radiate any energy in the reflected

direction and total transmission occurs.

2.2.6.3 Wave Propagation in a lossy medium

If medium 2 in figure 2.2 has a relative permitiivgonstant with a non-zero imaginary part, them th

transmitted wave experiences a loss in energy taviels through this medium, associated with the

15



imaginary part of the permittivity. To illustratdis, let us consider a wave propagating in the z
direction through an isotropic medium with completative permittivitye, and complex relative
permeability |4 Inserting (2.16) into (2.15a) (and setting1) we find that the electric field can be

expressed as:

E, =[E e (2.31a)
E, =|E[e™ (2.31b)
E, =|E,[e™ (2.31c)

The electric and magnetic fields are both perpernaido each other and to the direction of travfel o
the wave. Let us therefore take the E field to beray in they direction and the H field in the

direction.

vy is the propagation constant and is complex sindepends oml, andy,, which are both complex. It

can be written as:

y=atipg (2.32)

wherea is the attenuation constant afidis the phase constant. Thus a wave travelling ilossy
medium, i.e. one with non-zero valuesg@fand/ory,”, will be attenuated by a factor of.e-igure 2.3
shows a representation of this. A wave passing oracuum to a medium will also undergo a phase

changeof +£'.
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Figure 2.3 the amplitude of a wave passing from a vacuumltssy medium. The wave’'s magnit

is attenuated exponentially in the lossy mediunte lwat the phase change is not shown

From Maxwell's equations we find thatandg’ depend on the medium permittivity and permeapilit

as follows:

B' =BO\/Hr € —H, &

1++1+tan? 6]

2

! T n U
G:BO He & —H; &

-1+vy1+tan’ 3

2

Wheref, and tab are given by:

B, = 2
tang=Hr & THEr
M€ —Hy &

I

(2.33)

(2.34)

(2.35)

(2.36)

p is the penetration depth, the distance the ways tmavel through the medium to be attenuated by a

factor of 1/e. The penetration depth is an impdrtdaa for emission in electromagnetism, since it

turns out that the ground emits thermal emissiomfa depth related to the penetration depth (see

section 2.5.1.2)
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2.2.7 Layered media

Plane boundary reflection and transmission candmemlised to a multilayer case. This is done by
evaluating the fields within each layer and theplypg a matrix technique to sum the effects of all
layers. The current models which include the litégrer in forest scattering and emission use fpse t

of technique since the soil and forest litter makea two layer system. However this technique only

applies to plane boundaries, where the surfacefatre

2.2.8 Antenna Radiation

In the previous sections we considered the pragseeind behaviour of electromagnetic waves. Now
we will consider how these waves may be createdartignnas. This is not directly relevant to the
work of this thesis which involves numerical modwgjlin which we consider the scattering of a wave,
but not its creation, but the theory of antennaatamh leads to the important concepts such asdae

and far field, which will be important later for merical modelling.

The radiation of an antenna, or the launching &ka space wave, may be viewed in two different
ways: as radiation from current sources or as tiadiafrom apertures. These lead to different
approaches for calculating the radiated electromtgffield. The theory for antenna radiation isoals

relevant to emitting objects since they can be redas antenna.

2.2.8.1 Radiation from current sources: the Hertzian Dipole

The short dipole or Hertzian dipole has a lenigilshich is much less than the wavelength. The fields
E and H at a distance Q are induced by the cuiraortoss the dipole, which we can assume to be
uniform. A linear antenna may be regarded as asefia large number of short antennas and tte fiel
due to the linear antenna can then be calculateshtegrating the fields induced by all elements,

including magnitude and phase.

We assume the current in the short dipole to bhessidal:

—wt

I=l.e (2.37)

The fields E and H induced by the antenna can loelleéed from the vector potential A, to be:

loln ikr[z 2i ]
E = 0Nk 2, 2 g 2.38a
. 4T[e R CosS ( )
o e (-ik 10 )L
BT g © r(T*TNF]S'“e (2:350)
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Ho = Lol gie (i+i2jsine (2.38c¢)
r r

wheren =\/§, and E and E are the components of the electric field in thand 6 direction

respectively, in spherical polar coordinates, agddthe component of the H field in tipadirection.

It is important to note that at large distancesir, the 1/r term is much larger than the amd 1/

terms in the above equations. Thus the fields reduoic

=ikl gln

Ee o= sin6e’ (2.39a)
Hy = TKlol e gjng=Eo (2.39b)
4rv n

and E is negligible. This is known as the “far field reg’ and we see that in this region the fields

produced by the Hertzian dipole are similar to omif plane waves

2.2.8.2 Radiation from aperture sources

In this case the radiated field is related to bkl fdistribution across the aperture, which becothe
radiation source. There are two types of formutatibe scalar formulation based on Kirchoff's work
and the vector formulation based on Maxwell’s emust The latter is theoretically superior but more
difficult and so is used mostly for apertures whdgmensions are less than or comparable to the
wavelength, making the scalar approach inapplicdblthis section we will only consider the simpler

scalar approach.

a) Scalar Approach

Let us consider an aperture in the plangy{xof length d and either an observation plane (&tya
fixed distance z from the aperture or an obsermatjghere at fixed radius r=R from the centre of the

aperture, as shown in Figure 2.4:
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Figure 2.4: Far-zone observation regions: (a) platea fixed distance, and (b) sphere at a fixed

radius r=R

Starting with Green’s theorem and the Helmholtz evaguation and applying the Kirchoff boundary
conditions we can derive a formula relating thédfiegt a distance (x,y,z) from the aperture to tbkel f
distribution across the aperturgg,y,):

iks

1 e 1 . .
E(x,y,z):z_[ ” Ea(xa,ya)TKg—lk]cosel—|kc0862}dxadya (2.40)

aperture

whered; is the angle between the normal to the aperfurend the observation point afigis the
angle betweerfi and the direction of the incident wave illumingtithe apertures is the vector

defining the direction of propagation of the wave.
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This integral is known as thEresnel-Kirchoff diffraction integralWe can use approximations to
simplify the computation of the integral, namely thresnel and Fraunhofer approximations. These
approximations explain the important concepts efrthar field and far field zone and the intermediat

Fresnel zone.

al) Near Field zone

The immediate vicinity of the aperture is called tiear-field region. In this region no approximasio
may be applied to solve the Fresnel-Kirchoff diffian integral. Furthermore the integral itself may
not be valid in this region because the Kirchoftihdary conditions applied in its derivation are not

valid and so vector diffraction theory should bedis

a2) Fresnel Region

In the Fresnel region, intermediate between the fiedd and far field, the assumption is made that
distance z from the aperture to the observationgpla much larger than the longest linear dimension
of the aperture (i.e. aperture length I). Sinceaperture is much smaller than the wavelengthHer t
scalar approach to be applicable the distancerauish larger than the wavelength. The following

approximations can therefore be applied:

(é—ik] ~ -k (2.41a)

cosB; =cosH (2.41b)
iks iks

€ < (2.41¢)
s r

We also replace= [22 +(x—x,)? +(y—ya)2]1/2 by the first two terms of its binomial expansion;

z 2 z

s~ [t () + 2 (22)] (2.42)

This latter approximation is called the Fresnelragination.

Substituting these approximations into the Fregnedhoff diffraction integral we obtain:

1 ikz .
E(x,y,z) = 1(1;—5059)% exp [% (x? + yz)] x h(x,y,2) (2.43)
oo ik —ik
whereh(x,y, 2) = |7, Ea(xa, ya)exp [5; G +y7) | exp |57 (et + yy0) | dxadys (2.44)
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a3) Fraunhofer, far-field, region

If the observation point is far enough away sudt:th
k
R > (E) (xaz + yaz)max (2-45)
ik 2 2 .
thenexp [(ﬁ) (X2 +Va )max] ~ 1 over the aperture and we have:

-1

——h(6,) (2.46)

E(x,y,2) =
where:

h(8,¢) = ffjooo E (x4, yo)exp[—iksinf(x, cos ¢ + y, sinp)] dx,dy, (2.47)

In practice these equations are used for the Fadanbonditions:
R>» = (2.48)

which is known as the far-field condition, and #ained by requiring:

k T
(E) (xaz + yaz)max < 8 (2-49)
and choosing the origin to be the midpoint of thaglest dimension of the aperture.

So we see that when objects emit electromagnetiatran the emitted fields have a different form
near and far from the receiver. When radiation &asured by a satellite borne detector it is the far
field that is measured. This is important for oumerical model since Maxwell’s equations are solved
in the near field but we require the far field valun this case a near to far field transformai®n
applied to the solution, by treating the externafaces as aperture antennas and calculatingdtk fi
that would be emitted by such antennas. The fidt fialue is calculated on a sphere at a distance R
from the surface. The value given to R must bedangough to satisfy (2.48), so that the electaldfi

is calculated in the far field region.

2.3 Dielectric Properties of Mixtures: Effective Media

In this section we consider the electromagnetipg@riies of materials that determine their inte caxgi
with electromagnetic waves. The macroscopic elewignetic properties of materials are the relative
electric permittivity, &, the relative magnetic permeability, and the conductivityo. In remote
sensing we consider only the permittivity since immmental media is non-magnetic. For
homogeneous media, i.e. a media with only one coeyoevenly distributed, the valuessythave

been measured and tabulated. However most natutstasces, including soil and litter, are
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inhomogeneous mixtures, combining many differeninpgonents. Furthermore the amounts and
distribution of the components vary, and so sucldisn@lo not have a universal value of the
permittivity. Instead we must find a way to caldal#heir electromagnetic properties as a function o
the electromagnetic properties of their componeats] their physical properties (including e.g.

component percentage, component shape, etc).

An inhomogeneous medium consisting of a mixturenainy components that are smaller than the
sensing wavelength can be modelled as homogeneedisimm with an effective permittivity constant.
The value of this constant depends on the peritigiss/ of the components. A large number of
effective medium theories exist that allow us ttzalate the permittivity of mixtures, appropriata f
different types of mixture. In this section we messsome of the main ones. These formulae are
applied to calculate the dielectric permittivitynstant of environmental media including soil arigti

as a function of parameters including notably watertent for microwave frequencies. The dielectric

permittivity constant is the main parameter thé@t emission.

2.3.1 Physical mixing formulas

Let us assume a host medium of permittigityvith embedded particles of permittiviiyand volume

fraction w.

When an electric field is applied to a dielectrigjext, this object becomes polarised with polaidsat
density P, creating an ‘induced’ electric field daghe polarised object. The electric displacenermt
to the polarised object is equal to P. The totatteic displacement, D, has components due totheth

applied electric field and the polarised objectjclitis expressed mathematically as:
D; =P +¢,E; (2.50)

where Eis the electric field applied to object i, andi®the resultant displacement current D field due

to the applied and induced electric fields.

We also have the following relationship:
(Di) =ei8o(E:) (2.51)
whereg; is the relative permittivity of object i.

Equally we can rewrite the total displacement curr® as a function of the effective relative

permittivity of the mediumg,,:

(D) =€,&0(E) (2.52)
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where D and E are summations of the D and E figldse host media and the inclusion, weighted by

the volume fraction of each:
(D)= @-v;)(D,)+f(D,) (2.53)
and  (E)=(-v; XE1)+ v, (Ey) (2.54)

Rearranging equations (2.50) — (2.54), we can tewhe effective permeativig as a function of the
permittivity of each componentss, the volume fractionpand the polarisation of each component.
The component’s polarisation; Blepends on its shape and dielectric properties dielectric

permittivity constant).

A number of different equations have been derivedoarticles of different shape including, spheres,

ellipsoids, etc.

One of the main equations is the Maxwell-Garnestimgj formula, for an ellipsoid shaped component
i of volume fraction yin a host h, given by:
& (L+2vi)-€, (2v; -2

=En €n(2+vp)+e (L-vy) (2:59)

whereg; is the relative permittivity constant of the compahi, andg, is the relative permittivity

constant of the host.

2.3.2 The Semi-empirical Refractive Mixing Formula

In some cases there is a lack of sufficiently aatmumformation on the shape of particles in a amixt
and so there is a need for practical semi empifmahulas for certain materials. One of the most
important is theefractive mixing formulaln this model the refractive indexes of the congrus are
combined in a linear fashion with their volume fraes determining their weighting. This gives an

effective refractive index of the mixture, n, of:

N
n :vaini (2.56)
i=1
where ¥ is the volume fraction of component j,ig its refractive index and N is the total numbér
components.
Note that:

24



N
D v =1 (2.57)
i=1
Since for non-magnetic median® and;=n, (2.56) can be rewritten as:
N
e® =) v ™. (2.58)
i=1
The physical basis for this model comes from tlut fiaat the real part of a material’s refractivddr
is proportional to the propagation time of waveséiling through the material. Then if we consider

wave propagating successively through three difteneaterials, as shown in Figure 2.5, we find that

propagation time can be added linearly with equat®59):

v

—r——>—>
S1 &4 S

Figure 2.5: propagation of a beam through a mixtut@gose components are arranged linearly

1 ! ! ! n,S
t=— (Mhs; + 1S, + N3S;3) =— (2.59)
Co Co
wheren’ is given by:
N' =NV +N5Ve, +N5Veg (2.60)

for volume fractions y, Vi, and s.
The same reasoning applies to n” which is propodl to the wave absorption.

A model such as this where we imagine the waveettiag successful through one particle then
another implies that the particle size is largantithe wavelength. Nevertheless this model is also

used in situations where particles are smaller thamwavelength.

2.4 Radiation

In this section, we present the theory of electrgmedic radiation, which forms the basis for passive
remote sensing of the environment. All material rmedases, liquids, solids and plasma) radiate

electromagnetic energy due to their temperaturewkinas “thermal” emission. When a medium emits
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thermal energy its temperature falls and whengodiis thermal radiation its temperature increases.

“thermal equilibrium”, ie constant temperature, ghéwo processes are balanced.

Up to this point we have considered electromagmratication as waves, taking into account both their
amplitude and phase. In order to understand théh'Bathermal emission we must now consider
radiation as photons, in particle form, considemmdy their amplitude or energy. We must therefore
consider radiation as an incoherent, quasi-monacatic, beam. The propagation and development of
such a beam in a homogeneous medium is describeébelipeory of radiative transferSince we
consider only incoherent radiation, this is an agnation to reality since we discount coherent
effects which can occur. However it is a good agipnation, provided the media considered are not

dense and we do not have a large number of reftestivhich lead to large coherent effects.

In this section we will first define some importaratdiometric quantities, and then describe firstly

thermal radiation and then important aspects datae transfer theory.

2.4.1 Important Quantities in Radiation and their definitions

The following terms are used often in radiatiorottye
1. Radiance or Specific Intensity, (sometimes also called Brightness):

This is the measure of the radiative power of arbaetia given polarisation, frequency, f, positiowl a

travelling in a given direction. It is defined as:

dP= I, (r,n(8,¢))[df [cosHLdQ (2.61)

where dP is the infinitesimal power at positiof,(p), in the frequency range (f,f+df), crossing a give

area dA, within the solid angle€X] and travelling in a given direction defined byitwector n@,q).
2. Spectral Flux densitys,Fand Radiative flux density, F

The Spectral Flux Density is the radiance integrateer all directions, as follows:

R = flf (r, MndQ (2.62)
4

Hence the spectral flux density is a measure ofdta¢ power per unit area travelling all direcsoat

a given frequency and position.

3. The radiative flux density is the Spectral fllensity integrated over all frequencies:
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F:JFf df (2.63)
0
The radiative flux density is therefore the totaiver of all radiation, at all frequencies and tihang
in all directions, per unit area, at a given point.
4. Mean Intensity and spectral energy density, u

The energy density of a ray (the total energy pgaped and absorbed per unit volume traversed) is

given by:

du; = '—(f: dQdf (2.64)

2.4.2 Thermal Radiation

Radiation theory is based on Quantum theory. Atayaies radiate electromagnetic energy at discrete
frequencies, or wavelengths, giving théime spectra Quantum theory describes atoms as having
discrete energy levels and explains their emisagoccurring when an atomic electron transfers from
one energy level to another, whose discrete fregjuenrresponds to the discrete energy difference
between levels in the atom. This comes from Planacantum theory which is based on the

assumption that emitted radiation occurs only stidite quanta.

Emission by an atom or particle is caused by asoafl with another atom or particle. The probapilit
of this happening increases with particle dengity kinetic energy. Since temperature is a meadure o
kinetic energy it follows that the intensity of thediated energy increases with the temperatutikeof

emitter.

Molecules have vibrational and rotational modegeasponding to a set of allowable energy levels.
This increases the number of lines in spectra deoutar gases compared to atomic gases since it
increases the number of possible changes in eevgls. Because of this, sometimes molecular gas

spectra contain lines that are so close togethedifficult to resolve them into discrete freqoess.

As gases become liquids and solids the interadbietween particles increases and the radiation
spectrum becomes more complicated. The radiatientspn becomes effectively continuous and the

body can be said to radiate at all frequencies.

Theoretically we divide emitting bodies up into twategories: black bodies and non-black bodies. A
black body is a perfect emitter and is an entitboretically concept since such a body cannot exis
in nature. However the concept of a black bodymgdrtant because we are able to derive exact

equations for its emission. This gives us a stahdgainst which to measure the emission of allrothe
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bodies (non-black bodies), since they will all efeits radiation than a black body. In section 214.2
we present the theory of black body radiation anseiction 2.4.2.2 we present the theory of nonkblac

body radiation.

2.4.2.1 Black Body Radiation

A black body is a perfect emitter, as already statend also a perfect absorber: it absorbs all the
energy it receives at all frequencies. At thernoplirium (constant temperature T) a black bodi wi
emit photons with spectral brightnessaBfrequency. Photons follow the Bose-Einstein statistics and

so their spectral brightness is given by the Pldnoktion:

_ 2hf3
" 2 (expf 1k, T)-1)

(2.65)

where h is the Planck constant equal to 6.628%18", k, is the Boltzmann constant equal to
1.381x10°% JK?, and c is the speed of the emitted radiationgfieed of light in a vacuum).

Alternatively the brightness can be expressedfasaion of the wavelength as follows:

_ 2hc?
7 N5 (expthc/ Ak, T)-1)

(2.66)

This radiance is isotropic and un-polarized. We fee (2.65) that the intensity of black body
emission depends only on the frequency and temperand is independent of any properties of the
body. This concept of black body emission is imaortbecause it serves as a reference for all other
types of emitters: we measure non-black body epnsas a function of the equivalent black body

emission at the same temperature.

Figure 2.6 shows the variation of the brightnesblatk body emission with frequency, at difference

temperatures.
The radiated power per unit area is given by:
dP =dA-u(T)-c/4 (2.67)

Where u(T) is the energy density (an integratiothefspectral energy density over all frequendies,

the total energy density summed over all frequenicfeund to be:

815 (kg T)*

u(m) = 15(hc)3

(2.68)

Therefore:
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dP=dAb, T* (2.69)
whereogy, is the Stefan-Boltzmann constant given by

_2rky
15h3c?

Osp

(2.70)
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Figure 2.6: the variation of the brightness of tdmdy emission at different temperatures.

From Figure 2.6 we note that the peak frequencyeases with temperature. This relationship is
expressed mathematically as follows:

The peak spectral brightnes®tcurs at frequency,f where:

f., = 587xL0'°HzK T and the equivalent maximumis:
I (fn) =, T3 (2.71)
for ¢, = 1370 Wm2sr tHz 'K 3 (2.72)

Note that the maximum brightness per wavelengthsdoat occur at the same frequency. The
wavelength at which we have the maximum value of given by:

A, T =28790°3mK (2.73)

29



This is known as the Wien displacement law. Thevedent value of j|is
Iy(Am) =C,T° (2.74)
for constant £

Figure 2.6 also shows that the total energy emitteceases with temperature. This is expressed by

the Stephan-Boltzmann law. IntegratingVer all frequencies we obtain:
| =0, T* (2.75)

for the Stephan-Boltzmann constamg, = 567340 8Wm™2K ™sr’. So we see that total brightness

varies with T.

a) Wien Radiation Law (High Frequency Limit)

For high frequencies such thaf/k, T >>1, (2.65) can be approximated to:

I =C@2 137/t (2.76)

which is known as the Wien radiation law.

b) Rayleigh-Jeans Law

The Rayleigh-Jeans law is the counterpart to thernWRadiation law at low frequencies. For

hf/k,T <<1(2.65) can be approximated to:

2T
f - )\2

(2.77)

This result is very useful for microwave radiomesince it is valid in the microwave region. The

deviation of (2.77) from Planck’s law is less tH& provided:

AT > 077mK (2.78)

For f=1.4GHz this is true for temperatures abo%9R, ie all temperatures.

2.4.2.2 Non-black body Radiation and Emissivity

So far we have considered the theoretical condeptbdack body. Let us now consider real bodies or

non-black bodies, also known as grey bodies. Radiels emit less radiation than a black body and do
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not necessarily absorb all incident energy. From@i{Rgwe find that in the microwave region, the

brightness of a black body over a bandwidths:

2, T
==

bb Af (2.79)
For a grey body we define a radiometric temperasarghat its brightnessg,) can assume a form
similar to that of a blackbody. This temperatur&rswn as the brightness temperature, grand is
defined such that:

2k
g =A—2°Ts(e QAf (2.80)
or.
. A’ (2.81)
s(89 = KA .

The ratio between the grey body brightness temperand the equivalent brightness temperature of a

black body at the same temperature is known asrthissivity, eThis can be expressed as follows:

Igb(a(p) _ TB(Q(D)

CCOE ™ T

(2.82)

In microwave radiometry we measure the brightnessperatures of grey bodies such as vegetation
and soil, which is directly related to the absoltémperature of the body and its emissivity. The

emissivity depends on the properties of the boditis usually this value that we wish to deterenin

The emissivity of an object is the fraction of tbbject's total energy that is emitted. If an
electromagnetic wave is incident on an object arrtfal equilibrium the energy absorbed by the wave
must be equal to the energy emitted. If we considerEarth’s surface, all energy transmitted by a
plane wave is absorbed and thus the emissivitgisleto the transmissivity of the surface, defined
earlier by the Fresnel equations. This transmigsigiequal to 1 minus the reflectivity, which mean

we can express the emissivity as:
€6, =1-T (6,9 (2.83)

Thus the ground’s thermal emission can be direetlgted to the reflection of a plane wave travgllin

through medium 1 and incident upon a boundary wi¢ldium 2 at anglé;.

For a flat surface the ground emissivity can theeefbe calculated from the Fresnel equations as

follows:

31



2
e, =1 cose—\/gcoseT (2.84)
cose+\/gcoseT
Je cosd-cosd; |
e, =1- € c0sB-cosf (2.85)
\/€c036+coseT

O is the angle of transmission in medium 2 and itted to 6 by Snells law as:

f A3 sin?@
cosB; = 1—2)\—2 . Therefore we have:
1

2
A, COSB—/e(A2 = A2 sin? 6) |
Ay COSB+4/E(A2 = A2 sin? e)‘

2
Apve cosB— (A2 =A% sin? e)|
A e cosB+,/(A2 = A2 sin? e)‘

The concept of emissivity and brightness tempeeatwhich have been presented in this section, are

(2.86)

(2.87)

key concepts both in microwave radiometry and iies thesis. Microwave radiometers, including the
SMOS radiometer, measure the brightness temperafutee Earth which depends on the emissivity
and temperature. The emissivity depends principatiythe dielectric permittivity constant which is
highly sensitive to moisture content in the micrgeaegion. Thus we are able to retrieve soil

moisture from microwave radiometer measurements.

In this thesis we aim to model the emissivity o soil-litter forest system. In order to do this we

calculate firstly the reflectivity and then appR:&3).

2.4.3 Radiative Transfer

In radiative transfer we consider an incoherengsgtmonochromatic beam of radiative power as it
propagates and develops in a complex medium. Rasliminsfer theory describes how the radiation
field changes from point to point and for differaditections under a given illumination or source

distribution.
In Radiative Transfer theory the following assurop$ are made:

- the scenario is stationary
- different rays interact incoherently because thbhases are mostly uncorrelated

- Local Thermodynamic Equilibrium is usually assumed
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- Geometrical Optics (GO) is assumed valid when figdi selected ray path on a macroscopic

scale

Deviations from these assumptions may require apgeiatments.

2.4.3.1 The Radiative Transfer Equation

In this section we consider what happens when itiiéexl radiation travels through other, potentially
emitting, media. When this radiation passes thrauglbmogeneous medium its specific intensity, |, is
reduced by scattering and absorption and simultestgancreased by the emission of the medium
through which it travels. The overall change inghthess is expressed mathematically for the

geometry shown in Figure 2.7 by the Radiative TianEquation (RTE).

> 7 dz

Figure 2.7: radiation travelling at angléto the z direction through an emitting medium

The Radiative Transfer Equation in its most genfenah, for polarisations H and V, is:

1
uidly @.2)/dz= aaZ:—ZBT(z>—ae,v 0y .2+ [ (v v @)Dy @2+ (v, @0y, @ 2l
-1

(2.884a)

K 1
wl, v,z>/dz:aa2A—fT(z)—ae,H (T (u,z)+j[(hm),v'<u'))mv (',2)+(hn),h @) Oy @' 2w
-1

(2.88b)

for directionsp=co® andl'=co¥H' .

(2.88a) and (2.88b) contain the following threener

. 2k . . .
1. The emission terrma)\—zBT(z). This term accounts for the emission of the medium

through which the wave travela., is theabsorption coefficientf the medium and T(z) is

the temperature of the medium at position z.
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2. The extinction terma, (1) Oy (,2) O oy (W) Oy @,2) , Which accounts for energy loss
due to absorption and scattering., (1) is the extinction coefficient of the medium
which depends on the directiopn, and polarisation, p, of the incident beam. The
extinction coefficient can be written as a sum loé @bsorption coefficienty, , and

scattering coefficientyts, which account for energy loss to due absorptioeh scattering

respectively, ie:

Ue =0 *+0s (2.89)

1
3. The source term from scattering.j[(v(u),v‘(u‘))[lV W', 2)+(v),h' @H)d, @',2)du or
-1

1
J[(h(u),v'(u‘))[lv w,2)+(h@),h@))d, @ 2. This term accounts for scattered
a

energy being redirected into the direction of obaton by a second scattering event.
(p(w),p’(K)) represents the fraction of the incident wavepatarisation p travelling in
directionp scattered into directiop’ with polarisation p’. The four possible combirats

for the different polarisations make up a matriokn as the phase matrix, P.

So we see a medium’s ability to absorb and addati@di energy depends on its absorption and
scattering coefficientsy, andas. In practice however a medium is defined in radéatransfer theory

by its single scattering albedoand optical depth which are defined as:

w=Jds
o, (2.90)
T=0a,ld (2.91)

for a medium of depth d.

There is no formal solution to this equation. Hoaiewhen evaluating the radiative transfer equation
we can often neglect the third term which allowgaisvaluate this equation, leading to the singaifi

radiative transfer equations.

2.4.3.2 The Simplified Radiative Transfer Equation

Neglecting the scattering source term in the RMegus the following, which is of identical fornrfo

H and V polarisation:

34



k
u%:aaBZATBD'—aeEI] (2.92)

We can rewrite this in terms of Brightness temperai, applying (2.82) and (2.79), as:

dT,
H—L =0, T-a,0,

dz (2.93)

If we assume that,, a.and T are constants we can integrate (2.93) ffemtp z=0 to obtain:

T (@) =T, (O)exp{_zae]+f(aaUBd—zj@x;{—(z—z')Ela—e}
wo)d u u

(2.94)

The first term in this equation calculates the ioadjbrightness temperature reduced along the path
by an exponential factor, corresponding to totasldue to absorption and scattering. The second ter
sums the emission of each layer of the medium ffbto z, which each emit thermal radiation

0, T.dz'/u which is attenuated along the path it must triyethe same exponential factor.

Integrating the second term gives the followingagopn:

To(2)=Ts () mexp[_z'O‘E},&{l—ex;{—zm'fﬂEr (2.95)
wo| a n
or Ty (2) = Tg () [y + Q- w) [ (L-y) [T (2.96)

_ a
for y= exr{—r} andl-w=—2,
u Ue

2.5 Passive Microwave Remote Sensing of Land

Satellite-borne microwave radiometers have beervigirg information about atmospheric and
oceanic parameters for some time. However thioighe case for land parameters since the spatial
resolution of most satellites — typically of theder of 10km - is more compatible with spatial
variations of oceanic and atmospheric parametews ldnd parameters and also because mechanisms
for microwave emission from land surfaces and vasare not as well understood, as they are more

complicated.

Nevertheless, an extensive body of research hasdudlected over the last few decades in the fdrm o
experimental data and theoretical models. In thidien we present this theory, related to emission

soil and vegetation, which is most relevant to thesis.
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Microwave remote sensing’s main application is rtammg the water content and temperature of the
land. As we have seen, the Earth’s thermal radgiadiepends on its temperature and emissivity. The
emissivity and reflectivity of the Earth is dirgctlelated to the dielectric permittivity content iaii

depends strongly on water content in the microwageon.

In the following sections we consider first the ssibn the bare ground and then the emission of the

ground covered by vegetation.

2.5.1 Emission of Bare Soil Surfaces

The simplest representation of the bare soil sarfa@ homogeneous isothermal soil medium with a
plane air-soil boundary. This allows us to calculdte soil brightness temperature measured at &ngle

and polarisation p as follows:
T 6.p) = e®,p)T, =[1-T @.P)IT, (2.97)

where e is the soil emissivitys The soil temperature afddis the soil reflectivity calculated from its

permittivity using the Fresnel equations.

(2.97) coupled with (2.86) and (2.87) shows thatgbil’'s brightness temperature is determined by th
dielectric permittivity constant and soil temperatuln order to understand the emission of the bare
soil we must therefore understand how the soileediric permittivity constant is related to soil
physical parameters. This is broached in secti@l2. Also, in reality the soil is often neither
homogeneous nor isothermal and its surface islaiotThe effects of these three issues therefoed ne
to be understood and accounted for. In sectiorl 2%ve consider the effects of a temperature @rofil

and a rough surface on the emission.

2.5.1.1 The soil dielectric permittivity constant in theagrowave region

Soils are a mixture of mineral matter, salts, orgamatter, soil colloids, water containing dissalve
salts, organic matter and gases, and air fillirgempty voids. One of the most important structural
features of a soil is its grain size (granulomgtdomposition or the relative content of partictés
different sizes within the soil per unit volume swil mass. It is usual to classify different sgpés
based on their granular composition. However theeeseveral different classifications of soil gragi
that are used in soil science, geology, mining agriculture. The classification of the US departtnen
of agriculture is often used in remote sensing @adsifies the following soil particles based oaith
size: 1) sand: particles with a size of more th&@®®m, 2) clay: particles with a size of 0.002 850.
mm and 3)silt: particles with a size of less tha&®0@mm. Thus we consider the bulk soil materiat (no

including water and air) to be made up of sandy ead silt. The amount of sand, clay and soil
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fractions in a soil, which are expressed in percéyt weight, is known as the soil texture. Diffaren

soils are grouped together into types based ontéadures.

The overall soil moisture content can be definedvioy different variables: the relative gravimetric
soil moisture content, gnand the volumetric soil moisture content, Mhe relative gravimetric soil

moisture content, gnis defined as:
my=——- (2.98)

where w;, and w; are respectively the wet and dry weights of thié sample. The volumetric soil

moisture gy is defined as:

V
m. Po.

my =¥ = (2.99)
Ve o Yoy
where \, is the volume of the water in the soil; i¢ the volume of the soipy, is the soil bulk density

andp, is the density of water (equal to approximateljcig at room temperature).

The value of my given by (2.99) is the value of soil moisture tthe retrieved from microwave

radiometric measurements by the SMOS mission.

Since in the microwave band the dimensions of paiticles are small, the concept of an effective
permittivity may be used for describing the progamaof electromagnetic waves in such a medium.
Electromagnetically a soil consists of three congmis: air, bulk soil (containing sand, silt andyla
and water. Moisture is further divided into boundl dree water. Bound water is the water absorbed
by the surface of soil particles and kept therechgmical and physical-chemical forces, forming a
film around a particle with a thickness of sevarallecular layers. Free water is considered to be
liquid water subject only to the gravitational ferand located in macro voids and cracks. Boundrwate
interacts with an electromagnetic wave in a mawifézrent to free water due to the high intensity o
the forces physical and physical-chemical forcamgamn it. This is why electromagnetically bound

and free water are considered separately.

The complex permittivity constants of bound and freater are each functions of the electromagnetic
frequency, the physical temperature T and the isaléh Hence the permittivity of soil is generadly
function of: 1) f, T and S, 2) the total volumetviater content gy 3) the relative fractions of bound
and free water, related to soil surface area pgvotume, 4) the bulk soil densitpy, 5) the shape of
the soil particles, and 6) the shape of water Biolhs. The main factor influencing the permittivitly

soil in the microwave region is the water conterd & is thanks to this relationship that soil ntore

can be retrieved from microwave radiometric obsioma of soil emission. For example for a clayey
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or sandy bare soil with a flat surface and at goemature of around 300K, a change in volumetrit soi
moisture of about 1% leads to a change in measlréghtness temperature of about 3K
(Chukhlantsev 2006). Thus the measured brightresapdrature of a bare soil is highly sensitive to
soil moisture in the microwave region. The soiltteg (or soil type) also influences the dielectric
permittivity constant because this influences intipalar the fraction of bound and free water ie th

soil. For example the quantity of bound water i# lfor sand (about 2-3%) and high for clay,

amounting to about 30-40% of dry weight for healays.

The dielectric permittivity constant of soil is thmain factor determining its emission. Therefore
relating the soil dielectric permittivity to its pbical parameters is essential for retrieving salsture
from remote sensing data. Because of this, numesgpsriments have been conducted in order to
investigate the dielectric behavior of soil-wateixtures in the microwave region (e.g. Wang and
Schmugge 1980, Mironov et al 2004, 2009, Demontetual 2008). Currently the main models that
are used to relate soil moisture to the soil péivitif are the model proposed by Dobson et al(1985)
the model proposed by Mironov et al (2004) and énepirical model proposed by Wang and
Schmugge (1980). The SMOS mission uses the Dobsaelnwvhich gives good except for dry sandy
soils, when the approach developed by Matzler (L898sed, which accounts for the behavior of dry
desert sand. The Mironov model has been developeehtly and improves on the Dobson model,
particularly in relation to the dielectric permiity constant’'s temperature dependence (J.P. Wigner
et al 2010, Mironov et al 2009). We therefore chtosese this model for the work of this thesisounr
numerical approach the soil is represented as kctlie layer whose permittivity constant is
calculated as a function of soil moisture, tempeeaand soil type (clay content) using the Mironov

model.

2.5.1.2 Non-uniform Temperature and Dielectric profiles

The soil emission is directly related to soil temgtere, as shown by (2.97). However this equation
assumes that the soil is isothermal and in reahity soil temperature usually varies with depth.
Theoretically we consider the soil to be made upnahy emitting layers, each dependent on the
temperature and moisture of that layer. The widtleach layer can then be made infinitesimally
small. The net intensity of the soil emission isuperposition of intensities emitted at varioustdep
The emission from each layer is attenuated by teeswil layers above. Deeper surfaces contribute
less to the overall intensity because their emiss@ttenuated more by the above soil (Choudhury e

al 1982). Thus the surface contributes the moBovied by each of the layers below in turn.

In a homogeneous medium, 63% of the emitted ensogyes from a layer extending from the surface
to a depth of pcds, where p is the penetration depth @athe refraction angle in the medium. There

is an 87% contribution by a layer twice as thickl @95% contribution by a layer 3 times as thick.
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The penetration depth in the soil varies betwegmagmatelyi for soil moisture of 0.04 g/cr and
0.1n for very wet soil, which for the SMOS mission fuemcy of 1.4 GHz is equivalent to about
2.1cm for very wet soil and 21cm for a very drylsdiherefore when considering the effect of
temperatures and dielectric permittivities varywmigh depth, so called volume effects, on emisston i
is important to remember that only uniformitiesaatiepth of up to about 2p — 3p (up to about 40 —
60cm for the SMOS mission) affect the emissionabse contribution by deeper layers is relatively

small.

The brightness temperature of the soil can be [t from radiative transfer theory as the sum of
the emission of each layer. This emission can beuleded by modeling the soil as an effective

isothermal medium with an effective temperatugg @iven by:
Ter = [ T @W(Hz (2.100)
0

where T(z) is the soil temperature at depth z, and W(z temperature weighting function of the

contribution of each soil layer. W(z) depends aythe soil dielectric profile and is given by:
W(2) = a(2) ex{— j a (z’)dz'] (2.101)
0

where:

ot=[ )5

A ] 2(£r, (Z))O.S

W(z) decreases rapidly with depth for wet soild arore slowly for dryer soils.

(2.102)

However this model requires a detailed verticafifg@f soil moisture and temperature, which is not

usually available.

Several methods have therefore been developedtitnaés T as accurately as possible from a
minimum number of measurements. The most simpléadeis to take the surface or air temperature
to be Ty However this approximation is only considerecb&ovalid at frequencies higher than 10
GHz, where the penetration depth is low. Choudleargl (1982) developed an approximation fe§ T
as a linear function of soil temperature measutedi@ different depths. This was improved on for L-
band measurements by Wigneron et al (2001) by gakito account the influence of soil moisture on
the penetration depth: the dryer the soil the detpecontribution. Holmes et al (2006) developed a

new parameterization which further takes into aotdhe effect of the dielectric depth profile o th
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attenuation of the emission)e Rosnay et al (2006) compared these e approaches to t
SMOSREX 2006 dataset, wte detailed soil moisture depth profiles had 1 continuously takel
along with bare soil microwae radiometer measurements, over the couf two years. Resul
showed that the parameterizex by Choudhury et al (1982) was only suitalor short time period
(weeks) where the soil moise does not greatly vary. The model Wigneron et al had bett

agreement and the model by Imes et al still better agreeme

2.5.1.3 Rough Surface Scearing and Emissic

In this section we consider 1 effects of a rough surface on the groundssion. A plane wav
incident upon a perfectly flaugface of a homogeneous medium will be refld coherently, entirel

in the specular directio®, as shhwn inFigure 2.8 below:

4 /

Figure 28: Specular reflection off a planar surface

The amount of energy reflectean be calculated by the Fresnel equat

In the case of a slightly roucsurface, with height irregularities of the orwf the wavelength ¢
larger the mcident wave will bescattered in many different directions. Parthe reflected power wi
be in the specular direction d will maintain the phase coherence characic of reflection off ¢
plane surface. This part is cid the coherent componenthe rest of the rexcted power is phas
incoherent, called the diffuse nor-coherent component. Part of the diffuse tering component wi
maintain the same polarisatias the incident beam and part will be polarisi the orthogonal stat

Figure 2.9, illustrates this.

gk ,i. ra
LY
C_“_\:'t -“'{f:_.-r
i it

Figure 2.9: Diffuse reflection of a rough surface
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The coherent part decreases and the non-cohergninpeeases with surfaces of higher roughness.
The contribution of the coherent part of the bistatattering coefficient to the emissivity is larg
than the contribution from the non-coherent partfhe emissivity increases with surface roughness.
Note that Shi et al (2002) suggested an exceptiothis around the Brewster angle. Using an
analytical modelling technique, they found that #missivity decreased with roughness around the
Brewster angle, because the non-coherent conwibutvas more significant around this angle.
However this effect has so far not been observeeraxentally (this is covered in more depth in
section 3.1.2.2c).

In the presence of a rough surface, the radiatiomted by the surface will be transmitted across th
boundary in many different directions. Consequertllg brightness temperature is composed of

contributions that are incident upon the surfaoenfbelow along many different directions.

The reflectivity and emissivity of a rough surfatannot be calculated using the Fresnel equations. A
vast body of research has been dedicated to ctiaulthe reflectivity and emissivity of a rough
surface, a nontrivial problem. We will present tiésearch topic in detail in the next chapter st f

in sections a) - d) we will introduce the basic @apts of rough surface scattering and emissiorryheo
We start by defining a rough surface mathematicaflysection a), then define the bistatic scattgrin
coefficient, a measure of the reflection of a rosgiface, and finally define the concepts of a gimoo

surface and a very rough surface.

a) Statistical Definition of a Rough surface

A natural rough surface can be modelled as a rarsdatistical process. This conveniently provides us
with a measure of thdegree of roughnessf a surface, or quite simply it®ughness,using 3
statistical parameters. These parameters areutifiece autocorrelation function, the autocorretatio

length, L, and the standard deviation of surface heights,

al) Standard Deviation of Surface heigft,

Let us consider a surface in the x-y plane whosghbat point (x,y) is z(x,y) above the x-y plafar
a statistically representive segment of the surfaewidths L, and L, in the x and y directions

respectively, the surface mean height can theraloeilated from:

Yo Y

L z(x, y)dxdy
x=y /0
- A % (2.103)

- 1
Z=

The standard deviation can be calculated as follows
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o=(2-7?) (2.104)
where Z%is calculated from:

Y Y
22 (x, y)dxdy (2.105)

LXLV _L%_L%

22=_1

In practice surface profiles are digitized intoctkide values;Zx;y;) at appropriate spacingx andAy.
A rule of thumb is that the spacing should be chasebe less than or equal to 20.@.14cm for
f=1.4GHz). For the same spacing and number of poiN{ in the x and y direction, the standard

deviation can be calculated from:

N
o= (Nfl)z ZZ(ZE){ZZZJ (2.106)

i=1 j=1 i=1 j=1

a2) Surface autocorrelation function and length

The normalised autocorrelation function is defiasd

L2 Ly/2
[ 2x yyzx+x',y +y'ydxdy
-L/2-L,/2
L/2 Ly/2
[ @0y dxay
-L /2L, /2

p(x',y) = (2.107)

and is a measure of the similarity between thetteigt a point x and at a point X’ distant fronter
the discrete surface profile we have a normalisgdcarrelation function for discrete displacement
x'=(k-DAx,y' =(I-1)Ay of:

N+1-k N+1-|
Zij Z(i+k-1)(j+I-0)
] r i=1 =1
pXY) =1 (2.108)
2
2%
i=1 j=1

The autocorrelation length.lis defined as the length for which the autocoti@afunction falls by
1/e, iep(L.) =1/e. This value provides a reference for estimatiregdtatistical independence of two
points on the surface: if their distance apartréater than Lthey may be considered (approximately)
statistically independent of one another. For a atimasurface L is infinity since every point is

correlated with every other point on the surfactaicorrelation coefficient of 1.
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Broadly speaking is a measure of how rough the surface is in théiced direction and L is a
measure of the roughness in the horizontal direcmother rough surface value which is sometimes
useful is the surface slope, m, equal to the raftio/L.. High slope values indicate a highly rough

surface and low values of the slope indicate a simsuarface.

Rough soil surfaces are generally considered te hatocorrelation functions of the following form:

2

n
2
X—”’} (2.109)
L C

p(r) =ex —[
where n determines the form of the autocorrelatimtion: for the special cases of exponential and
gaussian autocorrelation functions it is equal t@rd 2 respectively. Traditionally a Gaussian
autocorrelation coefficient was assumed for rougtetsoil surfaces however natural surfaces have

recently been shown to have autocorrelation funstioser to exponential than gaussian.

b) Bistatic Scattering Coefficient

Since we have diffuse scattering with rough sudates helpful at this point to define a more geahe
expression for scattering: the bistatic scattedogfficient,opqo(e,(p;a,(ps). This term is defined as the
fraction of the power incident upon the surfacaragle@,)and at polarisation p that is scattered in
the direction @,q) with polarisation q. If p and q are the same, either V, it is called the vertically
or horizontally polarised scattering coefficienhdaif p and g are different it is called the cross-

polarised scattering coefficient (naig,’= avyP).

For a beam incident at anglg,@ across an area.fof a surface, scattered to a point at a distance R

and anglef, @) from the surfaceopqo(e,(p;Q,(g) measured at a distance R is given by:

2
. 4ATIR?

0pq (050 8.9) =
Aeff

Ep (05 95)
; 2
Eq(6.9)

(2.110)

where E(65,@) is the reflected Electric field of polarization pdaEqi(e,(p)is the incident electric field

of polarization g.

The backscattering coefficient is the bistatic sratg coefficient for the monostatic case of

(Bs,0)=(8s,+17)i.€. the reflection angle is equal to the incidemgle.

Applying Kirchoff's radiation law to the rough-sade case, Peake (1959) developed expressions for

the polarised emissivity, (8,¢) of polarisation p and measured at an an@e) in terms of the

bistatic scattering coefficient as follows:
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e (0,¢) =1-T,(8,9), (2.111)

whereT, (6,¢) is the reflectivity at polarization, given by:

-1 1[50 . 0 : i 2.112
Mp(89)= ”ﬁ@ﬁﬁéphere 05, (85. 0 8.0+ 00 (85,051 8.9) |sin BB . (2.112)
Thus the emissivity can be calculated by integgatire bistatic scattering coefficient over half apa

This integration reduces to the Fresnel reflegtifor the case of a smooth surface.

Note that equation (2.111) follows from energy armation considerations. This is important for
numerical calculations of emissivity since it isuakto calculate the emissivity from the refledsyi
applying (2.110), (2.111) and (2.112). This apphoeconly valid if the numerical solution satisfies
energy conservation. It is usual to use energy @wasion as a check that a numerical approach is
accurate but it is particularly important for enngy calculations, since the calculations themsslv

are based on energy conservation via equationi?.11

Note that the bistatic scattering coefficient amdiscattering coefficients are usually measured and

calculated in dB:
0%s =10log,, ¢° (2.113)

Almost all theoretical models that calculate thdssiwity of a rough surface, including the approach
developed in this thesis, do this by first caldalgthe bistatic scattering coefficient at all gsiim the

hemisphere above the rough surface and then agp®ih11) and (2.112)

¢) Smooth surface criteria

So far we have discussed the emission of a flatsamabth surface without really thinking about at
what point a surface is still considered to behasea smooth surface and at what point it may be

considered to behave as a rough surface.

When discussing a smooth surface we usually meanttmat obeys Fresnel's laws of reflection and
transmission. Experimentally this can mean diffetttimgs depending on whether we measure the
emission or scattering of a surface. For the ennissase the emissivity must follow the lax1-T ,
where T' is the Fresnel reflectivity, for the surface to bmooth. For the scattering case the
backscattering coefficient must decay rapidly withreasingd, e.g. a drop of at least 40dB from
nadir to 10°.
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Theoretically we can apply the Rayleigh or the Riafer criterion. The former states that the s@fac
may be considered smooth if two reflected rays hayhase difference of no more tha@. This
leads to following condition on the standard degrabf surface heights:

A
8cos0

(2.114)

This condition provides a first order classifier afrface roughness but we require a more accurate
condition in the microwave region where the wavgthns of the order of the standard deviation of
surface heights. This can be provided by the Fraf@nhdefinition for the far field distance of an
antenna, leading to:

A
32cos0

(2.115)

This criterion is more consistent with experimemtaservations.

d) Perfectly Rough Surface

It is of interest to consider the theoretical caba perfectly smooth surface and its behaviouis Th
allows us to consider the emissivity of the extremka perfectly smooth and perfectly rough surface

and then we expect the behaviour of all other raugfaces to fall in between.

A perfectly rough surface is known as the Lambersiarface after Lambert’s law which states that the

angle variation oﬁpqo(e,(p;a,,qg) depends only on the product 8oeDs, ie:
Ggp (a @ eS' (pS) +Ggq (a @ eS! (pS) = 08 cosB COSGS (2116)

where gy’ is a constant depending on the dielectric propertie the surface. The corresponding

emissivity is:

O.O
e (8@ =1-—2
»(89) 4 (2.117)

which is polarization and angle dependent.

Thus the bistatic scattering coefficient variespomionally to co8s and its magnitude depends on the

incident angle (its cosine).

The emissivity of a perfectly smooth surface degemrd the dielectric properties, the polarizatiod an
the angle. However the emissivity of a perfectlygio surface is independent of all properties except
the dielectric surface properties. In between thie e€xtreme cases the emissivity is related to the

angle, polarisation and both the geometric ancedigt properties of the surface.
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2.5.2 Modelling the emission of the ground covered by vetation

In this section we consider the emission of soilezed by vegetation, including trees, shrubs, grass
and crops. The emission of soil covered by a veéigatdayer can be modelled by the simplified

Radiative Transfer Equations. For example let usicter the setup shown in Figure 2.10.

Tg= Te1t Teot Tes

N

(I' Te3

B1

PN
TBZ
Air /
z=0

/ Reflectivity Ty
Vegetation
Vegetation ttering, ajpsorption
emission

g Reflectivity I's
SOIl \ \ \ \ Sonemlssmn

Figure 2.10: Emisison of soil covered by a vegetatayer

The emission from a soil-vegetation structure liee components: the emission of the vegetation
layer, the emission of the soil layer attenuatedth® vegetation and vegetation emission emitted
downwards and reflected back up by the soil-vegetaboundary. We have designated these three
components d;, Tg, and Tgz respectively. Unless we consider tropical foregégetation is usually
not very dense and so its permittivity is closethat of air, i.e.I'y =0. Therefore we assume no

reflections off the vegetation-air boundary.
Let us call the vegetation emissiogFTFrom (2.96) E* is given by:

= (-)A-yITy (2.118)
where T, is the temperature of the vegetation.

Assuming isotropic emission by the vegetatiogt flas the same value just above the vegetation-soll
interface and just under the vegetation-air intefa

Assuming no reflection at the vegetation-air boupdas; can be approximated tg™9 i.e.:
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T =Tg*=1-w)[A-Y)Ty

(2.119)

We deduce, similarly, expressions fa, &nd Tgs, as:
Tg, =Tg "5ty (2.120)
Tes =(@A-Ts)(Tsly (2.121)

Combining these three components we have an ovenailted brightness temperatureg,,Tat

polarisation p, of:

Top = A=) [A-y)[(A+T g, [Y) [Ty +@-Tg,) [y[Tg (2.122)

y can be replaced by=exptt/), rewriting Tg, in terms of the coefficientsandow.

For this reason the model is often known ast#we model.

This equation is frequently used for interpretinignowave radiometry measurements over vegetation
covers, including crop fields, grasslands and tsre€he values of andw are to be determined
experimentally, and attempted to be fitted to vaetyi@h characteristics. The-w model is used by

SMOS in the L-MEB model for retrieving soil moistupver vegetation covered groumdand soil

moisture are retrieved simultaneously from multidlagdata.

In deriving this equation we have neglected thétegag source term in the full RTE. This is a good
assumption at low frequencies (high wavelengtijmmore than several GHz. Since SMOS measures

at 1.4 GHz this equation can be considered valid.

2.5.3 Note

In section 2.5 we have presented the main condegigd remote sensing of land. In the next two
chapters we consider in more depth modelling thissgon of the soil and the influence of a forest

litter layer on the soil emission, since the ainthi$ PhD is to model the soil-litter system.
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CHAPTER 3. MODELLING THE EMISSION OF THE SOIL -
LITTER SYSTEM
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3. Modelling the Emission of the Soll-Litter system

In this chapter we present a review of methods liaae been used to calculate the scattering and
emission of soil and litter layers. Firstly, in en 3.1 we present a review of models to calcullage
bare soil scattering and emission, which take aamount in particular the effects of a randomlygtou
surface on emission. Secondly, in section 3.2 vesgnt models that take into account the effects of
litter layer on the forest ground emission. Finatlysection 3.3, we discuss the choice of modelling

approach for the work of this PhD.

3.1 Microwave Emission of Soil: modelling the effectsfaa rough surface

In this section we consider modelling the scattgdnd emission of a rough soil surface. This stibjec
has been studied for several decades and a vagtdfiddhowledge has been collected, and many
different modelling techniques developed. In thisamter we present and review the different
approaches currently used to model the scatteridgeeission of rough surfaces. In general the rough
surface is represented as a dielectric of a knasvmittivity value. This value can be calculatedniro
the soil moisture by applying models such as thelehdeveloped by Dobson et al (1985) or the
model presented by Mironov et al (2004), which algebraic, or an experimentally determined
relationship. The models discussed in this sea#min general also be used to study any mediutm tha
can be represented as a dielectric with a singheogeneous permittivity, and a rough surface. Ia thi
chapter we focus on the main methods currently usedalculate rough surface scattering and
emission, presenting in detail those that are @dsily relevant to this thesis. Note that in tletimal
modelling approaches we consider scattering andstom together. This is because the two are
theoretically linked. In general theoretical moitgjl approaches have been developed firstly to
calculate scattering and then the emissivity cacdleulated from one minus the reflectivity, where

the reflectivity is calculate by integrating thetaitic scattering coefficient over halfspace.

There are typically three main scientific approactie modelling rough surface scattering and
emission: the analytical approach, semi-empiriggdraach and the numerical approach. Analytical
and numerical approaches are theoretical whilsi-sempirical approaches have a physical basis but
are essentially constructed from experimental dettase types of approach are more general than for
the problem of rough surface scattering and emisdiéghen modelling any complicated process in
remote sensing (one that cannot be solved andlytiwéhout making assumptions) we can apply a

semi-empirical, analytical or numerical approach.

Analytical approaches are based on a physical ipéiscr of wave scattering off a rough surface (with
emission calculated from the bistatic scatteringficcient using equations (2.110) — (2.112)). We

wish to calculate the value of the scattered atedild in (2.110) for a given roughness condition
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(given values ofs, L., and autocorrelation function). Due to the comitjenf rough surfaces a
general solution cannot be found and so we makevgggns in order to obtain an analytical solution.
The solution that we obtain is then only valid undenditions where the approximations and/or

assumptions are valid. Outside of these conditibesnalytical model produces inaccurate results.

Once an analytical approach has been developedtawn to be valid, most of the research done
focuses on testing and extending their regionsatiflity. In the case of rough surface scattering an
emission there are many different analytical modedeh with their own regions of validity.
Historically the main models are the Kirchoff apgmation (geometric optics and physical optics
models) (Ulaby et al 1985, vol Il 12-4) and the Brparturbation method (SPM)(Ulaby et al 1985, vol
Il 12-5). Currently the model most often used s thtegral Equation Model (IEM) (Fung et al 1992,
Fung et al 1994) and the updated version, the Achdutntegral Equation Model (AIEM)(Chen et al
2003, T.D. Wu et al 2004), since it has a widedrmliregion. Analytical models such as these are
very complicated but are nevertheless simpler astef than numerical models, as they tend to be
algebraic. The inputs of analytical models are gahe the values ofs, L., the form of the

autocorrelation function and the permittivity

The semi-empirical approach consists of very singgjeations, whose form has some physical basis,
and which contain variables whose values are fitguerimentally. The advantage of semi-empirical

theories is the simplicity of the equation or egqua involved. They can also be quite accurate
providing enough work is done to fit the parametarsr different conditions. The disadvantage i$ tha

the parameters fitted experimentally are not uguadlid under experimental conditions other than

those for which they were fitted. Development wimkthese approaches involves further experiments
to fit parameters for a wider range of conditiofle aim is to fit over many different conditionsdan

then gradually find a relationship between them.

Inputs for such models tend to be experimentallgmeined parameters which intrinsically include a
measure of how rough a surface is and other pesaff#cting factors not already accounted for such
as soil dielectric inhomogeneities. In satellitenoée sensing missions these parameters can be eithe
simultaneously retrieved or measured beforehandhierdifferent roughness conditions, the former

being the approach most often adopted.

Numerical modelling methods solve directly MaxwelBquations for rough surface scattering. The
input is the rough surface itself: a rough surfeceonstructed on a computer and then Maxwell’s
equations solved for wave scattering off this stefaThis type of modelling therefore does not
produce an analytical equation as an output buteratesults of the emission or scattering of a
particular surface, called a deterministic surfdcehese models we reconstruct the physical sinat

and calculate exactly the “results” that would Imamed for that situation: in essence we perfonrm a

experiment on a computer, the advantage beingwikatan better control the various parameters
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which affect the results. The input can eitherdgerbugh surface itself or more usually values,df;

and the autocorrelation function. In the lattereca® construct many different surfaces and average
over the ensemble in order to compute emissiorsaatiering for these rough surface conditions. The
advantage of numerical methods over other modethethods is that they are exact, and so the most
accurate, but their main disadvantage is that tdagybe time consuming and require larger memory
than other methods. Historically this type of methwas been used principally to validate other
methods (analytical, empirical, and semi-empiricalpce calculation time made it unsuitable for
everyday use. However with advances in computiegehmethods are used more and more frequently

for scientific studies.

In the following sections we present firstly thens@mpirical method most often used, secondly the
main analytical methods, and finally a detailedie@vof numerical methods. We present numerical
methods in the most detail since we chose to usereerical modelling approach for the work of this
thesis. (The reasons for this choice are presenteltapter 5.) Note that the theoretical approaeines

presented here in the context of calculating seageand emission of a soil medium. However they
apply equally to any medium that can be represeaged@ dielectric of homogeneous permittivity
constant. This includes the forest litter layer ighhs addressed in chapter 5) and other rouglacesf

found in remote sensing including the ocean.

3.1.1 A Semi-Empirical model for soil emission at L-Band

In this section we present the main semi empiapgroach currently used for rough surface emission
at L-band, known as the Q-h model (Choudhury e1319 and Wang et al 1981), including the

model’'s formulation and subsequent development.

3.1.1.1 Q-h Model Formulation

The Q-h model is based on two roughness paramdtersioughness height Bnd a polarization
mixing parameter Q both of which can be retrieved from brightnesagerature measurements. The
h parameter was introduced by Choudhury et al (19n8 the Q parameter by Wang et al (1981).
This model based on these two parameters is knewheaQ-h model and has been developed and
modified over the years to account for experimeakservations made. The reflectivity is calculated
from a modified Fresnel reflection formula incorating h and Q, which has been found to be
appropriate for most applications. In the latessin of the semi-empirical model, the polarized so

reflectivity Ry(6) is given by:

Rp(8) = [(1 — Qs)RB(8) + QsRs(8)]exp (—hscos™s(8)) (3.1
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Where p and q represent the polarization, which lwareither h or v, Ris the polarized specular
reflectivity (calculated fron® and dielectric permittivitye using the Fresnel equations) anglislan

exponent. The corresponding emissivity is:
ep(8) =1 —Rp(6) (3.2)

ep(®) =1 —{[(1 — Qs)Rp(8) + QsR5(B)]exp (—hscos™s (8))} (3.3)

An additional factor N(8) appears in this model. In the equation suggeisye@houdhury this was
equal to 2. Later experiments however (Wang etl&B8) and Wigneron et al (2001)) indicated a
value of 0 to be more appropriate and so this wpkaced with the variable §0) whose value and
its dependence on polarization and angle was ttete¥rmined. Escorihuela et al (2004) demonstrated

that N depends strongly on polarisation.

The physical basis for this formula is that surfaocaghness reduces coherent reflectivity due to
dispersion of the incident wave by the rough swfdcis dispersion increases with roughness. Thus
the h parameter accounts for this effect. Incohergftectivity also increases with surface rougtnes
(from zero at a smooth surface) but this effectasaccounted for in this model; it is assumedéo b
negligible. An exception has been suggested byeshl (2002), using the analytical AIEM formula,
who found that at angles around 50° the emissdatyreased, which they explained by the increase in
the non-coherent component at around the Brewsigleawhere coherent scattering is negligible.
This Q-h semi-empirical formula would be incorréctthis case. However this has not yet been

observed experimentally.

The second main effect of a rough surface on eamsi& depolarization, accounted for by the Q

parameter.

This model is useful for soil moisture retrievalidies. However the dependence of h and Q on

roughness statistical parameterd_(, autocorrelation function, surface slope) is stiltlear.

3.1.1.2 Model Development

Early experimental data of rough surface emissias acquired by Choudhury et al (1979), Wang et
al (1981) and Mo et al (1987) but was not largeughoto allow for the development of the model
over a large validity range. A large dataset (PORTI3) of bare soil rough surface emission at L-
band was acquired (Wigneron et al 2001) over thelevimange of roughness values found in
agricultural fields and a large range of soil maistand temperature conditions. This showed tkat Q
and N; could be set to zero, ie no theta dependence ardkpolarization. This conclusion for N=0
was in agreement with findings of Wang et al (1988 also showed that N could be set to zer® for

= 10 to 60° and at three frequencies (1.4, 5 and G®z). Mo and Schmugge (1987) also considered
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that N could be set to zero for L and C bands. Imare recent study for rather smooth soil
Escorihuela et al (2004) showed that values of dukhbe different for each polarization witheN
for H polarization and N0 for V polarization. This result has yet to be getfized to a larger

roughness range.

Considering that €0 at L-Band is also in agreement with most pulelislexperimental datasets,
including Mo and Schmugge (1987), Njoku and Entékl{z996) and Wegmuller and Matzler (1999).
Wang et al (1983) found thatsQvas very strongly frequency dependent with venalsmalues
obtained at L-Band, with varying values at diffarepil types including 0, 0.01 0.12. Prigent et al
(2000) also found that Q was frequency dependecrteasing with frequency.

Setting N=0 and @=0, we obtain:
ep = 1—Rp(6) =1 — [Rp(B)exp (—hg)] (3.4)

The roughness parameteywaas retrieved in the PORTOS-93 experiment for es@#0 — 40°. This
parameter accounts for both “geometric roughneBetts and “dielectric roughness” effects. iias
therefore linked to the slope () and surface soil moisturesvand the equation with the best fit

to measurements was found to be:
hs = A(ws)®(o/Lc)* (3.5)

with best fit parameters A=0.5761, B=-0.3475 an®@230. Mo and Schmugge (1987) also fougd h
to be linked to the slope. Without considering & swisture dependence fog the following fit was
found (Wigneron et al 2001):

hs = A(6/L¢)" (3.6)

with best fit parameters A=1.3972 and C=0.5879. tha fit the range of rms error and bias were
respectively approximately 8 — 10K and 0 — 2K. ‘@ependence on soil moisture can be considered to
account for the soil's “dielectric roughness” asstbriginates from the effect of the soil drying

imhomogeneously.

Recent results from the SMOSREX 2006 campaign 8ahd measurements taken over a year for
bare soil at a range of angles, roughness condjtswil moisture and temperatures (Escorihueld et a
2004) confirm general soil moisture dependencesoPreliminary results show a linear dependence

instead of an exponential was preferable for h

A link between b and physical parameters suchaad . and soil moisture has been attempted, as
described above, but this has limited success Bectiie model is too simple and the reality much

more complicated than considered above.
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Wigneron et al (2010) re-analysed the PORTOS-9asgat(which was presented in an earlier paper)
which included experimental data over a large rasfg@ughness conditions. The authors confirmed
that QR could be set to zero and further found duaisidering N to depend on polarization (two
separate valuesdy and Ny) improved the model accuracy. They also relatedrpaters | and the

difference between & and Ny (NrH - Nry) to the standard deviation of surface height devie:

6
He =[ 0.94370 ] R2 = 093 3.7)
0.8865+ 2.291%
Ngy —Ngy =-00360+ 224 R? = 044 (3.8)

Also the following linear relationship was suggesbetween Ny and Ny:
Ngy = 0.686N g, —1.167 R? = 059 (3.9)

Note that Ris the coefficient of determination which provideseasure for how close the fit is to the

experimental data: a value close to 1 indicatesoa ¢it and a value close to O indicates a poor fit

3.1.1.3 Comparing semi-empirical models to theoretical nl®de

It is worth noting the differences between the sempirical approach to rough surface emission and
theoretical modelling approaches and thus the prablencountered when comparing the two. When
modelling rough surfaces we consider them to hawewdgeneous characteristics, i.e. surface
roughness is the same in both x and y directiodssail moisture is homogeneously spread inside the
ground, providing a dielectric constant that is lbgeneous across and under the surface. However the
reality is more complex. For example let us consalploughed soil. After heavy rainfall the surface
will be homogeneously wet and will have a homogesemughness. If a sunny period follows
however the ground will not dry out in a homogeremanner: large emerging clods dry out more
rapidly than hollows within the field. This may teto a large spatial variation in soil moisture teon

at the surface and within the soil at a spatialesch about 1m. There is also soil moisture non-
uniformity at a lower spatial scale of a few cmnfrthe surface of the clods drying more quickly than
the inside. The roughness is no longer isotrope tduthe clods created by the drying process. Under
dry conditions we must also consider volume effacthe soil, since the emission is no longer only
produced by the surface but by soil up to a depthOem at low frequencies. In this case, the soll
emission results from both geometric roughness ‘ahelectric roughness” from soil moisture

heterogeneities.

Current theoretical surface scattering models, tathlytical and numerical, should therefore be

limited to cases where the soil can be considemdogeneous, namely very wet soil or very dry
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conditions. Rough surface models should be extemdéddclude heterogeneities if we wish to use

them accurately for the case of dry soils. On ttierohand semi-empirical models, such as the Q-H
model, are based mainly on experiments and sodgiredke into account implicitly both the surface

effects and the heterogeneous volume effects fosaifs. This difference in current physical anthse

empirical models makes it hard to make comparidetween them.

3.1.2 Analytical Models

In this section we present different analytical misdor the calculation of rough surface scattering

and emission. Firstly we present the general aghraad then the main models.

3.1.2.1 General Approach

In analytical methods, the emissivity and bistadiattering coefficient are computed from the

scattered electric field in the far-field regior, &plying formulas (2.110) — (2.112).

In order to calculate &he Stratton-Chu formula is used which expredsestattered field in the far

zone in terms of tangential surface fields, asfod:
Es = Kfig X §, [fi X E — nsfis x (A x H)]exp(—iksF fig) dZ (3.10)

where & is an infinitesimal element on the rough surfacis, the normal to the rough surface at point
dZ, nsis the normal to surface s of the far field sphmrevhich we calculateEand E and H are the
electromagnetic fields atzdon the rough surface. The geometry relating te itiegral is shown in

Figure 3.1 below.

Figure 3.1 The scattered field in the far field region, Bsy be expressed

terms of the surface fields E and H
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3.1.2.2 Different Analytical Models

The different analytical models make assumptionglvhllow us to calculate the surface fields (n x

E) and (n x H), for the rough surface case (neglgatolume effects). The standard models are:

- The Small Perturbation Method (SPM) for slightlyigh surfaces
- The Kirchoff approximation for surfaces of gentlena@ature. This includes the Physical
Optics (PO) and Geometric Optics (GO) models féfedent conditions

The Integral Equation Model (IEM) takes the Kirchapproximation and extends its range of validity
to include a wide range of roughness conditionss turrently the analytical model with the largest

validity range and is therefore the most commorsigdcu

In the following we present briefly the standarddals, including their main ideas and their validity
regions and then present the Integral Equation M@&#1) and its updated version the Advanced
Integral Equation Model (AIEM), detailing its geaérformulation as well as a summary of the

research done to extend and improve the modelfiaalty the results of AIEM simulations.

a) Small Perturbation Method (SPM)

For this method (Ulaby et al 1985 vol. Il 12-5)ite valid the standard deviation of surface heights,
must be less than about 5% of the electromagnetielength. Note that in this casaefers to the
value obtained when only frequency components resple for scattering at a certain wavelength are
included in the rough surface profile. A furthenddion is that the average surface slope shouldfbe
the same order of magnitude as the wave numbes tilvee standard deviation of surface heigtts,

No precise validity conditions have been obtained this method but the following provides a

guideline:
ko < 0.3 (3.11)
V20/Lc < 0.3 (3.12)

b) Kirchoff Approximation

The basic assumption of the Kirchoff approximat{@iaby et al 1985 vol. 1l 12-4) is that plane-
boundary reflection occurs at every point on thease. In other words each part of the surface may
be looked at locally as an inclined plane. For thide valid the curvature of the surface must be
gentle, ie small slope (highcLlow c). Mathematically this is expressed in the follogvimalidity

conditions for the Kirchoff approximation:

KLe > 6 (3.13)
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L4 > 2.760A (3.14)
where is the wavelength and k the wavenumber.

The Kirchoff approximation is employed by both teysical Optics model and the Geometric Optics

model but with a different interpretation in eaase (leading to different validity regions):

b1) Physical Optics (PO) Model

In the Physical Optics model we assume that easctt po the surface behaves like iafinite plane

centred on that point (see Figure 3.2 below).

Figure 3.2: Each surface point behaves like an

infinite plane

We can then apply the Fresnel equations for amiiafiplane boundary reflection in order to obtain

expressions for n x E and n x H.

This assumption is valid for small or medium valwdéss, as well as small slope for the Kirchoff
approximation. This leads to the following validignditions for surfaces of gaussian autocorrefatio
function:

LC > 2'3)\4
} Low slope and low to medium

c <0.5%

b2) Geometric Optics (GO) Model

This model is also based on the Kirchoff assumphbahinstead of infinite planes we consider the

surface to be composed of many finite facets, awshn Figure 3.3:

Figure 3.3: The rough surface is

represented by many small facets

This method uses the stationary phase method esgtive arc of each point on the surface to be

greater than the wavelength. This imposes the tondifc >> .

It is also preferable that;Ibe greater thakh.
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This model takes into account only the non-cohecemiponent in the specular direction. Therefore
this works best with high roughness. This modeb al®es not include shadowing or multiple

reflections.

¢) The Integral Equation Model (IEM)

The Integral Equation Method (IEM) is based onKlirehoff approximation with modifications made
to correct for inaccuracies for roughness condgtiontside its validity range. This model assumas th
each part of the surface reflects/emits in the samg ie it assumes a homogeneous permittivity
across the surface. Shadowing of incident and eseaktintensities is not included, as the Kirchoff

approximation is applied. However a corrective tean be added.
The main assumptions for the original IEM analyitiroadel are the following (Chen et al 2003):

1. The local angle in the Fresnel coefficients are@ygmated to either the incident angle for
slightly rough surfaces or to the specular angledagh surfaces.
Edge diffraction terms are excluded.
The absolute phase terms in the surface Green@ifunand its gradient, which are

needed for computing the complementary field coeffits, are set to zero.
However recent work has removed assumption 3 ahetesl the effect of assumption 1 somewhat.

IEM reduces to Geometric Optics model in the higiggfiency limit and to the SPM model for low

frequency.

cl) _IEM formulation

The reflectivity can be written as the sum of tldderent component,pﬁh(e),and the noncoherent
component, R°(0) :

Rp(8) = Rp°"(8) + R{°™(6) (3.15)

The coherent component is approximated to thesfigtace reflectivity (calculated from the Fresnel

equations) reduced by an exponential factor, dsvist
RSP (0) = R}, (68)exp [—(4mo cos 8/1)°] (3.16)

wherec is the standard deviation of surface heights. Times coherent of the bistatic scattering
coefficient is not calculated by IEM but incorpadtinto the reflectivity by (3.16)Note that the

accuracy of this coherent term is unknown.
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The non-coherent reflectivity is calculated frone thistatic scattering coefficiens’, by applying
equation (2.110), which is in turn calculated frthma tangential surface fields by applying the $trat
Chu integral equation (3.10).

An estimate of the tangential fields is formed fransum of Kirchoff and complimentary terms, as
shown in (3.17):

fixE = (AxE)X + (AxE)¢ (3.17)

(nXE)¢ is the Kirchoff component of the tangential suefaElectric field and (nxE) is its

complementary component.

The Kirchoff term accounts for large scale rougisneffects while the complementary term corrects
for inaccuracies in the Kirchoff approximation amdcounts for the small scale effects. The
complementary term is expressed as a function wiptementary field coefficients {f} that can be
computed from a spectral representation of the i&sdanction G and its gradien®;. The Kirchoff
term is expressed as a function of the Kirchofidfieoefficients §,. Field coefficients are computed
for all polarisation combinations, ie HV, VH, HH&WVV. Fy, and f, can be expressed as functions of

the Fresnel coefficients.

Inserting these field coefficients back into theagbn-Chu integral, we obtain a Kirchoff component
and a complimentary component of the scattered fislwell as a cross term. The bistatic scattering
coefficient, 6°, which is calculated from the scattered electi@tdf can therefore be expressed as

follows:
0° = oX + o + oK (3.18)
wheres” is the Kirchoff termg® is the complementary term aaff is the cross term.

For weak-to-moderate roughness conditish€an also be rewritten as a sum of single andipheilt

scattering terms.

The IEM model is entirely algebraic which make$agter to compute than numerical methods. The
updated AIEM has been formulated for surfaces tfeeigaussian or exponential autocorrelation

function.

c2) Development of IEM to AIEM

The IEM model has been developed to remove sontteecdpproximations made and thus improve its
accuracy. This was particularly important in orttecompute the emissivity since an accurate value o

reflectivity is required for energy conservatiordahus equation (2.111) to be valid.
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As a first step Chen et al (2000) included all ghsms inG and VG for multiple scattering terms
whilst continuing to set them to zero for singlatsering terms. In a second step Chen et al (2003)
then reformulated IEM to also include these phasmg for single scattering, allowing the calculatio
of emissivity. This version of IEM was renamed &avanced Integral Equation Model (AIEM) and it
included the same Kirchoff term as before but th@glementary term now contained 8 terms and the
cross term contained 64 terms. The formulation neethalgebraic. These two steps removed the third
assumption in IEM, producing a model of higher aacy but with longer computation time. However

computation time remained significantly lower tHannumerical models.

IEM was further improved by Wu et al (2001) witketmtroduction of a “transition function”. In the
original IEM the Fresnel coefficient, needed in tiaculation of §, and F, was evaluated at either
the incident anglef() for low roughness or the specular andlg)(for high roughness. However it
was unclear what the conditions for these two megjiere or what to do for medium roughness
conditions, in between these two regions. Wu €2@01) therefore proposed a transition function to
connect and smooth these two approximations. Ingdthiis the Fresnel coefficient of eithey(®) for

low roughness or 0sp), were replaced by JT):
Rp(T) = Rp(8;) + [Rp(Bsp) — Rp(6))]Yp (3.19)

whereYp is the transition function with a value rangingrfr O to 1. It is calculated as a function of

Sy Which is the ratio of the complementary termhte total scattering coefficient, given by:
GC
Sup = qp/ 3.20
w="/o0 (3.20)

This transition function was validated against nrioad Method of Moments simulations (Chen et al
2001) and experimental data (Fung and Chen 20@#jnanrporated into AIEM.

c3) AIEM simulations of soil emission

AIEM has mostly been used for calculating the beattering coefficient (Chen et al 2000, Fung et al
2004, Wu et al 2004). Since recent improvementacituracy, as described in the previous section,
studies have also been performed on rough surfacermission. Two studies (Liou et al 2001 & Shi

et al 2002) have evaluated AIEM simulations of saission at L-Band for both gaussian and
exponential autocorrelation functions. These swidieowed that roughness effects differ strongly at
different incident angles and polarizations. Asglmess increases, emission was found to increase at
H polarization and decrease at V polarization. Thiser is a new and surprising result since
emissivity is considered to generally increase wibhghness, which forms the basis for the semi
empirical Q-h model. Shi et al explained the resyltthe increase in the non-coherent component

being larger than the reduction in the coherentpmmnt at angles around the Brewster angle and at
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V polarization. This is because the coherent corapbof a flat surface is negligible at this Brewste
angle and at V polarization. This result strongigpacts the ratio of reflectivity at V and H

polarization (R/Ry).

Shi et al (2002) developed a new parameterized haddbe surface reflectivity, based on AIEM data,
that accounted for these new results. This modeldeaigned to be able to invert soil parameters fro

L-Band measurements.

It is important to bear in mind that the IEM modekounts for surface effects but not volume effects
and should therefore only be used for rather wids 8dhere surface effects are dominant. In addition
the IEM model assumes the permittivity is homogeiseacross the surface which is more likely to be
true for very wet or very dry surfaces. Comparisbesveen AIEM and experimental data confirm

this limitation to wet soils, for example reasomabfreement was found to be limited to wet soils fo

the backscattering coefficient (Zribi et al 2005).

Shi et al 2005 developed a parameteric model basedh AIEM study for rough surface emission as a
function of surface slope, polarization and frequyefffor frequencies larger than about 3 GHz).
Comparison with AIEM showed a maximum error of I this model. This result is interesting as it

demonstrates the importance of the rough surfagesls a measure of surface roughness.

3.1.3 Numerical Models

Numerical methods calculate exactly the emissiorsaattering of rough soil surfaces by solving
Maxwell's equations. This makes them more complad aore computationally costly (require
longer computation time and higher memory) thariydical methods but they are exact and are not

limited to certain ranges of roughness.

In this section we will first present the generatthodology for calculating the bistatic scattering
coefficient and emissivity of an infinite rough fage by a numerical method. We further detail
important considerations relating to this, whichlirde determination of the surface size and indiden
beam to be used in numerical calculations. Secona@lypresent the different numerical methods
which can be used in such a calculation. In pdercwe present the dthod of Moments (MoM)
which is currently the most popular numerical methsed to study rough surface scattering and
emission, and in the latter category we presenkifge Difference Time Domain method (FDTand

the Finite Element Method (FEM)We then detail the choice of numerical methodé¢oused for
different applications, validating a numerical naethand finally the research performed to dat#is t

field. We finish with a discussion of the choicenoéthod for solving this problem.
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3.1.3.1 Methodology
a) Procedure

In reality a soil surface, as “seen” by a radaramtiometer, can be considered to be infinite ir.siz
However it is not possible to model this numerigcalinstead, calculations are performed for N
different rough surfaces each of discrete sizerL(x L for 3D surfaces) and each with the same
autocorrelation functions and valuesamfnd L.. Using a numerical method, such as those presented
in section 3.1.3.2, the electric field scatterefdeaich rough surface is calculated in the far frelgion,
E;°(6s, @) at distance R from the surface and as a functigosition @s,¢ 5), when a beam is incident

upon the surface of a given dielectric permittiyvity

We then calculate the bistatic scattering coedfiti for incident polarization t and reflected
polarization r,cpqo, from the reflected electric field in the far flelegion, averaged over all$uirfaces.
The bistatic scattering coefficient is then caltediafrom (2.110), summing the scattered electaldfi

over all rough surfaces as follows:

4ATR 2 1y

4R’ 1 2 (3.21)
i 2N &
E (69 NH

E;S),j (esr(ps) ’

0pq (& @:69) = "
eff

where 0,9)is the angle of the incident wavés, () is the angle of the reflected wave, N is the number
of surfaces to be averaged overy As the effective area of the surface illuminated & is the

incident electric field with polarization t,

The bistatic scattering coefficient calculated [2{) contains both coherent and non-coherent

components. The coherent component is given by:

2

4TR? 1R
Opa (s, 051 8 @eon =— =7~ D E(65.95) (3.22)
Aer|Es(Ba] NI
Therefore the non-coherent component can be isbietdollows:
4TR? N 2 1| 2
qu (85,955 6,9) noncon = —_— E’S)’j (CION) - W Z E;j 0.,9s) | (323)
NA o |[Eq (6, (P)| j=1 =

The emissivity can be calculated from the bistatattering coefficient applying equations (2.111) —
(2.112).

The procedure of averaging over many surfaces allo& to approach the bistatic scattering

coefficient and/or emissivity of an infinite rougleil surface. As the ensemble size increases sesult
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should converge. The number of rough surfaces, htrhe chosen so that we have convergence.
However, in order to obtain convergence towardslatisn which is accurate the surface size must be

carefully chosen, as will be explained furtherhia following section.

The averaging procedure can be done “by hand"orahis thesis. In this case the rough surfaces are
created by hand prior to numerical calculation alt&b the procedure of recovering the scattered
electric fields for each surface and applying (3.23d (2.111) — (2.112) to the ensemble is done by
hand post-calculation. However this process carirhe consuming. The Monte Carlo method is
therefore often employed, coupled with a numericaéthod, to automatically average the

deterministic scattered fields of individual suda®ver an ensemble of surfaces.

For any numerical study of rough surface scattednd emission, the size of the surface, and the

incident beam must be chosen with care. In sectipasid c) we explain how this can be done.

b) Surface Size, L

The physical meaning of limiting surface size miting the coherent interaction of waves hence the
larger the better. However since the number of ankis is directly related to surface size the larger
the surface the longer the computation (CPU) time: memory. Note that we refer to the calculation

time and memory combined as tadculation cost. A compromise must therefore be reached.

For each individual surface simulated, the surfaz® must be large enough compared to the
autocorrelation length so that it represents tlaissical problem. An empirical rule is that for

Gaussian surfaces a size of 10 correlation lengtesough (Saillard & Sentenac 2001).

The surface should also be large enough to be dmmsl macroscopic in comparison to the
wavelength; normally 20is considered sufficient. Smaller surfaces majdyéeceptable results with
a greater number of realizations but importantratigons between long wavelength components may

be neglected. For example, Zhou et al (2004) fabatla surface size oi& 8\ is sufficient.

¢) Incident beam and Avoiding Edge Effects

In practice, source and receiver antenna are déan the ground surface and the incident field can be
approximated locally to a plane wave. However fomarical scattering we must use a finite surface
and in this case a plane incident wave would leaghtedge effect on the sides of the calculatiea,ar

or sidelobes, which would reduce the accuracy efchmputed scattered field. In order to avoid these
problems, calculations are usually performed wabeted incident waves which have zero amplitude
at the edges of the surface. Alternatively a windomction, of usually Gaussian form, can be applied
after the scattering of plane waves (e.g. Chen &1B80, Axeline and Fung 1978, Ceraldi et al 2005,
Inan & Ertuk 2006, Fung et al 1994, Zhou et al 2001reduce the contributions of edge scattering to
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the far field calculation. Other methods includeigdic boundary conditions or resistive regionshat

edges of the surface.

Often the tapered incident wave is of Gaussian foomever this poses a problem as a gaussian wave
is “non-Maxwellian”, ie it is not a solution to Meell's equations. One other problem with the
Gaussian incident wave is that the illuminated aspaeads with incident angle, increasing
computational time. Alternatively a Gaussian speutof plane waves can be used. This maintains the
tapering effect at the edges and yet since it st@ntirely of plane waves it is a solution to
Maxwell's equations. However this type of wave gases calculation time since it requires numerical
integration. Another popular tapered wave involvamgummation of plane waves was proposed by
Thorsos et al (1988) for the 2D scattering cases Wave, whilst not being an exact solution to
Maxwell's wave equation, is closer than a purelyu&fan beam and, since it does not involve
numerical integration, the calculation time is muireased as much as for the integration of plane
waves. It can be considered to be a compromisedegithe Maxwellian integration of plane waves
and the faster, simpler Gaussian beam. The Thaeges is however limited at grazing angles, as
analysed and discussed by Toporkov et al (1999Mardhand and Brown (1999). Most of the work
on the above mentioned incident beams has focus¢leo2D scattering case. For the 3D emissivity
case it may be desirable to have an incident bé&ami¢ not an integral thus reducing computation

time.

Braunisch et al updated the spectrum of plane i@waulation with a new formulation that included
both evanescent and propagating waves with thefusesimple Gaussian plane wave spectrum. This
new formulation addressed the problems of losimgdbminant polarisation state and degradation of
tapering at normal incidence. This produced a meliable tapered wave with dominant polarisation
state that could be used for all incidence anglbéch was Maxwellian. The authors also discussed a
newly encountered problem of grazing when buriegaib are present (scattering of buried objects

into the edges).

The tapered wave and window function contain aofaty” which controls the beam-width of the
wave. This then becomes one of the parameteranhbat be decided for numerical calculation. Its
value must be large enough to illuminate the mgjaf the rough surface, such that the solution is
accurate, and small enough to diminish the edgeesfiie the wave must be negligible at the edges).
It is a compromise between resolution and stabiity must sample the bistatic scattering coefficien
enough such that we maintain the form and not tachrso that we obtain oscillations due to edge
effects. The choice of g depends on the waveletigghroughness and the size of the rough surface as
well as the desired resolution of the bistatic tecattg coefficient (Axeline & Fung et al 1978).dlso

depends on incident angle. Different authors haggested different conditions for the choice of g.
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The value of g to be used in simulations dependseireral on: surface roughness (Axline and Fung
1978), wavelength (Axline and Fung 1978), surfage,d., and incident angle. The beamwidth must
be large enough so that enough of the rough sunfdéermacts with the wave but small enough so that
edge effects are negligible. For smaller surfacesrequire a smaller beamwidth, thus we usually
consider restriction on the size of g as a funcodbh. The beamwidth size varies with angle, so we
must consider the angle to be used. The area duitiace that must be illuminated in order to abtai

accurate calculations of the scattered field dep@emdthe surface roughness and also the wavelength.

Axline and Fung (1978) drew the general concludimt smaller g should be used for a rougher
surface or the same surfaces with smalldn some papers, g was chosen so that the wavkiaaep
was negligible at the edges of the surface, in scases falling by IDits maximum amplitude at the
edge (Franceschetti et al 2000, Inan & Ertuk €086, Axeline and Fung1978) and in some cas@s 10
its maximum amplitude (Fung et al 1994, Devayyal€t992), equivalent to g of less than L/7.43 and
L/5.25, respectively for a Gaussian incident beamaolD surface, where L is the length of the
calculation area. Other authors have suggesteértipgrical condition that g must be less than L/4,

which is often used.

Setting a maximum value of g is important for tregluction of edge effects and also for the
calculation of the bistatic scattering coefficiemthich requires the effective surface area to be
calculable. However g must also be large enouglutainate enough of the rough surface so that the
bistatic scattering coefficient is calculated aetely. This means that, in order to maintain the
previous condition, the rough surface itself mustdrge enough. L is already limited by conditions
based on wavelength and autocorrelation lengthwmitmay require additional conditions when

applying a tapered incident beam.

A minimum value of g can be obtained by considespgeading of the beam with angle. For example

the following condition has been suggested forTthersos beam (Thorsos 1988):

g» i — s (3.24)

where k is the wavenumber. This means that minirgwaries from 0.16at 0° to 0.92 at 90°, which

is not very meaningful since these values are gengll. Tsang (1994a) suggested g in the range
(L/10, L/4) whose actual value depended on incideangle, but this cannot be used for grazing
angles approaching 90°. Kapp et al (1999) suggested

A

g~ k(g—ﬁi) cos 6;

(3.25)
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where A is some constant. Toporkov et al (1999hfr suggested a value of 9.4 for this constant.
However this condition is not very meaningful fonal angles. For example we have a minimum g of
0.95\ at 0°.

Ye and Jin (2005) suggested the following conditfon the Thorsos taper, which was found by
imposing a minimum error in the Helmholtz equatfarsimplified version of the wave equation based

on the assumption that the wave’s dependence enaird space can be separated) &f 10

6
Bmin = (;o5pTs (3.26)

This leads to a minimum g of\ét 0° incidence, 11X6at 50° and 88 at 80° incidence. However we
note that this condition was based on limiting esrarising from the non-Maxwellian nature of the

Thorsos taper at non-zero incidence, not on sefiicsampling of the rough surface.

Marchand and Brown (1999) suggested the valuesdaetvg > 18 and L > 4g, which leads to a
minimum L of 40..

It must be noted that these conditions have alhliegived and proposed for the case of 2D scatterin

Authors of numerical emissivity calculations hadepted the L > 4g condition and the Thorsos taper.

3.1.3.2 Numerical Methods

Thus far we have considered the general methodabdgyl numerical methods when applied to the
problem of rough surface scattering and emissianthls section we now consider the different
numerical methods that may be applied includingr tf@mulations and differences. A numerical
method solves Maxwell's equations over a finiteisadoy: (1) discretizing the region into a “mesh”,
(2) solving the equations for each discrete elensemt then (3) regrouping the solutions of each
element into a global solution. The mesh is themtinaously refined to smaller and smaller elements

until the solution converge.

In this section we present different numerical mdthcurrently used to calculate the electric field
scattered off rough surfaces, concentrating onlytlom main methods. Most of the literature
concentrates on the surface case (i.e. a singledgeneous dielectric layer with a rough surface) but
numerical methods can be extended to include voleffexts including multilayer structures, some
more easily than others. This is important for Wk of this thesis since the aim is to develop a

method for modelling the L-band emission of the teyer soil-litter system.

The ways in which numerical methods solve Maxwedkgiations can be used to classify the models
into broadly speaking three different categories: those based on approximations; (b) those that

solve integral equations and (c) those that solfferdntial equations. Methods in the first catggor
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solve an approximation of Maxwell's equations am@ tother two categories solve Maxwell's

equations directly in either their differentialiategral form.

Methods solving differential equations require auwmee mesh whereas those solving integral

equations require a surface mesh.

All numerical methods are approximate but some lsanconsidered to be numerically exact. A
method is numerically stable if the error, due éotrbations such as rounding error, remains sasall

the degrees of freedom (number of unknowns) inereas

a) Integral Equation Methods (Boundary Integral Mettod

In these methods the scattering of EM waves ofiugih surface is approached as a boundary problem.
We consider two homogeneous media separated byiedbyy. Maxwell's equations are solved in
their integral form to find the unknown surface remt induced by the incident field. The scattered

field created by the surface current can then badosee Figure 3.4 for an illustration of this.

Incident field Scattered field induced by the

surface current

/\/\/

[, ]

J, M: electric and magnetic surface

currents induced by the incident field

Figure 3.4: The incident field induces electand magnetic currents

the surface, which in turn induced a scattered wave

The integral equations are formulated using eitBeeen’s functions or elementary solutions to
Maxwell's equations for an infinitesimal source. &s example let us consider a perfectly conducting

1-dimensional surface:

The surface is divided into many segments of elgnagjth, D:

: aVav

I

X
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The surface current for each segment i, givedisby{ﬁxHiJ, is related to the incident field as follows:
x;+D/2
[0GL (XI5 (N =-Hip (0 (3.27)

x;—D/2

where G(r,r") is the scalar free space Green'’s functiaisbang:
NG +KG =3(r 1) (3.28)

Note that for V polarization equation (3.28) isumdtion of the magnetic field and not the electric
field.

The segment i is divided into P sub-segments, asrstbelow, and equation (3.28) solved by applying
an Integral Equation (IE) method such as the Metifddoments (MOM):

AX
P
| D >

The different types of Integral Equation ~ medhare distinguished by choice of the functions used

to discretize the integral equation (3.28) as asliterative algorithms employed and methods used t

accelerate the evaluation of the integral operators

The Method of Moments (MoM) expands the unknowrfese current as a linear combination of a set
of basis functions. The integral equations aregmted onto a set of field test functions. The basis
functions can be considered to radiate fields wilgich then received by the field testing functions.

This produces a dense linear system of equations:

Zx=b (3.29)

where Z is the moment matrix of interactions betwbasis functions and testing functions, b is the
projection of the incident field onto the testingn€tions and x determines the approximate current

solution. These basis and testing functions armel@fon an underlying surface mesh.

The far zone scattered field (¢) due to the surface current, as shown in Figurecab,be written as

a function ofJ; , calculated by the method of moments (MoM).
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e E©O)=1(J)

/ N\

egment i

AVaV I aVav | aVaV,
L, ]

JixG(x)
Figure 3.5: The scattered electric field in the femid region can be calculated from the

surface current

At this point a Gaussian “window function”(®) can be introduced to remove edge effects frioen t

last segments (see section 3.1.3.1c)):

Gi(x) = exg-(x—x,?/o?] (3.30)

The bistatic scattering coefficient at this positalculated by summing the scattered field dusltN

segments:

N
RS B E* () (3.31)

aNyTv2

The parameterg), D,Ax andN must be chosen appropriately in order to obtaindgestimates of the

c°(6) =

average scattered power.

The traditional version of MOM used standard iniwa@rs to solve matrix equation (3.29) however
computation time scales as Where N is the number of unknowns. A lot of wodstbeen done to
reduce computation time using iterative methodsteed of standard inversions, and fast methods to

speed up the process. This is addresses in theseeidn.

al) Development of the Method of Moments: fast methndsterative techniques

The method of moments is the solution of the serfadtegral equation. This can be solved by

applying one of the following iterative techniques:

1. The Kirchoff iterative approach
2. Sparse Matrix Canonical Grid (SMCG) method
3. Steepest-descent fast multipole method (SDFMM)

One of the following fast methods can also be &opio speed up computation:
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1. Fast Fourier Transform Methods
2. Fast multipole method

3. Physics based two-grid method (PBTG) meshing ugiggds, a dense and a coarse one

Due to the geometry of a rough surface which imgneon average it has been shown that for most
surfaces only short range interactions are relevamtthe current at any point on the surface ddpe
only on the geometry and incident field at thisrpol his of course depends on the incident angle an
the rough surface statistics but is true for mastages. Taking advantage of this, the interaction

matrix, Z, can be decomposed into a strong compdzieand a weak component'Z
Z2=25+7" (3.32)

Z° is a sparse matrix whose filling ratio dependsthmn strong interaction radiups and size of the
area illuminated. Zis a dense matrix without any property. The ainoiavoid generating and storing
z".

In the_Sparse Matrix Canonical Grid (SMCG) meti@ids expanded as a Taylor series about the ratio

of vertical to horizontal distances:
M
A Z zv (3.33)
m=0

Fast Fourier Transforms are used to compute thduptmf each matrix £’ with column vectors.

Storage memory is thus reduced frormtbl NxM, where M is the number of matrices in thesyfbr
series and is much smaller than N. However thehreuthe surface, the longer the strong interaction

radius must be. This increases the size®afnd rapidly increases computation time.

The steepest-descent fast multipole method (SDFMMbY divides the matrix decomposition into

strong and weak interactions. This technique isgdesl to speed up matrix-vector products in
conjugate-gradient algorithms. To computexdnstead of a Taylor expansion the surface ctsrare

mapped onto a 3-dimensional grid using the fastipalé plane-wave field expansion.

The forward-backward methpdlso called the Method Of Multiple Interaction Q1) has been

suggested to avoid storing large matrices. Indhge Z is rewritten as:
Z=1-(L+U) (3.34)

Where | is the identity matrix and L and U are lowad upper triangular matrices, respectively, with

zeros on the diagonal. This leads to the expansion:

x=(I-0)'CR=oll - =1 -1 =IIMA-L)~'b (3.35)
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This decomposition requires a second type of ialegguation and at present this method has been
implemented only for perfectly conducting surfaedth MFIE. This method is called the forward
backward method because for one dimensional swfaoe low grazing angles the triangular matrices
describe scattering in either the forward or backigirection. However this interpretation is notida

for the case of 2-dimensional surfaces and lowdei angles.

For very rough surfaces, such as wiesnd L, approach the wavelength, the MOMI fails to coneerg
(Tran 1997). Equally for the SMCGM or SDFMM veryugh surfaces if convergence were achieved
it would require a large radius of strong interactslowing the computation down considerably. A
way to overcome this is to compute exactly the seainthe weak interaction matrix'Zfor example
with the original sparse matrix flat surface apptodSMFSIA). Since Zis a dense matrix it cannot
be stored and must be recalculated for each iberatApplying this method means that the
computation time scales as” Mut by combining with a robust iterative schemesdshon the
generalized minimal residual (GMRes) method (G @wiand M Saillard 2001) very rough surface

scattering can at least be solved.

b) Differential Equation Methods

In this section we present the two main differdnéiguation methods: the Finite Element Method
(FEM) and the Finite Difference Time Domain (FDTBiethod. We present the former in greater

detail since this is the method used in this th¢Rsasons for this choice are given in chapter 5).

bl) Finite Element Method (FEM)

The Finite Element Method was developed origindatlysolve problems in structural mechanics
arising during the development of airplanes in1Bd0s. The basic idea was to divide a complicated
structure into different mechanical elements (beagtates, etc.) for which the deformation could be
calculated and then assemble them using linkingtians. The method has since been formalized
mathematically and generalized to a wide number pofblems including in the field of

electromagnetism. It is also generally used irfitdd of fluid dynamics.

In this section we present the basic concepts efitiite element method applied to electromagnetic

problems, including rough surface emission andegag.

The finite element method calculates an approxinsaletion in a finite space, to a set of partial
differential equations (PDESs), satisfying certawubdary conditions on the boundary of the finite
space. In the case of electromagnetism these eqaatire Maxwell's equations in their differential
form. The solution approach is either to elimintie PDE completely, i.e. for the case of steadiesta
problems, or to render it into an equivalent ordindifferential equation (ODE) (one with only one

variable) which is then solved by standard techesqu
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In the following we will describe the main stepsgalving electromagnetic problems by the finite
element method, which leads us to solve the eleegnetic fields in the calculation area. We then

describe how the scattered electric field in thditdd region can be calculated from this value.
Step 1: Establish the physical equations

The first step is to establish the physical equatidhat we wish to solve. In the case of
electromagnetism this is Maxwell’'s equations, whach usually rewritten in terms of potentials. For
example in the case of electro- and magneto- st#tie equations can be rewritten in terms of scalar
potentials, which are then easier to solve sineg tiave one degree of freedom (the scalar V)
instead of three (vector H or E). Reduced scaldemnii@ls and vector potentials can also be used,
depending on the problem. In the following we cdesithe case of an electrostatic problem in order
to illustrate the basics of the FEM approach. Wasader this problem since it is simple but the

concepts can also be extended the scattering cf@teagnetic waves: the problem at hand.
For electrostatics we wish to solve Maxwell’s fiesfuation in terms of the electric scalar potertial
V.eVV = p (in 2D), whereE = —VV.

This can be rewritten as:

w5 Ta(55)) == (336)

Step 2: Discretize the space

The second step is to solve the equations in tiie filimensional space for which we wish to find th
solution, by discretization. Let us consider themdo Q for which we wish to solve an
electromagnetic problem by the Finite Element Mdththe domain, or problem area, is divided into
a mesh of N sub-domains of the same shape, cellbmdentsand the solution found in each element.
The global solution at any point {&is then the solution of the surrounding elemerhat point. In 2-
dimensional problems we often consider triangulégments and in 3-dimensional problems
tetrahedral elements. The points defining the ehdsnare called “nodes” or “degrees of freedom”.
The solution is calculated at each node and therstiution of the element is calculated from the
solution at the nodes and a function to interpdietieveen them. Figure 3.6 shows a triangular elémen

with 3 and 6 nodes, or degrees of freedom.
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3 nodes: 6 nodes:

Figure 3.6: Triangular elements with 3 (left) andrigjht) nodes

Let U(x,y) be the approximate solution for the elememd ¢he exact solution be U. It is usual to

choose polynomials for &fx,y) eg for 3 nodes:

Ug(x,y) =a+bx+cy (3.37)
An element with this solution is known as a firs@r element.
For 6 nodes the polynomial solution is:

Ug(x,y) = a+ bx + cy + dx? + exy + fy? (3.38)

A 2-dimensional element with this solution is knoas a second order element. Once we know the
solution at the nodes we can calculate the valethé constants a,b,c (or a,b,c,d,e,f) and we tteve
solution for the element. For example let us carsaltriangular element with nodes 3 nodag/{x

(X2,¥2) and (%,Ys). (3.37) must be true on the nodes so we can:write

Ug(x1,y1) =a+bx; +cy; (3.39a)
Ug(x2,¥2) = a+bx, +cy; (3.39b)
Ug(x3,y3) = a+bxz +cy3 (3.39¢)

From these equations we can rewrite the coeffisianb and c in terms of the solutions at the nodes

and the nodal coordinates. Substituting these egjes into (3.37) and simplifying we obtain:
1
UG y) = Xii 5 (pi + 4ix + 1iy)Ug(xi, Y1) (3.40)

1 x4 »n
1 x ¥y
1 x3 y3

where=

Also p; = x,¥3 — X3V, Q1 = Y2 — V3, I'1 = X3 — X, and the remaining terms,[p, r, ps, G, 3 are

obtained by cyclical permutation of the indices.

(3.40) can also be rewritten under the form:
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Ue(xy) = X &% Y)Ug (x;, i) (3.41)

wheredk (x,y) is the interpolation function or “shape functiogfyen by:

dE(xy) = %(pl + q1X + 11y) (3.42a)
PE(x,y) = %(pz + q2x + 15y) (3.42b)
b3 (6 y) =5 (P3 + dsx +13Y) (3.42¢)

In doing this we ensure a continuous solution. eNbat this procedure also applies for more than 3
nodes, leading to shape functions of different forBo far, we have reformulated the problem so that
each node has an associated solution and shapg®mfurithe shape function is known, but the solution
unknown. The form of the shape function is chodethe start, usually to be polynomial. The overall
solution for the element (as a function of positiewritten as the sum of the solution of eaclitof
nodes multiplied by the node’s shape function. ifid the solution of each element we therefore need

only to find the solution at the nodes.

¢L(x,y)can take various forms including linear as in theva@ example, in which case it is called a
form function, and quadratic, calleblasis functions It is usual to choose Legendre polynomials as

shape functions. e.g for a 1-dimensional elemetit nodes:

PE() = (3.43a)
GEC) =2 (3.43b)

Since (3.42a), (3.42b), and (3.42c) must redudbdmodal solutions &fx;,y;) when (X,y)=(xV:), we

observe that the following identities are true:

¢E(X1'Y1) =1 ¢E(X2'YZ) =0 ¢E(X3'Y3) =0
¢%(X1'Y1) =0 ¢%(X2'YZ) =1 ¢%(X3'Y3) =0
¢%(X1'Y1) =0 ¢%(X2'YZ) =0 ¢%(X3'Y3) =1

In other words a node’s shape function varies foiwn the node itself to zero on all other nodes,
implying that the effect of one node is zero oroéitler nodes. We also note that, in order to miarsta

continuous solution the following conditions mustdatisfied:

1. A node belonging to several elements must havesdéinge value in each, as must each

point on the boundary between two elements.
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2. The shape function must fall to zero outside tleenelnt (so that nodes only have an effect

on the element they are in).

Condition 1 can be written mathematically as fobowor any point (x,y) on the boundary between

two elements E1 and E2, we have:

U(x,y) = Ug1(x,y) = U}is1¢}31(x; y) = Ug(xy) = Uliszq)}sz(x: y) (3.44)

It is important to have a continuous solution tog potential since the electromagnetic field vectyr

D, B and H must be continuous in space in ordéetphysical.
Step 3: Application of the weighted residual method

Thus far we have formulated the problem over tlserdie domain into a set of nodal solutions and
shape functions but we still have to calculate beal solutions. As a first step towards this we
regroup the solutions of each element into a glebhltion and impose conditions so that this sokuti
satisfies the original defining equation. To dohbof these we can either applyesidual methoabr

we can determine aariational functionalfor which stationarity is sought. The former i€ ttmethod
most commonly used since it is comparatively simpled easier to understand and apf@@glerkin’s
method of weighted residuals a particular form of a residual method and islely used in

electromagnetism. We will therefore focus on thetmod.

Since the solution obtained by the finite elemesthad U is only approximate to the exact solution
U (ie Uz#U) this introduces a “residual” in the defining etjon. For example in the case of

electrostatics we have a residual “R” in Maxwelifst equation:

OedU+p=R (3.45)

In order to satisfy the original equation definthg problem, (3.36), over the dom#&n we force R to

be zero as follows:

J'QwRdQ =0 (3.46)

where w is a weighting function ailis the domain over which the condition is forcék replace R

by the defining equation, which in the case of lagteostatic problem is:

[ whte ou+pla=0 (3.47)

Applying Green’s theorem we obtain:
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vai[] @ OUg +pjdQ = §S(Q)w OU [ds— f 0U £ CwdQ + j wpdQ (3.48)
Q Q

where SQ) is the boundary of the domaihand ds is an element of the boundary. This pesvitie
governing equation that must be solved for eacmefe. Note that the first term on the right hartt si

of the equation relates to the boundary conditarthe last term is called the “source term”.

In the Galerkin method, the shape functions are aéed as the weighting functions. Furthermore we

can integrate the above equation element by eleasesiailows:

> _Lf[ OU 0, —p@, JdR =0 (3.49)

n=1,N
where n is a generic element and N is the numbeleofients in the solution domain.

Replacing i by the nodal solutions and shape functions, we integrate the right-hand side of
(3.48), obtaining a matrix equation for each elemEar example in the electrostatic case the second

term of (3.48) can be rewritten as:

G101 1 Oy 1l OOz +rofg || Uy
) 0Oy 1l Qo0 +rolp  Oal3 +rofs | Uy
Oi03 trl3  Qx03 +Tror3 O30z +rafs | Us

This matrix is known as the “stiffness matrix”.

1
. . D
The third, source term can be written gg 1.
1

Summing elements therefore requires assemblingailtices into a global matrix: adding lines and
columns corresponding to the numbering of the nad#se global matrix. Our next steps are to insert

boundary conditions and solve this matrix systeigia linear system solving technique.

Note that the source term does not depend on unkmmientials or the location of nodes and so is

assembled on the right-hand side of the matrixesyst

In order to obtain a solution we must specify whappens on the boundary of the problem domain.
This comes from the first term on the right hartksif (3.48). This term must be equal to zero since

the numerical procedure imposes that the sum ahtbgrals o2 be zero. So we require:

77



it;w OUg [ds=0 (3.50)
S(Q)

There are two types of boundary conditions thatienthis: 1) the Dirichlet boundary condition where
the potentials are known on the boundary and thighting functions are set to zero for all boundary
nodes where the potential is known 2) the Neumamumdéary condition where the potentials are

unknown on the boundary in which caS® [dsis set to zero, which means that the E field is

tangential to the boundary.

In order for the solution to be physical the follog/conditions must be fulfilled:

1. Over the exterior boundary eitheg Ur% (or a combination of both) must be prescribed

2. Ifonly % is prescribed the solution is not unique

3. For an infinite problem the potential must be regat infinity (i.e. the solution decays to

zero at a specified rate)

We have now presented the main steps requiredimga@n electromagnetic problem using FEM. In
order finding to apply these steps it is often pcat to use different coordinate systems includimg
global coordinate system, a local system for eéament or a natural coordinate system (in triangula

elements, barycentric coordinateandn).

If Legendre polynomials are chosen for the shapetion, the coordinate transform from a local
system (based on the two nodes) to a global systanthen be performed using the same element

shape functions e.g.:
x = Ugx; + Udx, (3.51)

As well as calculating the potential we must alsdcalate derivatives of the potential to obtain
electromagnetic fields E, D, B and H. To simplifyist process the derivative is calculated in local

coordinates and then these can be transformedotmalgterivatives using the “Jacobian” which is

defined as:
x 2y
FI)
01 =15 o (3.52)
on o
where:
9 UL oUZ
a—’g =Xt K (3.53)

Global derivatives are written in terms of locafidatives as follows:
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auk U

ox | _ —1] 9%
auy| = U] ol (3.54)
dy on

Thus solutions can be obtained for each elemeritsiriocal coordinate system and the solution

transformed to the global system, before colledtireggelement solutions into the global solution.

b.1.1)Near to Far Field Transformations

FEM computes the total electric and magnetic fighdthe calculation area as shown below in Figure
3.7. The total calculated field,E is the sum of the incident and scattered fielels, and Ecau

respectively.

TOTAL FIELD T Virtual surfaces
calculated by FEM

/\/\/

Figure 3.7: The FEM calculation area

In order to calculate the bistatic scattering doefht and emissivity we require the scatteredifiel

the far field region. The scattered field in thécakation area can be calculated frog-Ej,.. Once we
have our scattered field in the calculation areamuest perform a transformation to the far field
region. In order to do this we select a surfacesunfaces in the area or on the calculation area
boundary to be known as the “virtual surface”. Taegential components of the scattered field are

calculated on this surface (by FEM); &d H, and from these values we obtain equivalent sarfac

currents:
JS = fixHS (3.55)
MS = fixES (3.56)

Where n is the outward normal vector on virtuafate S. The scattered far fields are then found by

the transform of the currents over the free spaeei®s function, as with MoM.

b2) Finite Difference Time Domain (FDTD) method

The finite difference time domain method was orddjinintroduced in 1966 by Yee for the calculation

of near-field scattering from an object in the tidmmain (Yee 1966). It has since been developed to
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also calculate far-field quantities and the stestdye solution. The method is based on approximgatin
the derivative operators in Maxwell's equationshwihite differences, i.edt becomes\t, ox becomes
AX, etc. These equations are then used to calctiéddevalues at a given time step and in a given

element of space from values calculated at a pusvione step.

In this section we show how Maxwell's equations epaverted to finite difference forms and give

conditions for acceptable time and spatial incrasyeas given in Fung et al (1994b).

Following Yee’s notation we define a spatial incesmA, whereA=0x= dy= &z, and a time stept.

Then we denote a mesh point as:

(i, 1, k) = (A, jA, kD) (3.57)
and any function in space and time as:

F"(i, K) = KA, . ka,ndt). (3.58)

The differential operator within the curl operatmr Maxwell's equations is discretized using the

central difference approximatioiny derivative of Fwith respect to space and time is approximated

as.:
0 cne i< F+12 K -F(i-1/2 j K)
axF (i, j, k) n (3.59)
O o F™26 5 k) -F"Y2( k)
—F"(i,j,k) = = —
" (i, j, k) % (3.60)

where X may be replaced by y or z and i exchanged &nd k in (3.59) to obtain the equivalent

derivative with respectto y or z.

Applying these approximations to Maxwell's equasiofee obtained the finite difference approximate
expressions of Maxwell's curl equations by positigndifferent field components on a unit cell, as

shown in Figure 3.8.

The finite difference approximations for the y canpnts of the E and H fields were obtained as:

HYY2(i+1/2,j,k+1/2) =H) M2 (i+1/2, jk+1/2)
3t

(3.61)
+
n(i+1/2, j,k+1/2)

EN(i+1/2, ,K) - E"(i+1/2, j,k+1) +ED(i+1 j,k+1/2)~E"(i, j,k +1/2)

and
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a(i, j+1/2, k)t

l . . — . .
Ey™ (i, j+1/2,k) —{1— }E;(I, j+1/2,k)

e(i, j+1/2 k)
ot o o
——  H™Y2( j+1/2k+1/2)-H™V2 (i j+1/2,k-1/2 3.62
ST AL )-HEY2(, ) ) (3.62)
ot

m[H M2 (14172, j+1/2,K) - H Y2 (i-1/2, j+1/2, k)]
e(i, ]

i E,(i,j+0.5/k+1)
H,(i+0.5,, g
&ﬁ+o_$j H/xp H, E,(i,j+1,k+0.5)

X . |

/ H,(i+1j+0.9,k+0.5)
.......................... >)____$———--—————

/
7
e

- Hz(i+0.5,j+0.5,|<) Ex(i+0.5,j+1,k)
E(+1,+05K

origin (i,j,K) - ] E)

s

F'S

v

X

Figure 3.8: Position of the field components inrat cell of the Yee Lattice. Vectors in blue

represent magnetic, H, fields and vectors in blegkesent electric E fields.

Therefore the H field at a certain position andetiim calculated as a function of the H field as thi
position in a previous time increment and also Ehéeld in the current time step but in adjacent
positions. The E field is calculated in the samg as functions of itself at a previous time and lthe
field in adjacent positions.

To ensure an algorithm which is stable and accumaaditions are imposed on the spatial and
temporal incrementa andot. According to Taflove and Umashankar (1989% A/10 is sufficient to
obtain a solution with an uncertainty of less th@fo in the near fields due to the approximation of

the spatial derivatives. To ensure stability i fime stepping algorithmdt should satisfy the
following (Fung et al 1994):

st<[(ox)2 +(oy) 2 +(52) 2| VPt (3.63)

where G is the maximum phase velocity of the incident walver a cubic lattice wher€.63)

reduces to:
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5t < Ax (V3. (3.64)

As with the Finite Element method, conditions mibstdefined on the boundaries of the calculation
area that determine the behavior of the electret raagnetic fields at these boundaries. For example
we can mathematically impose total reflection oe thoundary, or radiation to infinity. These
conditions are necessary for a numerical solutmrbe found. Substituting these conditions into
equations (3.61) and (3.62) reduces the unknowrlseimumerical equations and allows them to be
solved. As with FEM, FDTD calculates the total Etemagnetic fields in the calculation area. The
scattered electric field in the far field regionnche calculated by defining virtual surfaces and

performing a near to far field transformation, asatibed in section bl).

3.1.3.3 Selection of the appropriate numerical approach

We have now described several different numerippt@ches which can all be used to model rough
surface scattering and emission. In order to chadseh method to use we must consider the required
application, since each method has its advantaggslisadvantages and is consequently better suited
to certain problems. However, in general a methag be considered to be “better” if it has a lower
calculation CPU time and memory requirement (is l&somputationally costly”) and/or a higher

accuracy. Usually a compromise has to be reach®ebba these two ideals.

In discussing computational time and memory requénets of different methods it is important to
understand the meaning of sparse and dense maticggrse matrix is a matrix populated primarily
with zeros. Physically this corresponds to loosalypled systems such as a line of balls connegted b
springs. A dense matrix on the other hand is pilgngsopulated by non-zero elements and
corresponds to strongly coupled systems such asup @f balls each one connected to all of the
others by springs. Computationally, sparse matrizeseasily compressed and stored and specialized
algorithms and data structures can be used which #alvantage of their sparse nature and are
therefore less computationally costly. Numericakhnes which solve sparse matrices are therefore

less computationally costly.

Differential operators arcal and therefore lead to sparse matrices, assggpto integral equations
which lead to dense interaction matrices. This rm¢hat the FDTD and FEM methods are faster and
less memory consuming than the traditional Methodl@aments. A large amount of research has gone

into developing fast solvers for MoM while maintaig the accuracy of the solutions obtained.

As with MoM the Finite Element Method (FEM) requsréhe solution of a linear system but with a
sparse matrix, so that matrix-vector multiplicai@re less computationally costly. FEM is well sdit

to inhomogeneous problems with complex geometries.
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MoM methods are well suited to rough surface sdatieand emission problems since they use a
surface mesh, making the meshing more accuratalbvdng calculations to be done for much larger
surfaces without greatly increasing memory requéet® or calculation time. Also for differential
methods error can accumulate with surface sizereasefor MOM error is size independent. However
traditional MoM methods were slow because of theessity of solving and storing dense matrices. A
large amount of research has gone into developasy $olvers for MoM while maintaining the
accuracy. Currently MOM-based fast solvers areidensd to be the most accurate methods available

for rough surface scattering and emission.

For the general inhomogeneous volume problem inese desirable to use a volume-meshing
approach such as FEM. FEM has a more flexible mggttiocedure than FDTD. This makes the FEM
method well suited to heterogeneous structuresesine mesh shape and size can be modified as
required around the object, with larger elementsha@amogeneous areas and smaller elements in
heterogeneous zones. Alternatively the volume mleg@quation method can be applied for

heterogeneous media.

FDTD calculates the solution as a function of timeereas FEM and MoM calculate directly the

steady state solution so FDTD is better suitedoblpms where the temporal response is required.

FDTD is a good method for time-domain or broadbscattering results as it provides these directly.

It is a straight forward method flexible enougthtndle a wide range of problems.

3.1.3.4 Validation of Numerical Methods

In section 3.1.3.2 we presented the main numemedhods that can be used to calculate rough surface
scattering and emission in general, and the so#tef a soil layer of homogeneous moisture content
in particular. We then discussed how to select @orapriate method for the required application.
Once we have selected a method to be adoptedpiptant to test its validity, that is to say itner

or not the calculated solution is accurate. The kaswn test of the validity for using numerical
methods to calculate the scattering and emissioa afugh soil surface is an energy check. For
lossless media the sum of the Poynting vector efsitattered field above the surface and the total
field below the surface must equal the Poyntingtareof the incident field. However if the lower
medium absorbs part of the energy performing thisrgy check would involve the integration of

volume density which is harder to achieve.

Other tests include one based on the Lorentz @digrtheorem which is well suited to incident ptan

waves but not finite incident beams.
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3.1.3.5 Problems of current interest

In this section we discuss in more detail the netetnat has been carried out in the field of mioatgl

electromagnetic scattering and emission of rougfases using numerical methods.

Historically, numerical models were developed tmvite an accurate baseline against which
analytical models and their validity regions coblg tested and also to provide results for the cases
where analytical models could not be used. Valhatemains an important application of numerical
methods, and studies continue to be carried ongusumerical methods where methods such as the
standard Kirchoff Approximation (KA) and the smpérturbation method (SPM), as well as the more

recent integral equation method (IEM) fail.

Before the 1990s, research was mostly done fotesteg from 1-dimensional surfaces, including
studying backscatter and bistatic scattering. ferablstudied were also restricted to incident waves
moderate angles relative to the normal. Currenearh of 1-dimensional surface scattering

concentrates on low-grazing angle scattering, wisdtarder to model.

Since the 1990s, with the increase in computatioesburces and improvements to the numerical
methods, attention has turned to 3-dimensionaltesiag, usually of 2-dimensional surfaces.
Investigations of scattering include studying theygical phenomena which typically occur when a
rough surface is present, e.g. enhanced backscHttere have also been studies comparing numerical
predictions with experimental results. Inverse teeaig is also studied as this is important foriddir

object detection by radar, including detection afies for example.

With the development of 3-dimensional scatteringdels it has also become possible to model the
emissivity and in the last ten years attention toased to the passive cageassive remote sensing
requires greater accuracy in energy conservatian #ictive remote sensing. This is because the
relationshipe=1-T relies on energy conservation. The transmissionggnmust be equal to one
minus the scattered energy and if these valuediffierent we do not know whether to take the
emissivity equal to one minus scattering or eqadhe transmissivity. On the other hand (Zhou et al
2004) the bistatic scattering coefficient fluctisatem one realization to another because of speekl
phenomenon where a lot of interference between svakdifferent phases leads to an intensity which
varies randomly, and in the case of scatteringt aflaealizations are required to average this out.
However the emissivity is an integration of thetditis scattering coefficient and this tends to sthoo

out the speckle effect; hence fewer realizatioesuaually required in the passive case.

Emission studies focus on accuracy for cases tkabarder to model such as surfaces of exponential

correlation function with high permittivity.
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Research has also focused on developing the mtusisselves, in order to increase accuracy and
reduce computation time. Much work has been dondeteelop the Method of Moments (MoM)
model, which is well suited to the surface scatgeproblem and gives highly accurate results f@ th
case. Research has focused on speeding up coroputatie whilst maintaining accuracy. The
method of moments is currently generally considecele a reference method for surface scattering
and emission due to the high accuracy of its ptesis and the application of fast solvers coupled

with advances in computer capabilities has madesispractical.

The FEM and FDTD methods were originally developedrovide alternatives to the Method of
Moments, which was considered more accurate, sheeare faster. Both methods have been used to
study the rough surface scattering: the FEM by kbal (1991a and 1991b) and FDTD notably by
Fung et al (1994b). However they became less irapbfor the surface scattering and emission case
as developments in computational resources andilfiee use of MoM, made the more accurate
MoM a practical tool. To our knowledge there are papers that present the emission of rough
surfaces as calculated by the FDTD or FEM. HowelerFD-TD and FEM methods are still useful
for respectively temporal studies and studies ¢érogeneous media. In particular the FEM method
can be extended to study heterogeneous media sutiultiple layers with rough surfaces, dielectric
gradients, and buried objects more easily thaiMbigl. Indeed, the approach adopted for the study of
the soil-litter layer adopted in this thesis uéisan FEM modelling tool, and one of the reasons fo

this choice is its adaptability to multi-layer sttures.

3.2 Modelling the contribution of the litter layer to forest emission at L-
band

In order to explain the role the leaf litter lay#ays in forest emission, and how this can be niedgl

we must start with what is currently known aboueft emission. In this section we present firdily t

general structure of forests. Secondly, we preseriiackground on forest emission, including

experimental results and theoretical models. We thresent and compare attempts that have been

made to include effects of the litter layer in thetiwal models for forest emission. Informationtba

structure of forests is mainly taken from Chukhéant (2006), although some information is taken

from Bonan (2008).

3.2.1 The Forest structure

A third of the Earth’s land surface is covered byekt (about 50 millions of square kilometres). The

distribution of different types of forest over tRarth’s land surface is shown in Figure 3.9:
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Figure 3.9: Global map of the Earth’s forest covBitferent colours represent different forest types

Boreal forests of Europe, Russia, Canada, and tBA bccupy about fifteen millions of square

kilometres. Tropical forests make up about 53%hefworld forest store.

Forests play a key role in the global carbon atrgén cycles and considerably affect the energly an
water balance of the biosphere. Forests excharrgerchoth with the atmosphere and the ground, by
mechanisms such as photosynthesis, autotrophiciragsp, and litterfall. Forest-atmosphere
interactions are complex and non-linear and a foresearch has gone into understanding the
processes involved. Forests transfer water to ttihesphere by evapotranspiration (evaporation from
the ground plus transpiration from the vegetati®ater transferred from the atmosphere to the land
by precipitation is caught by forest vegetation aiter held by the vegetation or funnelled down to
the ground through stemflow. Water is also tramsteéfrom the soil to the forest vegetation by water
uptake. Tropical forests also increase precipitatompared with pastureland. Forests have low
surface albedo (the fraction of radiation refledvgda surface) and can mask the high albedo of snow
allowing more heat to be absorbed by the land. Wewéor the case of tropical forests this warming

is offset by strong cooling through evapotransprat

A characteristic feature of forests is their stnatwr layered structure. The basic components are: 1)
the forest stand (including the canopy and trunRsjhe understory layer, including the undergrowth
(small trees, bushes, ferns etc) and the live @mier, and 3) the ground, including dead litter in
various stages of decomposition, and the underlgwij The stand consists of one or more stratum
formed by trees of different heights and specidge forest canopy contains elements of small size
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(branches and leaves) and has a low density of @.@3kg/m, a large height of 2 — 25m, and a

relatively stable water (gravimetric moisture) conit

The live soil cover includes bushes, shrubs, grasss, and lichen. In the absence of live soil cowe
layer of dead needles, leaves, small branches akdfirms on the soil surface. This litter layes lza
friable structure and dries and moistens fasthdight varies from 0.01 to 0.07m, its mass is 0016~
kg/n?, and its density is 5 — 30 kg/m

Forest leaf litter is fragmented and mixed into kwer layers of the soil, usually within 1 year of
falling from the trees. The reduction and mixingledf litter is largely done by many different soil
animals ranging from microscopic nematodes to la&@ghworms. This decomposition process leads

to distinct layers in the forest floor.

The forest ground can be divided into two layems: forest floor and the underlying mineral soilday
Each of these two layers can be further subdividde: forest floor usually consists of three main
layers, named L, F and H. The L layer is the pnesip mentioned fresh, undecomposed litter layer.
Below this we have the F layer consisting of fragted organic materials in a stage of partial
decomposition. This layer contains mostly organatarials in cellular form, and fungi and bacteria
are common. The H, or humus, layer consists prignafi resistant products of the decomposition
process and has lower proportions of organic matteellular form. The lower portion of the H layer
often shows an increasing proportion of inorganineral soil constituents, but organic components

still dominate.

Below these layers we have the mineral soils, tlinlyithe A horizon which is a mixture of soil and

the humus layer and then the pure mineral soilraye

Temperate forests have two main types of forest flonown as “mor” and “mull”. Mors are found in
cooler climates, often with coniferous vegetatiang decomposition is slow and incomplete resulting
in a thick organic layer. This is largely due tolav earthworm population resulting in little
fragmentation and mixing with the underlying séilulls are typically found in deciduous forests in
warm temperate climates and decomposition of thestdloor is more rapid. Often the fragmentation
and mixing make it difficult to distinguish betwediiferent forest floor layers. Lowland tropics leav
a decomposition process that is even more comatetgapid than temperate forests, resulting ile litt

forest floor mass. Tropical forests in general havebsence of a thick forest litter layer.
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3.2.2 Remote Sensing of Forests

3.2.2.1 Experimental data

Prior to 2000, remote sensing of forests at mick@aMaequencies was usually done using an active
system since this allows us to penetrate the carepy retrieve information about the forest

parameters.

More recently the development of space projecth siscthe SMOS mission has stimulated interest in
studies of forest emission. The SMOS mission igiqdarly concerned with the sensitivity to soll
moisture and measuring other influencing parametecsder to remove them from the signal. Forest
emission is important for SMOS since a significaattion of land pixels is either partially or full

covered by forest (see Figure 3.9).

In recent years several ground-based radiometrasarements for deciduous and coniferous forests
have been carried out (Guglielmetti 2008, Grant7Z2@&anti 2007) with interesting results. Thesedhre
experiments demonstrated the semi-transparenchieofdarest canopy at L-band frequencies which
allows the sensing of the forest ground radiatldowever Guglielmetti et al (2008) and Grant et al
(2007) found that variations in soil moisture hagieak influence on overall emission and reasons for
this were suggested to be litter effects. From Hoeest Soil Moisture Experiment (FOSMEX)
performed by Guglielmetti et al (2008) at a deciggiforest site, it was postulated that a largetifsac

of the rainwater is caught by the litter layer dndnelled through to deeper soil horizons. Under we
conditions the litter layer acts as an absorbethefunderlying soil radiation and also itself endts
strong signal. It acts as an impedance matchingrJayith a permittivity whose value is in between
that of the soil and canopy layers. The “Bray 200dimpaign performed in a coniferous forest by
Grant et al (2007) also showed generally high sceméssivities which were associated with

substantial litter and understory layers.

In order to improve understanding of the electronedig properties of the litter layer, Demontoux et
al (2008) performed laboratory measurements oflittex permittivity as a function of its moisture
content. These experiments were performed for litken from the site of the Bray 2004 campaign,
which consisted of a mixture of decomposed gradspame needles. These measurements were taken

to be complimentary to theoretical models of ligenission.

3.2.2.2 Theoretical Models

Theoretical simulations carried out using physicabdels add important information to our
understanding of forest emission. Measurementsacessarily limited to single forests and single

environmental conditions. Analytical models allow to extend studies of forest emission to several
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cases of possible forest variables, single outritiutions from different forest components and garr

out parametric studies at different frequencieglemand polarizations.

In this section we firstly outline the main foremhission models that have been presented in the
literature and secondly focus on the work preseinethe literature to model the litter layer and

include it in forest emission models.

a) Modelling Forest Microwave Emission

Theoretical models are an important attempt to tstded the complexity of forest emission and in
particular its dependence on many different vaesbHowever in practice only a limited set of fores

variables is available by direct measurements.

The majority of theoretical simulations have so fasstly focused on radar applications, or forest
scattering. However, some physical models of ewnssire also available, notably Ferrazzoli et al
(1996), and Karam (1997). The basic modelling apghndfor forest scattering and emission involves
contributions from discrete forest elements anddased on radiative transfer theory. The medium is
subdivided into three main regions or layers: crottunks and soil. The contribution of each layer
may then be calculated using radiative transfeoriheas demonstrated previously in section 2.5.2.
The relevant emission and absorption propertiesach layer (values afandw) are then calculated

by electromagnetically modelling its componentsjolhincludes leaves, branches, trunks and leaf
ground litter. The single elements tend to be medehs canonical bodies, typically discs, needles,
ellipsoids and cylinders and the contributions freach element are combined using algorithms which

consider multiple scattering effects.

The crown is filled with scatterers representingvks, needles, twigs, and branches. They may be
positioned at different heights, depending on tluperties of the tree species being modelled. Wsual

the scatterers are assumed to be uniformly locaiidih the crown.

Prior to the identification of its contribution tmwrest emission, the litter layer was considered

transparent and generally ignored in the physicalets.

In the next section, as an example, we presenmntiiel proposed by Ferrazzoli et al (2006), which

was later modified by Della Vecchia et al (2007)ncude contributions from the forest litter.

al) Forest Emission model without litter contributioly, Ferrazzoli et al

Figure 3.10 shows a visual representation of thedahdy Ferrazzoli et al (1996), without

contributions from forest litter.
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Figure 3.10: Model of the three forest layers: stilinks and crown

Vegetation elements were represented by cylinderaribus dimensions: those representing the trunk
standing upright and those in the crown of differeendom orientations. Bistatic scattering and
extinction cross sections for each element wereutatied by applying suitable Electromagnetic theory
(such as the “infinite length” cylinder, Rayleighaf&s approximation, etc.) depending on wavelength
and cylinder dimensions. The canopy scatteringuntioly contributions of all elements was then
computed using a multiple scattering algorithm.sThkame algorithm was then used to combine
canopy and soil scattering. The soil was repredeate a homogeneous half space with a rough
interface and its scattering calculated from thie €mi-empirical model. Finally the emissivity bét
whole system was calculated from one minus thecgtlity (11).

b) Inclusion of the litter layer

Since the recognition of the litter layer’s role forest emission, there have been two attempts to
include it in physical models of forest emission: Della Vecchia et al (2007) and Schwank et al
(2008). This topic is still very new and so we naxypect further developments in the future (inclgdin
the work of this thesis). Demontoux et al (200&oaproposed a simple numerical approach for
modelling the soil-litter emission. In all thesepapaches, the litter was modelled as an effective
dielectric medium with a homogeneous effective piivity value. This permittivity value was
related to physical properties of the litter layacluding notably litter moisture content. Theditcan

be represented as an effective medium, at L-baegliéncy, because the components are smaller than
the wavelength. It is also worth noting that sinke litter is a dense medium we expect coherent
effects to be non-negligible and therefore modeltime litter layer in the same manner as the canopy
layer, applying radiative transfer theory, woulddeo inaccuracies.

In the next sections we present the models propbgedella Vecchia et al (2007), Schwank et al
(2008) and Demontoux et al (2008), and then briediynpare them.
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b1l) Model by Della Vecchia et al

Della Vecchia et al (2007) present an updated eersif the forest emission model proposed by
Ferrazzoli et al in (1996), including contributioinem a litter layer (Della Vecchia et al 2007).the
updated version the soil layer was replaced bycaldyer soil-litter system with flat surfaces, aférst
step, where the litter is represented as a layex wiixture of air and dielectric material, as shown

below in Figure 3.11:

- e o = - o
Litter T T T = T

> -

Figure 3.11: Representation of the soil and litegyers

The uniform permittivity of the litter layer was Icalated from the permittivities of the respective
components of dielectric material (leaves and Waead air, with the aim of finding a relationship

with measurable quantities. The permittivity of tbi&electric material,eq,, Was calculated as a

function of the litter moisture using the empiridarmula adopted for vegetation by El-Rayes and
Ulaby 1987.

The permittivity of the mixturegwr, was then calculated from the semi-empirical ‘aefive model”

for mixtures (Ulaby et al vol 1) as:
glitterl/2 = (1 - VF)Eairl/2 + VF“:dml/2 (3-65)

where \f is the volume fraction of dielectric material, exgsed as a function of litter biomass, litter
moisture, litter layer thickness and the densityvater and dry dielectric material (leaves). Aoati
was later assumed between litter thickness aret lifibmass of 0.5 kg/mwhich fits the Bray 2004

measurements.

Soil permittivity was calculated using the semi-émspl model proposed by Hallikainen et al (1985)
and the reflectivity of the overall soil-litter dgsn was then calculated using the coherent multiple
reflection model described in chapter 4, pages Z82-of Ulaby et al (1985a). Note that this is still
considering flat layers. This leads to oscillatiothse to coherent interactions between multiple
reflections which in reality are smoothed by ndtueaiations in the layer thickness around its ager
value and so the trend was modified in order tmielate oscillations and keep the asymptotic values.
In order to do this an exponential function wateéitto the coherent model output (reflectivity as a
function of litter biomass) such that the root meaguiare difference between the function and the

output was minimized.

91



The whole soil-litter medium was reduced to an egjeint single homogeneous half space whose
permittivity was computed by minimizing a cost ftioo proportional to the root mean square
differences between the Fresnel reflectivity of biadf space and the reflectivity calculated frora th
composite soil-litter medium, considering all arsgie the range of 0° to 60° with a step of 10° and

both polarisations.

Finally the roughness of the equivalent half spaees accounted for using the integral equation
method (taken from Fung et al 1994) to calculatelistatic scattering coefficient of the equivalent

half space and combine soil and vegetation scadferi

From this model, the litter was found to behave asatching layer between the soil and the air (or
canopy). The litter layer is less dense than sui so its permittivity is between that of soil asid
which led to the litter layer reducing reflectivity the model and increasing emissivity at the-soil

canopy boundary. This was mostly evident in thé pagt of the equivalent half space permittivity.

Inclusion of the litter layer in the model did naffect the time variation of simulated brightness
temperatures but greatly increased their absokitges (by about 20K). The model was compared to
results of the Bray 2004 radiometry experiment Hraincreased brightness temperature due to the
litter layer meant that the calculate@ @&nd experimental gT' were very close in absolute values.
Inclusion of the litter layer in the model also Iéd an improved representation of the forest

emissivity’s sensitivity to soil moisture.

b2) Model by Schwank et al

Schwank et al (2008) proposed a physically basedeifor the microwave radiation of leaf litter at
different moisture conditions. Like the Della Ve@model, Schwank et al used an effective medium
approach, considering the litter layer as a mixafreeaves, water and air, which each contributed t
an overall effective permittivity of the litter lay. However the Schwank model considers the
contributions of each of the components in a mdrgsjgal way, using physical mixing formulas

instead of the semi-empirical refractive index fatan

The litter is modelled as an isotropic mixture tipsoids embedded in air (see Figure 3.12).
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Figure 3.12: representation of the litter mixture

The ellipsoids represethe lea surround by a layer of free water, to represhe wetting of the lee
surface, and have permittivigea;, Semi axes ap and ¢ (b>>c) and numbeensity n. The air h
permittivity ea=1 and free wter permittivity ey. The ellipsoid leaves arcoated with water ¢
thickness ¢. An empirical moel was used to compute the temporal evoll of the density of th
water column wetting the littep,. (t) , to the precipitation rate P(t) (rain insity in mm per hour’
The thickness of the free veaitcoating is then related . (t).

The leaf permittivity is moded from the microwave dielectric model ofaves proposed by !
Matzler (1994).

The directional dependent pcizabilities of the water coated ellipsoids,, 11, I1;) are averaged in
acordance with the assumedtropy. The overall effective litter permittiviig then calculated frot
these values as well agand r, using the Maxwe-Garnett mixing rule validor depleted dielectri
mixtures. The permittivity is tlen calculated as anction of depthg(z), ancis equal to the litte
permittivity for depths that fallvithin the litter layer and the soil permittivigt depths within the so
layer (see

Figure 3.13)Two Fermi functins are apjied to smooth the transition betweee air and litter layet

and the litter and soil layerg(z) is therefore given b

EL —€p + €s—€
z-7 z-7
1+ex;{—A"] 1+ ex;{—"s]
KaL Kis

Zn. is the average position ohe litte-soil boundary and g the average pdtion of the litte-soil

e(2)=¢ep +

(3.66)

boundary, which two are reld by =z, +<D>, where <D> is the meaiitter layer thickness
Parameters & and ks within the two fermi functions are linked to the stanl deviation of surfac
height of tte litter and soil laye respectively, on lateral scales smaller tharBragg limit, where th
heights are considered to hav Gaussian distribution. These standard devis were estimated to |

1cm. In this way small scale rghness of the soil anitter surfaces is accountfor.



l e(2)

Figure 3.13: representation of the soil and littayers as an effective medium with an effective

permittivity that varies with depth z

A coherent radiative transfer model, based on aixn&irmulation of the boundary conditions at
dielectric discontinuities derived from Maxwell'sjgations (Bass et al 1994), is applied to calculate

the overall reflectivity fronz(z).

In order to account for large scale variationstier depth, the reflectivity for each litter defh was

computed as the average reflectivity over a deptnD, .

b3) Numerical Approach proposed by Demontoux et al

In order to improve understanding of the electronedig properties of the litter layer, Demontoux et
al (2008) performed laboratory measurements oflittex permittivity as a function of its moisture
content. These experiments were performed for litken from the site of the Bray 2004 campaign,
which consisted of a mixture of decomposed grasgispitme needles. These measurements were used
to derive an empirical relationship for the litgeermittivity as a function of litter moisture. The
authors then proposed a simple numerical model evtier soil litter system was represented as two
dielectric layers with flat surfaces. The soil pétivity was calculated from the soil moisture, ngi

an empirically derived relationship and the litparmittivity was also calculated from litter moistu
using an empirical relationship derived from laltorga measurements. The emission of the soil-litter

system was calculated at nadir (0°).

3.2.3 Discussion

The identification of the role the litter layer péain forest emission is an important discoverygsiit
means that, unless we find a way to account forrambve the litter effect, we will be unable to
retrieve soil moisture over forests under high muwes conditions. It is worth noting however thatth
may not be the case for all forests since the’litteontribution to the emission is restricted toests
with a significant litter covering (which discountepical forests for example) and may be restiicte
to certain litter types, for example with a largafl surface area. The dependence on litter typtllis

to be investigated.
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Theoretical models could play a key role in imprayviour understanding of the effect of the litter
layer since if the model is complete it allows asvary the many different parameters involved and

identify the key affecting factors.

So far the only two attempts have been made to htbdecontribution of the litter layer to forest
emission: models proposed by Della Vecchia et @D72 and Schwank et al (2008). Both models
focused on calculating the permittivity of the dittlayer as a function of its physical parameters,
including moisture content. Della Vecchia et alcoddte this in a more semi-empirical manner and
Schwank et al in a more physical manner. Della Yecet al calculated the emission of the soildlitte
system using a coherent multiple reflection modad #he rough surface of the litter layer was
accounted for by representing the soil-litter medas a single homogeneous effective medium with a
rough surface, whose emission was calculated utiegQ-h semi-empirical model. Schwank et al
calculated the emission of the soil-litter systeyn rbpresenting the soil-litter system as a single
medium with a permittivity varying with depth. Theugh surfaces were accounted for as variations in
the permittivity constant with depth. In summarglla Vecchia et al applied an exact electromagnetic
model to calculate the soil-litter emission butyotdok into account the litter layer roughness, tmsl
was accounted for using an approximate method h@mwther hand Schwank et al accounted for both
the litter and soil rough surfaces but in an apjnexe manner, considering only the standard

deviation of surface height and not the autocaticidength or autocorrelation function.

The two models are therefore both approximate & \ilay they deal with litter and soil surface
roughness, but they both provide first attemptsastulating the permittivity of the litter as a fition
of its physical properties. More research is regfljirparticularly in experimental data on the litter

permittivity, in order to further test the validitf these models.

A numerical modelling approach for calculating theil-litter emission was also proposed by

Demontoux et al (2008), based on the Finite Eleriethod. Calculations were performed for a two

layer system, with soil and litter permivities. Bdayers had flat surfaces and the emissivity was
calculated only at nadir (0°). The litter permiiiiyywas calculated as a function of litter moisténam

a relationship determined experimentally from labory measurements of litter samples taken from
the Bray 2004 site (Grant et al 2007). Note tha& thas a first step in the model that was later
developed for the work of this PhD.
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3.3 Choice of approach for modelling the soil-litter Lband emission in this
thesis

The objective of this thesis is to develop anddatk a modelling technique that allows us to sthdy

microwave emission of the soil-litter forest systdrhe modelling approach that we adopt must allow

us to model all important features of the soil &ttdr layers as well as the measurement conditadns

the SMOS mission. This includes the following featuof the soil and litter layers:

1. Soil layer:

- Temperature gradient (modelled ag)T

- Soil moisture content, which varies as a functibdepth

- Rough surface

- Inclusions such as rocks or stones (in some cases)
2. Litter layer:

- Adense layer of organic debris

- Rough surface

- Litter moisture content

- Litter depth

In order to reproduce the measurement conditionhh®fSMOS mission, we must also be able to
perform calculations of the emissivity for two pa¢ations, H and V, at all angles from 0° to 50%d a
for different permittivity values covering the rangf soil and litter moistures. These requiremengs

summarised in Figure 3.14.

As we have seen, the soil layer can be represeméed homogeneous dielectric layer with a
permittivity eso; Which can be calculated from the frequency, salsture content, soil texture and
soil temperature. There are various algebraic nsottedt allow us to do this, including the model
developed by Mironov et al (2004). Thus the moisttwntent and soil texture can be accounted for in
the soil’'s dielectric permittivity constant. Theayall emission of the soil layer can then be calmd
from its effective permittivity and as a functiorf ibs roughness (standard deviation of surface
heightg, autocorrelation length, ;L. and autocorrelation function) using either a semipirical
approach, a numerical method, or an analytical atkths discussed in section 3.1.2. Since volume
effects are non-negligible at microwave frequendmslow soil moisture it may be important to
model heterogeneous features below the soil's seyfahich includes soil moisture and potentially

temperature gradients and in some cases incluscnas buried rocks can have an effect.
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Figure 3.14: The features of the soil and litteydas and measurement conditions that

must be modelled in the approach adopted

The litter may be modelled in a similar mannerhe toil layer: as a homogeneous layer with an
effective dielectric permittivity constanty.;, which can be calculated as a function of its pials

parameters using a standard mixing model sucheamtdels used by Schwank et al (2008), or Della
Vecchia et al (2007), or an empirical, experimdptdetermined relationship (e.g. Demontoux et al

2008), and a rough surface accounted for usingobttee methods presented in chapter 4.

Thus we can model the soil-litter system as twdedteic layers, each with a rough surface. It may b
important to include heterogeneous features suchaisture gradients or buried objects (rocks,
stones, etc.). The emission of each dielectricrlagald then be calculated as discussed in chdpter
using the semi-empirical Q-h model, an analyticaldel such as IEM, or a numerical approach.
However we require the combined emission of thelayers. If we chose to use one of the numerical
models presented in chapter 4, we could equallgutate the emission of two layers as of one, since

results are obtained by solving Maxwell's equatidirectly for the desire structure. If we were to
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apply an analytical or semi-empirical approach,omald calculate the emission of the whole system
using radiative transfer equations, or an electgpratic approach such as those adopted by Della
Vecchia et al (2007) or Schwank et al (2008). Havene may lose information due to reflections
between the two rough surfaces. Also we cannot inamlame effects with the analytical approach
and with the Q-h approach we would not be abletudysthe effects o6 and L. Furthermore we
could not model heterogeneous features such agureigradients and inclusions using an analytical

or semi-empirical method.

In this thesis we therefore chose to use a nunmemaroach since it is the most accurate of all the
methods, and it also allows us to include all @guirements, including in particular the inclusmn

heterogeneous features such as multilayers.

We now consider the choice of numerical modellimpraach for this thesis. In constructing a
numerical model which solves Maxwell’s equationsdaiven structure, there are several steps which
must be completed. The numerical equations of ¢élected method (MoM, FEM, or FDTD) must be
developed and written as a code (usually in Foytridue structure (including rough surfaces) created
and meshed, boundary conditions and calculatiorditons (frequency, incident beam, incident

angle) defined and the numerical equations solwdidd mesh.

It is possible, and even common, to write a codesbh step and a code to run them together. This
process is a long one and takes many years of v@ftkn, laboratories develop and improve such
codes over time and it involves the work of marfyedent people. The advantage of writing codes is
that they can be adapted specifically to the srecto be studied, such as to the rough surface
scattering case. For example some MoM based caes lfeen speeded up thanks to characteristics
particular to rough surfaces, and the Thorsos tgpaorsos 1988) which has been developed

specifically for rough surface scattering appliocas can be included.

Alternatively it is possible to purchase commeraaftware designed to solve Maxwell's equations
numerically for a number of different problems athpt this software to the problem in hand. In this
case we are able to skip the stages where the mainequations are written and the meshing
procedure is established and begin working direatiythe application. We benefit from a meshing
procedure, a powerful tool for creating geomettiactures, and a calculating code, all of whichéhav
been optimised and are continually being updatet] aptimised by the software developers. This
makes the process of developing the model muckrfasince a lot of the work has been done for us,
and we are able to generate and analyse results sagner. The disadvantage is that we cannot
develop or adapt the code for the rough surface aad we may come across limitations. However if

we choose a flexible software tool, we can keepdhestrictions to a minimum.
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For the work of this thesis we decided to adoptabeond method of developing a procedure using
commercial software, in the interests of being dabl@apply the model more quickly. Furthermore,

prior to the start of this PhD, the IMS (Integratidu Materiau au Systeme) laboratory, where the
work of this thesis was in part carried out, alseamlvned electromagnetic software and was

experienced in its use.

The IMS laboratory owns software based on the FDif&hod and also software based on the FEM
method, both of which can be used to model theteyitag and emission of rough surfaces. In
choosing which of the two to use we must considgaira the afore-mentioned requirements,
summarised in Figure 3.14. In addition to thesdofac the model must be practical for the use of

creating a database.

We chose to use the FEM software, Ansoft's HFSS@tHFrequency Structure Simulator), because
it fulfils these criteria. It is based on the fmielement method which is well suited to calcutatin
solution to Maxwell's equations for heterogeneotrsictures, and so can be easily extended to
considering multilayer structures and even inclgdimisture gradients and inclusions. Also, there is
the possibility to vary certain parameters sucheislent angle and permittivity (soil moisture) ki

one calculation. This will be useful when we regquiesults of many different values of soil moisture

and measurement angles for the database.

A MoM method was not adopted because whilst ihés most accurate method for calculating rough
surface scattering it is not well suited to hetermpus structures including multilayers and/or
temperature and moisture gradients. The approacblafeed in this thesis allows us to model two

dielectric layers with rough surfaces, which toedlads not been done with the Method of Moments. It
can also be extended to include temperature ahchs@ture gradients, which has not been done with
the Method of Moments.

Our general approach was to develop a method foulaéing the emission of the soil-litter system
and then validate it, first for the bare soil eriasand secondly for the two layer soil system.sThi
validation process is important since there areeatly no results published of the rough surface
emissivity and only a very few papers of the rosghface scattering, as calculated using the Finite
Element Method. Furthermore there are no resultewgh surface scattering and emission published
using the HFSS modelling tool. Therefore it is impat to validate first for a single layer with a
rough surface, and secondly for the two-layer sgstdote that although Ansoft's HFSS tool was used
to perform numerical simulations, it forms only artpof the whole approach developed to calculate
the scattering and emission of the soil-litter ctmee. In this thesis we will refer to this whole

approach as the numerical FEM approach.
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CHAPTER 4. THE NUMERICAL FEM APPROACH DEVELOPED
FOR CALCULATING THE L-BAND SCATTERING AND
EMISSION OF THE SOIL -LITTER SYSTEM FOUND IN FORESTS
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4. The Numerical FEM Approach developed for
Calculating the L-band Scattering and Emission oflie
Soil-Litter system found in Forests

In this section we present the numerical modelapgroach developed in this thesis to calculate the
scattering and emission of multilayer heterogendotsst structures. In section 4.1 we present the
approach developed and in section 4.2 we pressensgitivity study that was carried out to determine

values of model parameters.

4.1 Model Description

The numerical modelling approach developed during thesis relies on the use of Ansoft's HFSS
(version 12.1) simulation softwarahich in turn solves Maxwell’s equations using Figite Element
Method. At the start of this PhD, a simple HFSS eillatg approach had already been developed in
the IMS laboratory, to model the emission of thi-lgter system. In this approach the soil andelit
media were modelled as dielectric layers with flatfaces and the emission was calculated only at
nadir (0°). For the work of this PhD, | developdustapproach to include rough surfaces and to
calculate both the scattering and emissivity ofgb-litter a system over the whole range of asgle
(6=0 — 90°) and both H and V polarisation.

In the following sections we present an introduttio the HFSS software and then describe each
stage in the numerical FEM approach developed toulede the scattering and emission of
multilayered forest structures. Lastly we presepeespective on how the procedure could be adapted

to future applications.

4.1.1 Ansoft's HESS software

Ansoft's HFSS software is a numerical modellingtsafe tool that calculates the electromagnetic
field using the Finite Element Method, describedgéttion 3.1.3.2b1). The reasons for our choice of

this software are given in section 3.3.

HFSS combines a 3D graphics design tool, an automagshing tool, a numerical solver and an
application for post-calculation results analysi#, of which can be controlled in the HFSS user
interface. This interface includes a number of wind and commands that allow us to set up a

calculation and view and export results. The twénmandows are the calculation area and the project

'HFsS product website : http://www.ansoft.com/prdelind/hfss/
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manager. The calculation area shows a visual rept&son of the object for which we wish to
perform a calculation. The object is built or imfgal in this window. We can then select the object o
any of its faces, and apply material propertiebarndary conditions to them. The project manager is
where all the calculation conditions may be defiaad the post-calculation results analysis may be
controlled. Other windows allow us to see the pgeg of a calculation, including any errors which
have occurred, view and export results, and viesr ¢bnvergence obtained during the meshing

procedure.

The basic HFSS procedure is to create or impadruatsre, apply material properties to this struetu
set calculation conditions, start the calculatiod ghen view and export data once the calculason i

finished.

4.1.2 Calculating the scattering and emission of forest mitilayer structures using a

numerical FEM approach

In the approach developed during this thesis, tileaad litter layers are represented as homogesneou
dielectrics with randomly rough surfaces. It isoalgossible to extend the approach to include
heterogeneous features of the two layers, suckrasittivity gradients and inclusions (buried rocks
stones), but as a first step the soil and littgrela are considered to be effective media with
homogeneous permittivity constants. The electaldfscattered off such a structure is calculatéuus
the Finite Element Method, by use of Ansoft's HE®88ware.

The approach developed during this thesis for tatliclg the scattering and emission of multi-layer
forest structures with rough surfaces follows teaal HFSS procedure with some developments, and

involves the following stages:

Creating the required rough surface(s)
2. Building graphically the structure to be studiedhgsone or more of the rough surfaces and
then exporting it into a HFSS project
3. Adding extra features to the structure with HFSE,nécessary, including inclusions,
temperature and moisture gradients
4. Applying calculation conditions including
- boundary conditions
- incident beam set up
- optimetrics: a “sweep” different values for a giweariable
- convergence conditions necessary for the meshmgegdure
- the far field sphere on which the scattered eleéiid will be calculated

5. Running calculations and post-calculation resutesysis
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6. Exporting the calculated scattered electric field
7. Repeating all the previous stages for N differemtages, creating N different HFSS projects

and exporting N sets of results of the scatteredtet field

These different stages, and the software tools asedch stage, are shown in Figure 4.1.

We present each of stage in depth in sections.4.t021.1.2.3.

v

1. Create one randomly rough surfage
R Programme (bare soil structure) or two randomly

rough surfaces (soil-litter structure)

1

2. Create the volume to be studied

C4W's 2D Shop

Model Design l
Repeat steps 1- 6

3. Import the volume into HFSS A Ntimes for N

different structures

l but with the same
4. Set the calculation conditions

roughness

1 conditions

Ansoft's HFSS < 5. Run the calculation

:

6. Export the calculated scattered E
field

\ ]

7. Calculate the bistatic scattering

Matlab coefficient and emissivity, averaging

the scattered Electric field over the N

different structures

Figure 4.1: The different stages in the numericBMrapproach developed to calculate the
scattering and emission of the soil-litter strueuthe different programmes usedédach stage ai

shown on the left.

104



4.1.2.1 Building the structure

HFSS possesses a powerful 3D graphics designhabltlows the user to build many different and
complicated structures. However for this thesis wished to create randomly rough surfaces of
specific autocorrelation functions and valuesoodind L, and this was not possible with HFSS’
graphics tool. Therefore we developed a procedurereating the desired structures elsewhere and

importing them into HFSS.

A 3-dimensional layer with a rough surface is idtroed into HFSS’s calculation area by the
following procedure. Randomly rough surfaces ameegated in the form of {x,y,z} points using the
“R” statistical software©, employing in particuldre “Random Fields” package. These rough surfaces
have guassian random distribution, standard dewiatif surface heightss, and autocorrelation

functions of the following form:

2 2 n
o(F) = ex —[—VXLW} (4.1)

c

L. is the autocorrelation length and the value oétednines the form of autocorrelation function: for
the special cases of exponential and gaussian aubtation functions it is equal to 1 and 2

respectively.

The distance between the points, known as theaisfdresolution”, was set to 1cm for the work of
this thesis. The size of the surface, L x L, mwesthrefully chosen. This will be broached in thetne

section.

It is also possible to introduce roughness profifesasured experimentally. The rough surfaces,reithe
those created using the statistical software, @l profiles measured experimentally, are then
transformed into 3-dimensional layers: C4W’'s “3DoBhModel Design” © software (a graphics

design tool)s used to create solid slabs out of the roughases.

Figure 4.2 shows the procedure for creating volufras the rough surfaces and then importing them
into HFESS. There are three variants of the pro@dhown in columns a), b) and c). If we wish to
study the rough surface only, using C4W’s 3D shauleh design software, we can create a volume
above the rough surface, representing a vacuurs.i$lshown in column a) of Figure 4.2. If we wish
to study the soil volume, including heterogeneitieshe soil (added later in HFSS), we can create a
volume below the rough surface to represent thie @ishown in column b) of Figure 4.2. This can
then be capped by a vacuum above the rough sulfgaeeating and importing the structure shown in
column a). A multilayer structure can also be bljltimporting each different layer using one of the

procedures shown in columns a), b) or c) as apjateprColumn c¢) shows the importation of a
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“middle layer” in a multilayerstructure: a volume with rough surfaces be and above it. In th
following chapters of thishesis we concentrated only on a single homogels layer with a roug
surface, the surface case, ancapplied the procedure shown in columi

Step 1 Transform a surface
of {x,y,z} points into a

smooth 3-dimensional layer

Step z Using C4W's 3D
Shop Model Design
software, extend this layer

vertically to create a volume)

Step < Import this volume

into HFSS’ calculation area

as a .sat file, where materia
properties can be applied

and it can then beeshed.

Figure 4.2:Procedure for creang a 3D structure with rough surface. The the righ-hand columns

show the 3 procedures which can be adoy

This stage of creating a volie in “3D Shop Model Design” is importanecause HFSS canr
perform a calculation on a suce alone. Creating such volumes proved wlt and in order to do s

a powerful graphics tool was fuired, such as C4W'’s 3D Shop Model des

Once a structure has been exted into HFSS it is possible to use HFSS’ grcs tool to build som
of the heterogeneous featureat can be found in e soil and litter layers. Fo:xample HFSS allow
us to easily build regular strures such as spheres, cubes, cylinders, sphe=tc. HFSS also allov
us to apply different actions the objects in the calculation area, such as acting one objecfrom
another, splitting objects ar joining objects together. We can use tf tools to create tf
heterogeneous features, for mple rocks and stones found in the ground be represented usi
spheroids, distributed either mogeneously or -homogeneosly below the oil-air rough surface,
within the volume representirthe soil. Furthermore it is possible to appiemperature and/or sc
moisture gradient to the strure in HFSS. During this PhD, calculations ¢ not performed wit
these heterogenas features, it it would be of interest to test and develoese features in futu

work.
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4.1.2.2 HESS Simulations

Once the structure has beenlt we must set up and run the calculation. wish to calculate tr
resulting scattered electric fiewhen a wavis reflected off the structure. Frcthis we can calcula
both the bistatic scattering cocient and the emissivity. Figure 4shows the st up we require. No
that we wish to calculate the attered electric field in the 1field zone on thexemisphere above tl

surface of the structure.

Reflected ban E;;(65,¢s), Incident beam
off surface j, at ang| E/(8,¢) at angle(8,¢),
(6s,@), polarisation polarizatior

Figure 4.3: HFSS calculation setup

In order to set up this type ofdculation, we must apply material propertiesl boundary conditior
to the structure, set up the inent beam and define the calculn conditions ir:luding the frequenc

of the beam and the converge conditions associated with the meshing prore

The first step is to apply a rmittivity constant € to the imported layer. fe apply the vacuut
permittivity to volumes repreating avacuum and the soil permittivity to vimes representing tt
soil. The soil permittivity can 2 calculated from models such as the modeleloped by Dobson
al (1985) or Mironov et al (201) or measured directly from soil samples tain the field. Tle litter
dielectric permittivity constantan also be calculated or measured. Possiblels for calculating thi
value include dielectric mixinimodels such as the one developed by Sch et al (2008)or Dell:

Vecchia et al (2007).

The next stages arestribed irthe sectior a) to e).
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a) Boundary Conditions

Before performing the calculation, boundary comais must be applied to the boundary faces of the
structure. These boundary conditions describe #igaviour of the electromagnetic field at and
beyond the boundaries, for example whether itdgtad to infinity, absorbed or reflected. Boundary
conditions are necessary in order to obtain a nigadesolution. HFSS allows us to apply a number of
different boundary conditions; the two used inwuk of this thesis are the “radiation conditionida
the “layered impedance” condition. The former “etds” all electromagnetic fields incident on the
boundary to infinity. Note that this condition asss a vacuum inside the boundary and so if applied
to the boundary of a non-vacuum surface there béllreflections. The radiation condition is also
necessary for the near to far field calculatione Tlayered impedance” boundary condition acts as if
there is an infinite material on the other sidehaf boundary. The “starting impedance” is defingd b
selecting a material for the layered impedance Bagncondition. Note that if this is the same &as th
material on the inside of the boundary the Electrgnetic field is totally absorbed on the boundary.
However if a different material is selected therd e reflections. In summary the radiation and
layered impedance boundary conditions provide tabalorption on the boundaries of the calculation
area, the former on boundaries bordering a vacuuhtlze latter on boundaries bordering materials.
The layered impedance boundary can also be useeate a change in permittivity at the boundary,

as in the calculations performed for the work @ thesis.

In our calculations, a layered impedance boundanydition was applied below the structure to
simulate an infinitely deep lower layer. At the t@pd sides of the calculation area radiation boynda
conditions were applied in order to prevent reftaet, as well as to provide “virtual surfaces” tbe

near to far field calculation.
b) Incident wave

For our calculations we required a continuous f#ar incident wave, at an incident anglén the

range of 0° to 90°, azimuth angpe0, and polarization H or V.

The incident wave(s) are set under the “excitatisettion in the project manager. Possible incident
waves include a plane wave and a gaussian beampl&he wave is the natural choice for satellite
radar and radiometer applications. However a gandseam allows us to avoid errors due to “edge
effects” (see section 3.1.3.1c)). Unfortunately thESS software does not allow us to vary the
equations of the wave so we cannot apply the Tisoigoer (described in section 3.1.3.1c)) for this.

The Gaussian beam has the form:
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(x = Xcentre)2 cos” 0 + (y - )/centre)2 (42)
2 )

Ei = exp| -
q g

where (X,y) is a point on the surface,ef¥Yeentrd IS the centre of the surface and g is a meadufreo

beam width.

The type of wave must be carefully chosen as wellha value of g for a Gaussian beam. This is

explained in detail in the next section.

The incident angle of the beam, its polarisationofH/), and, in the case of the gaussian beam, the

value of g must all be defined.

HFSS can calculate the electromagnetic field regufrom a number of different incident angles in
one calculation. This can be done in two diffeneaiys. A sweep of the angle can be included in the
the wave setup, with a starting point, an endingtpand a homogeneous step, for example 0, 30, 60°.
Alternatively a number of different incident beao@n be set up, each with a different angle. In the
first case the disadvantage is that, in our expeegfor complicated structures HFSS is sometimes
unable to perform mesh operations with this kingetup or is likely to take longer setting up sach
calculation. In the second case the disadvantat@i®xporting the data takes longer. This is beea

the results of each angle must be viewed and eagbsgparately and each time a new beam is selected
HFSS must recalculate the far field data. In treosd case it is also important not to apply too ynan

different waves as HFSS may then be unable todisdlution.

¢) Calculation Conditions

HFSS solves Maxwell's equations by dividing theisture in the calculation area into a mesh of small
elements or cells, and then solving for each ta#ling into account the boundary conditions. Once a
solution has been found the mesh is refined manggj with progressively smaller cells, and a new
solution obtained. With each refinement (iteratitihg change in the calculated energy vahle, of
each solution or the change in the reflection ¢oeffit matrix,AS, is obtained. A final solution is

obtained by imposing a convergence criteriom&nor AS.

Before beginning calculations, criteria for a comesl solution must therefore be defined, so that

HFSS knows when to stop the mesh refining proceduis includes a value &E or AS (the change

in energy or the S matrix between passes) whicicatels convergence, the maximum number of

iterations, the maximum refinement per pass, aadrtimimum number of converged passes. In all the
calculations performed during the work of this tkdhe minimum converged passes was set to 2 and
a convergence of 0.03 (3%) &AE was set. A high maxiumum number of passes wasaind 20)

so that a 3% convergence was always obtained.alloiwed us to restrict errors due to the meshing

approximation to approximately 3%. A maximum refiment per pass of 10% was also set.
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Other calculation conditions that must be definetthe frequency and the order. For the work o thi
thesis, the frequency was always set to 1.4GHzdine first application of this model is the SMOS
mission. However the model can be used for diffefeggquencies as required. It is also possible to
perform a frequency sweep with HFSS, where a smiuts obtained for a number of different

frequencies, but this was not considered in thesith However it could be of interest for futurerkvo

The order gives the type of shape functions, usagtié FEM calculation and can be equal to 1 or 2.
An order of 2 refers to quadratic shape functiams @n order of 1 refers to linear shape functidhg
order also indicates the number of nodes on aadiigher order means more nodes. An order of 2 is
more accurate but requires more CPU time and menhotye latest version of HFSS (v12.1.1) it is
possible to set a “mixed order”. This means thaSHFan use different orders on different cells: it
chooses order 2 for more complex geometrical amedsorder 1 for simpler geometrical areas, thus
maintaining the accuracy of order 2 but reducinmgetational cost. In the results presented in this

thesis we chose therefore to use mixed order.

All calculations presented in this thesis were q@enied on a 64 bit machine with 64GB of available

memory.

d) Optimetrics

It is possible to vary the value of certain parargin one calculation by defining an “optimetria”,
sweep over that parameter. The parameter is defisedvariable, which is given a starting value and
then an optimetric of different values for thisiahte may be defined. The optimetric includes tdfs

all possible values. HFSS then calculates autoaibtia solution for each value in the optimetric,
recalculating the mesh if necessary. Parametersvfdch an optimetric may be defined include
material permittivities and dimensions of objeatstlie calculation area, providing changing these
does not add any external faces for which boundangitions are not defined. For the work of this
thesis we were able to calculate automaticallyediffit values of soil moisture, by setting an
optimetric for the soil permittivity. This featud HFSS will also be useful for the future applioat

of creating the final database.

e) Displaying and Exporting Results

The scattered electric field is calculated inside &rea by HFSS. The electric field in the fardfiel
region, at a distance R from surface j;*(Bs,@) is then extrapolated from this value at the wittu
surfaces, a procedure which is described in se&itr8.3b1.1, r is the polarization of the scattere
field, andBs andq, are the scattering angles. This is done by dejiaimear field sphere at a distance
R from the structure. In defining this sphere weaséstep’ for the angles around the sphere, which

sets the integration step in the emissivity caloatalater on. This value must therefore be chdsen
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be small enough so that errors due to discretigirgntegration process are minimized. This will be
addressed in section 4.2. HFSS then performs atodar field calculation from the virtual surfacies
the sphere. The value of R was set to 50m for smalirfaces (L= and 100m for larger surfaces
(L>64), both of which are in the Fraunhoffer far fieljron according to the condition (2.50).

Results of the scattered electric field in theffald sphere may be viewed in HFSS as a table.&hes

results may then be exported as .txt files.

4.1.2.3 Analysing Results calculated by HFSS

The HFSS calculation procedure described in theigus section is repeated for structures with N
different rough surfaces with the same autocolimidunctions and values of and L. This gives us

N HFSS projects and N sets of results gf(Bs @) at all anglesf @) in the hemisphere above the
rough surface. We then calculate the bistatic edaty coefficient, for incident polarization p and
reflected polarization q(;rpqo, from the reflected electric field averaged ovérM surfaces. This
averaging process is done in order to approaclvahee that would be obtained for the case of an

infinitely large rough surface. The bistatic scattg coefficient is calculated from the following:

2

2 N
qu (esv(ps; 9, (P) = L L Z (43)

: 2 N
A [Eqe o M=

E;,j (esv(ps)

where 0,¢)is the angle of the incident wavés, () is the angle of the reflected wave, N is the number
of surfaces to be averaged oveg; As the effective area of the surface illuminatew fqi is the
incident electric field with polarization g. Forgaussian incident beam the effective area is gyen

A«=Tg"/(2co®) and in the case of a plane wave it is simplyttial area of the surface illuminated.

The bistatic scattering coefficient calculated 3] contains both coherent and non-coherent
components. The non-coherent component can bedddliaom (3.23). The values of g and N in this
equation must be carefully chosen: this will becdssed further in section 4.2. The backscattering
coefficient is the bistatic scattering coefficidot the monostatic case 08s(@)=(0s@st1) i.e. the
reflection angle is equal to the incident anglee €missivity of the surface measured at polaringhio
€,(0,p)can be calculated by integrating the bistatic scay coefficient over half space (Peake 1959),
as follows. The emissivity is calculated from tleflectivity I';(8,¢) using (2.83) and the reflectivity is

in turn calculated from the bistatic scatteringftioent by the following:
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_ 1 1 0 _ 0 . -
(8.9 _—”upper —[Gpp(es,(ps,e,(pﬁ opq(es,cps,e,cp)}sm 0.d8 do. (4.4)

amn hemisphere cos6

Thus we integrate the bistatic scattering coefficigverBs andgs. We approximate this integral to a

sum oveds andgs as follows:

13§ 10 N aa i
rp89 = (;%;/ZE[Gpp(es’(ps’ 80+, (05,05 89 |sin6 A8 . (4.5)

where ABs and A@s are the integration steps @& and ¢s respectively. To simplify things we chose
values so thahBs = A@s=s. (4.5) is an approximation to (4.4) that apphesc(4.4) as the integration
step s approaches zero. If the integration stetissmall enough we could introduce errors into the
emissivity calculation due to this approximatiomeTintegration step must be carefully chosen to be

small enough to prevent this: this is discusseskittion 4.2.

4.1.3 Note

In this thesis we have developed a procedure toulzde the scattering and emission of multilayer
forest structures with rough surfaces, as presantdte previous sections. For the work of thisstee
we represent the soil and litter layers as homogesedielectrics but it is worth noting that
heterogeneous features can also be modelled uBisgapproach. For example, as mentioned in
section 4.1.2.1, we can create structures whicludiectemperature and soil moisture (permittivity)
gradients with this approach. This will have futaeplications such as modelling the emission of
structures with extreme temperature gradients fikemafrost. Also the optimetrics feature, which
allows us to vary parameters in a single calcutatieas used to some extent in this PhD but it béll

of great use when creating the database of thditseilemission, the first application of the made

4.2 A sensitivity analysis to set model parameters

In the previous section we identified a humber afdedl parameters that must be carefully chosen
before we apply our numerical modelling approachoider to do this, a model sensitivity analysis
was performed and is presented in this section.ckijective of this study was to find the value for
each parameter that maximises the accuracy of d@tmilated emissivity for the whole range of
conditions for the soil and litter layers that doeind in the environment, and also for all SMOS
measurement conditions, which includes angles @6nto 50° and polarisations H and V. We also
aimed to evaluate the effect of each model paranoetehe calculation cost. This would allow us to
verify that the values selected for the model patans are not too costly in calculation time and

memory for the required application. A secondarjediive was to optimise the model, by identifying
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values for parameters that have a lower associzdémiilation cost but produce equally accurate

results.

We focused this study on parameters that are ceregidn the literature to most influence results of
rough surface scattering (see section 3.1.3.1),adsul parameters that were found to most influence

results during the course of this PhD.

In the next sections, we present first the modedupaters whose values we aimed to determine, and
the conditions for which these values must be va@iecondly we present the sensitivity analysis of
each parameter, including method, results and siison. Lastly we summarise the conclusions of this

study, and identify values of parameters that béllused for the work of this thesis.

4.2.1 Model Parameters and calculation conditions

The model parameters whose values we aimed tondietin this study were:

1. The number of simulations performed for each rosigtfiace, corresponding to the number of
rough surfaces, N, over which we average the sedttelectric field in order to obtain the
bistatic scattering coefficient and the emissivity.

2. The step in the anglés andq, at which the scattered electric field is calculatEhis sets the
step in the angles for the bistatic scattering foweht, and is the integration step for the
emissivity calculation. It is defined as the steflieBs andq; of the sphere for the near to far
field calculation (see section 4.1.2.2e). We stalll this step s.

3. The type of incident beam

4. The size of each rough surface: L x L

When modelling the scattering and emission of aghosurface using a numerical approach, we
approximate a surface of infinite size to N surfaoéL x L size, as explained in section 3.1.3\Me.
must therefore determine a minimum value of N fbich this approximation is valid. We must also
determine the minimum value of L for which thisvaid since if we perform calculations for surfaces
that are too small we lose information of the laaage interactions between surface points. In
addition L must be large compared to the wavelerggththat the surface can be considered
macroscopic in its interaction with the incidenabe L must also be large compared tesb that the
rough surface accurately represents a surfaceafaime roughness and infinite size. Thus the \alue
L must also be determined to be large enough savhao not lose important long range interactions,
the surface may be considered macroscopic, andsthface roughness of each surface is
representative of the whole. Note that larger v@laeN and L have larger calculation costs so we

cannot simply choose very high numbers. We mugi ditermine how the values of N and L
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influence the calculation costs, so that we do dmbose values that have unreasonably high

calculation time and memory requirements.

We chose N to range up to a high number and s dowriow number because the higher the number
of surfaces the more accurate the results andatherlthe integration step the more accurate the
results. However it takes longer to calculate higlaues of N since we require more simulationsl, an
lower values of s require more time for the neafaiofield calculations. We arbitrarily chose the
values of N=100 for high N and s=0.2° for low s. Bi@ect the results to indicate whether N=100 is
sufficiently high and if s=0.2° is sufficiently lgwafter which we can adjust these values by

performing more calculations and/or reducing theeaf s below 0.2° if necessary.

For the incident beam we tested both the plan@émtibeam and a tapered wave. The former is the
natural choice for radar and radiometer applicatisince the electromagnetic waves measured in the
field may be considered to be plane. However withdase of finite surface size a tapered beam may
be desirable in order to reduce errors due to edffigets, as discussed in section 3.1.3.1c. For the
tapered beam, we chose a gaussian beam of theofdeh®) since this is the only tapered beam option
available in HFSS. For this gaussian beam, the dtin g, must also be determined. We therefore
tested values in the range of g=0.1L to g=0.25ktesihhas been suggested in the literature thaegal

of g should be chosen in this range, dependingoidént angle (e.g. Tsang et al 2001, Marchand and
Brown 1999). In general the size of the surfaceoissidered to be sufficient at a value oi.1We
therefore decided to test surface sizes aroundsiig, ranging from 22just above this value td\6

just below.
The values that were considered for these parashatersummarised in Table I.

Table 4-1: Possible values for the model paranseter

Parameter Range of values
N 2 — 100 surfaces
Integration step, s 0.2, 0.5, 1 degrees
Incident beam Plane, Gaussian g=0.1L — 0.25L
L 6\ - 121 (1.27m — 2.55m)

We require the chosen values for the model param#gebe valid for all conditions that we may wish
to model, i.e. all conditions found in the fielddafor all conditions used in experimental radiometr

including all:

1. Roughness conditions: different values of the saeshdleviation of surface heights,and the

autocorrelation length, L
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2. Soil moisture conditions (dielectric permittivitie§the layer with the rough surface)
3. Incident beam angles

4. Polarisation

We also require them to be valid for all possild&ues of the other model parameters.

We selected roughness valuesdoand L, varying between the extremes of values found enfiggld.

Soil moisture found in the field tends to vary beén approximately 5% and 50% for a saturated soil.
We therefore selected 5% for the lowest value. Heweve selected 30% for the highest value since
this corresponds to a very wet conditions and thlepgermittivity does not greatly change above this
value. The angle range was chosen to be that of SK€D - 50°), which also covers the usual range

of radiometry measurements, the azimuth angle fatef (p=0°), and both polarisations were tested.

Note that we only consider the case of a singlghagurface in this study. In general we expect the
parameters chosen to still be valid for multilagguctures. However further work may be required to
verify the validity of some of the selected valdes parameters, in the presence of multilayers and
heterogeneous features (inclusions, soil moistuaglignts), before the model is used to generate

results for such structures.

In all calculations performed in this study, sugaesolution, the distance between surface poids,
chosen to be 1cm. Values in the literature thaehaeen used in MoM emissivity studies range from
approximately 0.5cm (e.g. Huang et al 2010) torh.8Zhou et al 2004). Thus we chose a value that
falls within this range. However it would be of én¢st in future work to test the effect of this
parameter on the accuracy of the results. The auation function of the rough surfaces was
chosen to be exponential, since in reality rougifases have autocorrelation functions closer to
exponential than gaussian functions. For the cafiris in this study, permittivity values were
calculated for a given soil moisture using the M model for a soil with a clay content of 16.6%
and sand content of 83.4%, as found in the fieltherSMOSREX experimental site (see de Rosnay et

al 2006, as well as chapter 6 of this thesis, &taits of this site).

Table 4-11 summarises the range of calculation @@ considered in this study.
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Table 4-11: range of possible values for the caddigin conditions

Condition Range of values
o 0.44-4cm
L 3-9cm
Angle, 6 0 -50°
Polarisation H, V
Soil Moisture 5-30%

In performing this study we also consider the CHhetand memory requirements and how these
depend on the values of the model parameters. inh@fathis study is to evaluate the effect of each
parameter on the accuracy of the results and aigbecalculation costs so that we can select galue
that are accurate but not too costly in calculatiore and memory. In the case that this involves a

compromise between accuracy and calculation timisk to evaluate this compromise.

The range of calculation conditions shown in tablpresents the range over which the parameters
chosen must be valid. However, it was not alwayses®ary to test the entire range for all the
conditions, in order to obtain this validity. Wheee possible we aimed to test the worst case sicenar

For example if we wished to find the minimum vahfeN necessary to produce accurate results we

tested only calculation conditions that would reguhe highest value of N, and so forth.

The specific conditions tested for each parameteipeesented in the following sections. In all sase
we considered the impact of the parameters on nisse/ity and in some cases the impact on the
bistatic scattering coefficient and backscatterowgfficient. We considered the scattering case
because although the application of the modellijgr@ach developed is the emissivity we compare

calculations of the surface scattering when wedaddi the model (as presented in section 5.2).

4.2.2 Method and Results

4.2.2.1 Number of Rough Surfaces

Firstly we considered the emissivity and bistatic scattering coefficieay of a rough surface as a
function of the number of surfaces, N, over whibk tcattered electric field is calculated. As we
average the scattered electric field over an irstnganumber of surfaces we expegt and g to
converge to a solution, namely the value that wiadbtained for a rough surface of infinite size,
ev=. andon=.. In this study we wish to evaluate the effect obNthe calculated emissivity, bistatic
scattering coefficient and backscattering coeffitiaVe wish to observe the expected convergence

with N so that later when we apply our numericaprapch we can select a value of N such that
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averaging over a higher number of surfaces has &ffect on the results. Futhermore we wish this
value to be valid for all possible calculation ctimths shown in table Il and all possible valueghs

other model parameters, shown in table I.

For the determination of this parameter, we chosavestigate only the smallest surfaces, withza si
of 6A, since we expect larger surfaces to require lesgging. We also considered only an incident
gaussian beam of the smallest beamwidth g=0.1Ls iBhbecause this wave illuminates the smallest
area of the surface and so we expect to have tagw®ver the highest number of surfaces with this
beam. Thus a value of N that is large enough fofases with a size ofd6and incident beam of
g=0.1L will be large enough for larger surfaces afidbther incident beams and we need only test

these conditions. We considered surfaces of twferéifit roughnesses:

1. o=4cm, L.=3cm

2. 0=0.44cm, LL=9cm

These represent the extreme cases of very rougheagpdmooth (though still rough) surfaces that can

be found experimentally (e.g. Wigneron et al 2040 ®lialon et al 2008).

For the rougher surface (surface 1 above) we cereidonly H polarisation and a value of 30% for
soil moisture. We do not expect polarisation toehan effect on the number of surfaces required so
we expect to find the same value for H and V pedion. Also, if the soil moisture is high this mea
that the rough surface has the greatest effectcatiesing since there is the largest difference in
permittivity on the air-to-soil boundary. In thigse the scattering profiles of each of the surfaces
should vary more and we expect to have to average @ greater number of surfaces. However we
performed calculations at both V and H polarisationl for both 5% and 30% soil moisture for the

smoother surface (surface 2 above), to check ypsthesis.

We also used an integration step s of 1 degree $imig requires the least amount of calculatioretim
The permittivity values were calculated using theavov model, to be,=17.03+1.96i for a soil
moisture of 30% and , =3.54+0.24i for a soil moisture of 5%. These p#tiviiy values were used

throughout this study for soil moistures of 5% &086.

Figure 4.4 and Figure 4.5 show the results of tistatic scattering coefficient as a function of
scattering angle, for different values of N. Wesam results at H polarisation and for a soil moest
of 30% but results were very similar for a soil stare of 5% and V polarisation. Figure 4.6 - Figure

4.11 show the results of the backscattering cdefftcand the emissivity as a function of the number
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of surfaces, N, for different angles and polarsatiand for different values of surface roughness a
soil moisture.
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Figure 4.4: Bistatic scattering coefficient (dB) asunction of scattering angle for the smoother
surface ob=0.44cm, L,=9cm, soil moisture of 30% and H polarisation. Resare shown for

different values of N and for incident angles a##)° and b)&=50°
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Figure 4.5: Bistatic scattering coefficient (dB) a$unction of scattering angle for the rougher
surface ob=4cm, L,=3cm, soil moisture of 30% and H polarisation. Resare shown for different

values of N and for incident angles of@30° and b)d=50°
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Figure 4.6: The calculated non-coherent backscattgcoefficient as a function of the number of
surfaces for the rougher surface of exponentiabeorrelation functiong=4cm, L,=3cm and 30%
soil moisture £=17.03+1.96i) at H polarization and incidence angtésa) =0° and b)8=50°
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Figure 4.7: The calculated emissivity as a funcidithe number of surfaces for the rougher surface
of exponential autocorrelation functiosr4cm, L.=3cm and 30% soil moisture£17.03+1.96i) at H

polarization and incidence angles of @x0° and b)8=50°
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Figure 4.8: The calculated non-coherent backscattgcoefficient as a function of the number of
surfaces for the smoother surface of exponentisd@orrelation functiong=0.44cm, L,=9cm at H

polarization, 5% and 30% soil moisture, and incidemngles of ay=0° and b)8=50°
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Figure 4.9: The calculated emissivity as a functiéthe number of surfaces for the smoother sarfac
of exponential autocorrelation functios0.44cm, L,=9cm at H polarization, 5% and 30% soil

moisture, and incidence angles of&g0° and b)8=50°
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Figure 4.10: The calculated non-coherent backscatecoefficient as a function of the number of
surfaces for the smoother surface of exponentigb@orrelation functiong=0.44cm, =9cm at V

polarization, 5% and 30% soil moisture, and incidemngles of af=0° and b)8=50°
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Figure 4.11: The calculated emissivity as a functaf the number of surfaces for the smoother

surface of exponential autocorrelation functie0.44cm, L,=9cm at V polarization, 5% and 30%

soil moisture, and incidence angles of&g30° and b)8=50°

From Figure 4.6 - Figure 4.11 it is clear that tadculated result varies with N much more for the
backscattering coefficient and bistatic scattedogfficient than for the emissivity. This is probab
due to the fact that in integrating the emissidityy oscillations in the bistatic scattering coédiitt are
smoothed. In addition we do not measure emissirnityB, and small oscillations in the absolute value
of the bistatic scattering coefficient appear largdB, when the absolute value is close to zehesé
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oscillations have therefore negligible contribuido the emissivity but are significant in the aiist
scattering coefficient and the backscattering c¢oefit. The backscattering coefficient varies
significantly, with a variation of around 10dB,latv values of N but relatively little at higher uais,
with a variation of no more than about 1dB for N>3@faces. We conclude that only a very small
number of surfaces are required for emissivity wakons but for the active case we require a highe
number in order to avoid introducing large errdete that the trends are very similar for both H an

V polarizations, and for both values of soil moistLas expected.

In order to further quantify the variation produdadhe results of the backscattering coefficiemd a
emissivity for different values of N, let us firdéfine the valuesye, andAc®, for the percentage error

in the emissivity and backscattering coefficieritt@ rougher surface) as a function of N, as:

Ae(N) = SN ~En=a5 (4.6)
€n=45
o _ .0
AO'O(N) :w (47)
0 'N=50

N=45 is the highest value tested for the emissioftyhe rougher surface and N=50 the highest value
tested for the bistatic scattering and backscatiecbefficients of the rougher surface. Therefare,
(4.6) and (4.7), we take&s to be the exact value of the emissivity anfLsoto be the exact value of
the backscattering coefficient that would be calted for a surface of infinite size. This is an
approximation but a good one as Figure 4.6 andr€igw indicate that there is a convergence with N
and so we expect the values of e arfido change little for higher values of N. Note tlf4t7) is

calculated using linear values of the backscatjecoefficients, i.e. not in dB.
Figure 4.12 showae, given in percentage, as a function of the numlbeaurfaces and Figure 4.13

showsAc® as a function of the number of surfaces, for ghosurface witlo=4cm, L,=3cm, and 30%

soil moisture.
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We see from Figure 4.12 that for values gfi\surfaces we expect the error in the emissivity tua
finite number of surfaces to be less than 1%. Hewdsigure 4.13 shows that the backscattering
coefficient (and thus the bistatic scattering doefht) has an expected error of less than 10%sin i
linear value for #15. There seems to be an error of less than aBoudbB6N>50 but we would need

to perform further calculations, extending the grapyond N=55, to be sure of this.

We have not performed this analysis for the cagbebistatic scattering coefficient, since thediis
scattering coefficient also dependsfyand so we obtain a more accurate view of the tianiaf the
bistatic scattering coefficient with N from Figude4 and Figure 4.5. These figures show that in

general the bistatic scattering coefficient (in @Banges little for K20 surfaces.

In the following parts of the sensitivity analysi& consider only the emissivity since this is what
interests us for SMOS applications, and therefloegpurposes of this thesis. This allows us to perfo
calculations for a lower number of surfaces: wesehim use N=5 given that the result changes by less

than 1% for a higher number.
However it is worth noting that the model can etyuahlculate the bistatic scattering coefficientifso
in future work the bistatic scattering coefficiemere required this analysis would now need to be

extended to the active case, by performing calicuatfor a larger number of surfaces.

4.2.2.2 Integration step, s

For the calculation of the emissivity we approxiendghe integration of the bistatic scattering
coefficient overds and@s to a summation at discrete interval9gndgs. For simplicity we keep the
intervals of6s and ¢s to be the same, and we call this interval thegiratéion step, or s. Since the
summation of the bistatic scattering coefficienbidy an approximation to the integral there wil b
an associated error. As the value of s approachiesthis error approaches zero and the calculated
emissivity approaches its true value, were a natglgration to be used. However it takes longer to
perform the near-to-far field transformation foradhar values of s. As with N, we therefore requre
integration step which provides a sufficient accyréconvergence) but does not require too much

time for the near to far field calculation.

We performed calculations only for the smoothestase, witho=0.44cm, ,=9cm since smoother
surfaces require a smaller integration step. Thisecause a smoother surface has a narrower peak in
0%(6s, @) and therefore requires a smaller step in theeangl that this narrow beam is accurately
sampled. Therefore, if we find a step which is $memlough to give an accurate solution of the

emissivity for the smoothest surface, it will bdiddior all other rough surfaces.
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We tested all possible values of s shown in tatier lthe following conditions:

L=6\ and L=12
Incident angle® =0°,25°,50
H polarisation

Soil moisture content=30%

a > b E

incident beams: plane wave, gaussian g=0.25L, aondsian g=0.1L

From the experience gained analysing the bistatittexing coefficients of rough surfaces during thi
thesis, we expect the width of the peakods, @) to depend mainly on the roughness and to vary
little with different polarisations and permittiyivalues. Therefore we did not investigate lowduea

of soil moisture nor V polarisation as we do nopeost these variables to influence the choice of s.

However it would be of interest to test this intfiar work.

Results for L=& and different incident beams are shown in Tabli #- Table 4-V and Figure 4.14 -
Figure 4.16. Results for L=12are shown in Table 4-VI to Table 4-VIII and Figyrd.7- Figure 4.19.

Table 4-11I: The calculated emissivity at H polai®n, L=61, g=0.1L, and a soil moisture of 30%,

for different values of theta and different intelipa steps

% difference in emissivity

calculated emissivity for integration step,s with respect to the value at s|=

0.2 degrees
angle,6 s=0.2 degrees s=0.5degrees s=1degree s=0.5slegree1 degree
0 0.625 0.624 0.623 0.09% 0.23%
25 0.587 0.585 0.583 0.22% 0.58%
50 0.453 0.450 0.445 0.66% 1.78%
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Table 4-1V: The calculated emissivity at H polatisa, L=64, g=0.25L, and a soil moisture of 30%,
for different values of theta and different intetgpa steps

% difference in emissivity

calculated emissivity for integration step,s|  with respect to the value
calculated at s = 0.2 degrees

angle,6 s=0.2 degrees s=0.5 degreges s=1 degree s=0.5 slegreel degree
0 0.628 0.627 0.627 0.07% 0.14%
25 0.581 0.578 0.572 0.57% 1.53%
50 0.463 0.455 0.442 1.66% 4.42%

Table 4-V: The calculated emissivity at H polansaf L=6/, plane wave, and a soil moisture of 30%,
for different values of theta and different intelgpa steps

% difference in emissivity

calculated emissivity for integration step,$  with respect to the value

calculated at s = 0.2 degrees
angle,6 s=0.2 degrees s=0.5degrees s=1degree s=0.5slegre=1 degree
0 0.639 0.638 0.638 0.07% 0.04%
25 0.596 0.591 0.582 0.57% 2.34%
50 0.476 0.464 0.444 1.66% 6.79%
L=6A, g=0.1L
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Figure 4.14: the calculated emissivity as a functaf angle for different integration steps and the

following conditions: H polarisation, 30% soil maise, L=61, g=0.1L.
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Figure 4.15: the calculated emissivity as a functid angle for different integration steps and the

following conditions: H polarisation, 30% soil mtise, L=64, g=0.25L.
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Figure 4.16: the calculated emissivity as a functid angle for different integration steps and the
following conditions: H polarisation, 30% soil maise, L=61, plane wave.
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Table 4-VI: The calculated emissivity at H polatisa, L=121, g=0.1L, and a soil moisture of 30%,

for different values of theta and different inteigwa steps

% difference in emissivity

calculated emissivity for integration step,$  with respect to the value
calculated at s = 0.2 degrees

angle,6 s=0.2 degrees s=0.5 degreess=1 degree | s=0.5 degreess=1 degree
0 0.627 0.627 0.626 0.08% 0.18%
25 0.588 0.585 0.581 0.44% 1.19%
50 0.453 0.447 0.436 1.39% 3.70%

Table 4-VII: The calculated emissivity at H polatien, L=121, g=0.25L, and a soil moisture of 30%,

for different values of theta and different intetipa steps

% difference in emissivity

calculated emissivity for integration step,§  with respect to the value

calculated at s = 0.2 degrees
angle,6 s=0.2 degrees s=0.5degrees s=1degree s=0.5sleggreel degree
0 0.622 0.622 0.626 0.04% 0.58%
25 0.590 0.583 0.568 1.10% 3.73%
50 0.476 0.461 0.427 3.05% 10.17%

Table 4-VIII: The calculated emissivity at H pokation, L=12, plane incident beam, and a soil

moisture of 30%, for different values of theta difterent integration steps

% difference in emissivity

calculated emissivity for integration step,$  with respect to the value

[72)

calculated at s = 0.2 degree

angle,6 s=0.2 degrees s=0.5degreps s=1degree s=0.5slegree1 degree
0 0.633 0.634 0.443 0.11% 0.58%
25 0.599 0.588 0.572 1.68% 4.49%
50 0.503 0.480 0.443 4.47% 11.92%
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Figure 4.17: the calculated emissivity as a functaf angle for different integration steps and the

following conditions: H polarisation, 30% soil mtise, L=121, g=0.1L.
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Figure 4.18: the calculated emissivity as a functid angle for different integration steps and the

following conditions: H polarisation, 30% soil maise, L=124, g=0.25L.
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L=12A, plane wave
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Figure 4.19: the calculated emissivity as a functaf angle for different integration steps and the

following conditions: H polarisation, 30% soil maise, L=12, plane wave.

The results shown in Table 4-11l to Table 4-Vllidakigure 4.14 - Figure 4.19 show that we require a
smaller integration step for larger surfaces, highregles and wider incident beams (a plane wave
having the widest beam width, followed by g=0.2%3iert g=0.1L). The worst case scenario is
therefore L=12, with a plane incident beam, and an incident anfjlg0°. Looking at the results for
this case, we can state that, if we take values=0f5° or s=1°, instead of s=0.2°, we expect to
introduce a maximum error of 4.5% and 11.9% respagt On the other hand, if we take a surface
size of @ we may expect a maximum error of 2.5% and 6.8%s#@r.5° and s=1° respectively. Also,

if we restrict calculations to smaller angles (#hitss than or equal to 25°) the largest error ave c
expect is 1.7% for s=0.5° and 4.5% for 1°. Note thase errors are approximate since we assume that
the value at s=0.2° is exact, that is to say isietuthe value for an infinitesimal integratioest We

also note that for rougher surfaces we expectrioeseto be less.

Using the computer currently available in the IM®dratory (64 bit, 64GB of available memory) it
took approximately 1 hour and 30 minutes in ora@ecalculate the near to far field approximation
with s=0.2°, approximately 30 minutes for s=0.5d a0 minutes for s=1°. Therefore wherever

possible, it is better to use a step of either 6r5E°.

4.2.2.3 Type of incident beam

Next we aimed to determine the type of incidentnipemcluding the beamwidth in the case of a

gaussian, to be used for calculations in this thdsiorder to do this we performed calculationsao
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plane wave and gaussian beams with beamwidths 6flg=and g=0.25L. Calculations were

performed for the following conditions:

1. 0=0.44cm, L,=9cm, representing a very smooth surface
2. a soil moisture of 30%,

3. H polarisation

4. L=6A, L=12

5. Incident angle® =0°, 25°,50°

6. s=0.2°

Only the highest soil moisture was considered satcthis value the rough surface has the greatest
effect. For all cases considered, the integratimp svas taken to be 0.2° in order to minimise
additional errors. Again we only considered H pigktion since we do not expect the type of incident

beam required to depend on polarisation.

We also performed calculations at L=r the case of a very rough surfacedcm, L.=3cm. In this
case we used an integration step of s=1°. Thigat®n step could introduce errors into the result
but we expect this to be small since we have a kargh surface of a small size. We did not test the
case of L=12 for the very rough surface because calculatiore timould be very long (see section
4.2.2.5). We expect to still be able to draw goodatusions without this point, but it would be of

interest to test this later.

The smoother surface is in the validity regiontad ainalytical small perturbation model (SPM) so we
can compare results obtained with this model. \dethis using the AIEM model, which gives the

same results as the SPM model in this region. TlEMAModel used was provided by J.C. Shi and L.
Chen of the University of California and CESBIOdadtory Toulouse, respectively, and is the version
presented by Shi et al (2002). For interest, we aetsnpare to Fresnel, since we expect the emigsivit
of any rough surface to be higher than Fresnele Ntwat we do not compare results to AIEM for the

rougher surface since AIEM is not valid for theseghness conditions.

Table 4-1X and Table 4-X and Figure 4.20 - Figur2l4show results of the emissivity as a function of
angle, for the different incident beams, at H pektron, 30% soil moisture, and roughness condition
0=0.44cm L:=9cm (smoother surface). Figure 4.20 and Table 4H¥w results for surface size =6

and Figure 4.21 and Table 4-X present resultsddase size L=12
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Table 4-XI and Figure 4.22 show results of the sivity as a function of angle, for the different

incident beams, at H polarisation, 30% soil moistuoughness conditions=4cm L.=3cm (very
rough surface), and L%6

Table 4-1X: Emissivity at H polarisation, roughnes.44cm L=9cm, different incident beams and

L=64, compared to results from AIEM and Fresnel models

Incident beam
AIEM Fresnel
Theta plane g=0.1L 0=0.25L
0 0.639 0.625 0.628 0.634 0.626
25 0.596 0.587 0.581 0.598 0.591
50 0.476 0.453 0.463 0.476 0.471

Table 4-X: Emissivity at H polarisation, roughnes€).44cm Lc=9cm, different incident beams and

L=124, compared to results from AIEM and Fresnel models

Incident beam
AIEM Fresnel
Theta plane g=0.1L g=0.25L
0 0.634 0.627 0.622 0.634 0.626
25 0.599 0.588 0.590 0.598 0.591
50 0.503 0.453 0.476 0.476 0.471

Table 4-XI: Emissivity at H polarisation, roughnessdcm L.=3cm, different incident beams and

L=6.
Incident beam
Theta plane g=0.1L g=0.25L
0 0.945 0.948 0.944
50 0.864 0.865 0.865
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Figure 4.20: Emissivity at H polarisation, diffeteimcident beams, roughnegs-0.44cm L=9cm,

and L=61, compared to results from AIEM and Fresnel models
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Figure 4.21: Emissivity at H polarisation, roughses=0.44cm L=9cm, different incident beams and

L=124, compared to results from AIEM and Fresnel models
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Figure 4.22: Emissivity at H polarisation, Lgroughnes=4cm L=3cm, different incident beams,

compared to results from the Fresnel models

From Table 4-IX and Table 4-X we see that in genszaults are closer to AIEM for the plane
incident beam, followed by g=0.25L, then g=0.1LeTdnly exception is the point at 50° for the larger
surface and a plane incident beam which is furfifeen AIEM than the other points. This is surprising
because a larger surface should produce more deaasults. Two possible reasons for this are as
follows. The first is that since this is the wotase scenario for the integration step (plane b&age
angle, large surface) perhaps we need to redura sdlue below 0.2° in order to obtain good result
A second possibility is that this result is gooddanis AIEM that is inaccurate. This is possible
because experimental results in the literature sti@aw the difference between the emissivity of a
rougher and smoother surface is larger for higmgfles (see Wigneron et al (2010) for example)
whereas the difference between AIEM and Fresn&viger at0=50° than for 6=25°. On the other
hand results of our model show an increase of #ewjth angle, for the plane incident beam and
L=12\.

It would be interesting to investigate this furthlowever, for the purposes of this work we calh sti

conclude that the plane incident beam appears tioebleest choice for the emissivity calculation.
Table 4-X1 and Figure 4.22 show that the incidemstair that is chosen has little effect on the

emissivity results for very rough surfaces and L=%/e estimate that this will be the case for the
larger surface size also (L=22, since results of the smoother surface indicas the surface size
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does not affect the incident beam that gives thetraocurate results. However in further work it

would be interesting to verify this.

4.2.2.4 Surface size

As explained in section 3.1.3.1b, the size of thdase required depends on: the autocorrelation
length, the surface roughness, and the waveleRkgsily for larger autocorrelation lengths we requi
larger surfaces in order for the surface to bassiedlly representative of a rough surface ofrirté
size. Secondly in restricting surface size we losg range scattering interactions between differen
points on the surface. If surfaces are roughehgrigtandard deviation of surface heightower L)
these interactions are more likely to occur andvecexpect the loss of these interactions to be more

significant for rougher surfaces. Therefore roughafaces may require a larger surface size.

We performed calculations for two surface sizesfl.and L=12, and for two different rough
surfaces: a low roughness o0f0.44cm, L,=9cm and a high roughness of4cm, L.=3cm. The
surface size of 22 should be sufficient to give results of a gooduaacy (1@ is considered
sufficient) but since a size ok @vill considerably reduce calculation time and meynmequirements it
is of interest to investigate whether results stigace size of 6will be sufficiently accurate for the
conditions considered in this thesis; the conddioh the SMOS mission and roughness conditions

found in the field.
As well as the two surface sizes, we performedutations for the following conditions:
H polarisation

A soil moisture of 30%
Incident angle$=0°,25°,50°

AP w0 N

Incident plane wave

We chose a value of N=5 for all conditions exceptthe very rough surfacef4cm, L=3cm) of
large size (L=12) where we chose a value of N=2, since calculdirons were very long in this case.
Again we compared results to predictions of theMIESPM) model and the Fresnel equations for the

smoother surface.

Table 4-XIl, Table 4-Xlll and Figure 4.23 show tlenissivity calculated using the numerical
approach presented in section 4.1 for the two idiffesurface sizes as a function of angle. Tab{dl 4-
and Figure 4.23 present results for a low surfacghness o=0.44cm and [l=9cm and Table 4-XIllI

presents results for a high surface roughnegs=4tm and L=3cm. For the low roughness condition
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the integration step was set to 0.2 and for higighmess the integration step was set to 0.5, ipikge

with results of section 4.2.2.2.

Table 4-XII: The emissivity at H polarisation asuaction of angle, for the rough surface0.44cm,

L=9cm, 30% soil moisture, and different surface site compared to results of the AIEM model and

Fresnel
L=6) L=12\
o %error wrt o %error wrt AIEM Fresnel
theta emissivity emissivity
AIEM AIEM
0 0.639 0.80% 0.634 0.00% 0.634 0.626
25 0.596 0.35% 0.599 0.11% 0.508 0.591
50 0.476 0.02% 0.504 5.68% 0.47 0.471
Average
0.39% 1.93% - -
error
0.700
0.600
0.500 \\iqi
Z 0.400
; 6\
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Figure 4.23: The emissivity at H polarisation afuaction of angle, for the rough surface0.44cm,
L:=9cm, 30% soil moisture, and different surface size compared to results of the AIEM model and

Fresnel
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Table 4-XIlI: The emissivity at H polarisation asumction of angle, for the rough surface4cm,

L.=3cm, 30% soil moisture, and two different surfacaes, L=6 and L=12.

Emissivity, | Emissivity, |
theta difference
L=6) L=12)\
0 0.947 0.945 0.03%
50 0.864 0.870 0.69%

Table Xl shows that fo#=0° and 25° the higher surface produces more aterueaults, as expected.
However at9=50° the emissivity for L= appears to be more accurate, making the averageafr
L=12\ higher than that of L=%6 This is surprising because we know that accuiadyigher as we
increase surface size so we assume that the lamydfa@ L=12\, 6=50°, is either due to an integration
step that is too high or is not correct due torextcuracy in the AIEM result, as discussed preWous
Discounting the error calculated at50°, we see that overall the higher surface presumore

accurate results.

If we assume that at L=12we have accurate results, then the error intratiume performing a

calculation at L=6 is as shown in Table 4-XIV:

Table 4-XIV: errors associated with using a smalface size of L=6,

with respect to results for a surface size of Lx12

% error for L=@., w.r.t.
Theta L=12)
0 0.80%
o5 0.46%
50 5.40%
Average error: 2.22%

For low angles=0°,25°) we see that the error produced by usisignall surface size is negligible. At
0=50°, the error is higher, at 5.40%, demonstratheg a larger surface is produces more accurate

results at higher angles.
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4.2.2.5 Calculation Cost

Table XIV presents the calculation CPU time and mgmequirements for calculations of different
surface size and roughness. We present resulthdotase of H polarisation and a soil moisture of
30% but we found similar figures for V polarisatiand a soil moisture of 5%. We also present results
for an incident gaussian beam of beamwidth g=0dtltHe smoother surface and for a plane wave for
the larger surface, but we found that the incidezam type also did not affect calculation cost.eNot
that the total number of passes, CPU time and mearerfor one calculation only, and do not include
the near to far field calculation. The values wareraged over several calculations. These valugs va
to some extent depending on the surface. Notetibatalculation time and memory increase with the
number of passes performed before convergenceshésvad. The number of passes was around 10 —
15 for the smoother surfaces and 6 passes forotngher surfaces. Therefore the values presented
should be considered to be only an indication efdider of magnitude. Note that the CPU time also
depends on the resources of the machine used foulat#ons. Values given in Table 4-XVwere
obtained on a 64 bit machine with 64 GB of avagaiblemory.

Table 4-XV: Calculation cost for surfaces of diffier size and roughness

) _ Maximum
Surface size, I roughness CPU time
Memory (GB)
6L 0=0.44 =9 00:32:17 1.9
6L 0=4 L=3 05:11:10 155
120 0=0.44 =9 01:34:57 5.0
120 0=4 L=3 76:14:23 31.4

Table 4-XV demonstrates that the calculation cdefsend strongly on surface roughness and surface
size. In particular the largest surface with thghlkst roughness has an extremely long calculation
time. We see that, irrespective of surface roughndsubling the surface size fronk 6o 124
approximately doubles the memory required. Howekercalculation time seems to depend not only
on the surface size but also on the roughnesstheasmooth surface, if we increase the surface size
from L=6A to L=12\, we triple the calculation time but for the rougjirface if we double the surface
size the calculation time is 16 times longer. This much more costly in calculation time to ingse

the surface size of a rougher surface.
These results demonstrate the value of using alemlrface size wherever possible and also the

difficulty of modelling very rough surfaces for $ace size of around 212or larger, with the

calculation machines currently available for thekwof this thesis, in the IMS laboratory.
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4.2.3 Conclusions: Values determined for model parameters

Results of this study have led us to select N=5ti@r number of rough surfaces over which we
average when calculating the emissivity. Howeverwileonly use this value for calculations of the
emissivity. Restricting ourselves to 5 surfacesutdhintroduce an error of no more than 0.75% in the
emissivity calculation, as shown in Figure 4.12r Bee active case we will use a value of N=20.
Figure 4.13 indicates that by not exceeding thikievawve introduce an error of no more than
approximately 2.5%, for angles away from the specdirection. In the specular direction we will
have an error of up to approximately 7.5%. The eslof these errors is less certain for the scageri
case than for the emissivity case since the vdlrethe bistatic coefficient varied much more wih
and so we can be less sure of the final value ddain the scattering case. In order to quantigy th
errors in the bistatic scattering coefficient mawecurately, more calculations would need to be
performed to extend N beyond 50 for the case @rg kough surface. However, this is not necessary
for the work of this thesis which focuses on amdlimns for the SMOS mission which measures only

the emissivity.

Secondly, results show that the plane wave incideam gives the most accurate results for the case
of the emissivity. We observe that results of thessivity are more accurate for a plane beam if the
surface is smoother but that the incident beamearhbss little effect on the results of the emisgivi
for rougher surfaces. However calculations at higlghness and for a larger surface size would be

useful to confirm this. In conclusion, for the esiNgty calculation we will use a plane incident bea

Results also show that in general a surface size=6f produces accurate results for lower angles of
approximately less than or equal to 30°. Above theserror due to a small surface size is no more
than approximately 5.4% for a smoother surface.d&oougher surface, results did not greatly vary
with surface size: the difference in the emissiwgjculated for surface sizes L=@nd L=12 was
observed to be no greater than 0.69% (at 50°). Wise therefore to use Lx@or emissivity

calculations in this thesis.

For a plane incident beam, results showed thatdhee of the integration step had a greater infteen
on results for larger surface sizes. However sineavill use a small surface size of Le=r the work

of this thesis we will use an integration step d°Qwhich has an associated error of no more than
approximately 1.66%, for the smoother surface,hasva in table V. For this value, the near to far

field calculation should take no longer than 30unhés, per calculation.

Table XV summarises the model parameters choseahdowrork of this thesis.
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Table 4-XVI: Summary of the values chosen for theetmparameters, for the work of this thesis

Model parameter Scattering calculation Emissionwdation
Number of rough surfaces, N 20 5
Integration step, s 1° 0.5°
Surface size, L 2.55m (=1p 1.27m (=6)
Incident beam gaussian g=0.25L Plane
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CHAPTER 5. VALIDATION OF THE NUMERICAL FEM
APPROACH FOR A SINGLE LAYER
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5. Validation of the Numerical FEM Approach for a
Single Layer

It is important to demonstrate that our approactegyigood results for a single layer with a rough
surface representing the soil, before extendingthey to the two layer soil-litter structure. T8sof
particular importance since there are very fewistidf the finite element method presented in the
literature for rough surface scattering, and narettie emissivity. In this section we aim to vatela

our method for the case of rough surface scattenimgemission.

We begin by comparing results of our approach with Fresnel equations for a flat surface. This is
presented in section 5.1. In section 5.2 we compe@lts for the rough surface case with predistion

of the method of moments. Lastly, in section 5.8,a@mpare results with experimental data. In this
section we also compare results with the AIEM mpdeglanalytical model which is valid for wet soils

only (see section 3.1.2.2c). Note that the AIEMhag to validate our approach against AIEM, since
the AIEM model is not considered to be accurateafbconditions. However since the AIEM model is

often used to calculate rough surface emission fgeexample Chen et al 2003), we compare the
validity of our approach, when compared with exmemtal data, with the validity of the AIEM

model, as a point of reference.

5.1 Comparison with Fresnel for a flat surface

In this section we validate the model for a flatface by comparing results of the emissivity with

predictions calculated from the Fresnel equatiasch are exact for flat surfaces.

5.1.1 HESS calculation set up

We chose two different permittivities for the grolirequivalent to low and high soil moistures. For
low soil moisture we used a permittivity f=3.54+0.24i, and for high soil moisture we used a

permittivity of £=17.03+1.96i (see p119 for an explanation of thedees).

The calculation area of the HFSS project used dsvehin Figure 5.1, along with a summary of its

properties and the boundary conditions applied.
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Radiation boundaries
at the sides and top

2

Layered impedance boundary, of permitti
€., on the lower fac

An incident plane wave was sup at angles from 0° to 60°, 10° intervals (0°,0°,20°, 30°, 40°, 50'
60°). Calculations were perforzd at H and V polarisatiol

5.1.2 Results and Conclusons

Results of the comparison wit-resnel are presentedFigure 5.2.

Results show a good generayreemnt with Fresnel for a flat surface. Theaximum error for th
numerical approach is approxately 0.02, at H polarisation and 5
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Figure 5.2: The emissivity of a flat surface, cdted using the numerical FEM approach and the

Fresnel equations for H and V polarisations and5&) soil moisture and b) 30% soil moisture
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5.2 Comparison with the Method of Moments for a rough srface

In this section we validate our method for rougtage scattering and emission by comparing results
of the bistatic scattering coefficient and emidgiwith results of the Method of Moments found fire t
literature. The Method of Moments is the numeritaldel currently considered the standard model
for calculating rough surface scattering and emissince it is the most accurate. It is therefore
important to show that our approach produces resultagreement with MoM. Despite being
interested only in emissivity calculations for gherposes of this thesis, we compare results also fo
the active case in order to obtain a more thoroagth reliable validation of the FEM approach
developed. Since the emissivity is calculated fibin bistatic scattering coefficient we expect both

values to be calculated accurately if the apprasaeilid.

The comparison was performed with results of théhotk of moments presented by Wu et al (2001),
Ewe et al (2001a, 2001b), and Zhou et al (2004)dar different rough surfaces and permittivity
values. In the following section we describe Krstonditions for these MoM calculations and
secondly conditions for calculations performed witlr approach, as described in section 4.1. We

then present the results of the comparisons aatlyfithe discussion and conclusions.

5.2.1 Method of Moments data

Results of the method of moments are presented byet\al (2001), Ewe et al (2001a, 2001b) and

Zhou et al (2004) for roughness conditions and pg&wity values presented in Table I.

Table 5-I: Calculation Conditions

Autocorrelation Relative
Surface , o (cm) | Lc (cm) o
function permittivity
1 gaussian 1.22 8.57 3+0.1i
2 gaussian 3.41 20.5 4+1i
3 exponential 0.4 84 15.57+3.71i
4 exponential 1.12 8.4 15.34+3.66i

Surfaces 1 and 2 are fairly smooth, particulanhcsithe autocorrelation functions are gaussianiwhic
corresponds to smoother surfaces than for exp@tenttocorrelation functions. MoM calculations of

the backscattering coefficient are presented byeival (2001) for surface 1 with a low permittivity,
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which is the equivalent to dry soil conditions. Rés of bistatic scattering coefficient calculatpn
calculated by MoM, are presented by Ewe et al (20@D01b) for surface 2 and also for a low

permittivity value (dry soil conditions).

Zhou et al (2004) present emissivity simulatiopsrformed by the numerical Maxwell-equation
model (NMM3D), a MoM-based fast method, for surfaBeand 4, with high permittivity values (wet

soil conditions). Surface 3 has a low roughnesd,samface 4 is moderately rough.

5.2.2 Method

Calculations were performed for surfaces 1 - 4giine numerical approach described in chapter 4, in
order to compare model predictions with the Metbb®#oments. Since in this study we concentrate
only the surface case, we set the layer thicknes®ito, i.e. the structure in HFSS’ calculationaare
consisted of a vacuum with a lower rough surfacecfieck the validity of this, we also tested a taye
thickness of 5, 10 and 15cm but we found thatlgdsto very little change in the calculated scatter
electric field and so we chose to use zero surfaickness as calculations were fasi&ie applied a
layered impedance boundary condition to the bottdnthis rough surface, simulating an infinite

dielectric layer, as described in section 4.1.2.1.

Numerical calculations were performed at 1.4 GHd ahboth H and V polarizations on a 64 bit
machine with 64 GB of available RAM.

A surface size of L=2.55m (12 was used for the bistatic case and L=1.27h) (@as used for the
passive case. A gaussian incident beam with g=0wd applied in the active case (surfaces 1 and 2)
and a plane incident beam in the passive caseul@atms were performed for 20 different rough
surfaces (N=20) for the active case and 5 differemgh surfaces (N=5) for the active case. The
conditions for the active case are in accordandh wonclusions from section 4. A surface size of
L=6A was selected to be sufficient for the emissivdagein the sensitivity study which is presented in
5.2. However the influence of the surface sizelanHistatic scattering coefficient was not tested i
this study and so we chose to use the larger syriamrder to avoid any potential errors due ® th
surface size being too small. N=20 was chosen dattexing calculations, in accordance with the
findings of section 4.2. A gaussian beam was ueedhk scattering case because we expect to have
errors due to edge effects to be more apparenhéoscattering case than for the emissivity. THaeva

of g=0.25L was chosen for the beamwidth of thissgi@an wave because this is the value most
commonly adopted in the literature. The integratst@p was chosen to be 0.5° for the emissivity

calculation and 1° for the scattering calculation.

It is usual to perform an energy conservation cHeckhe case of rough surface emission however

this was not possible since HFSS only calculatesstfattered field in the upper hemisphere. Instead,
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for the case of the emissivity, we performed awation of the reflectivity, from (4.3) and (4.3hr
angles from 0 to 60°, and with a “perfect E” bourydeondition replacing the “layered impedance”
boundary condition on the surface. This conditioauges total reflection and so the reflectivity mus

be equal to unity for energy conservation to be.tru

5.2.3 Results

Results for the scattering case (bistatic scajeaitd backscattering coefficients calculated frar8)]

are presented in Figure 5.3 and in Figure 5.4.dtoface 2 results are illustrated at H polarisation

(very similar results were achieved at V polarmalti Results for the passive case are presented in
Table 5-1l and Table 5-1l as well as in Figure aud Figure 5.6. CPU and memory requirements for
each HFSS calculation (one surface only) variethfepproximately 2 hours and 3 GB for surface 1

and approximately 12 hours and 15 GB for surface 4.

The energy conservation check using the perfecundary condition gave a reflectivity within 5% of
unity for all angles. Although not conclusive, timslicates that energy conservation is good toiwith
5%.

Results show a good general agreement betweerumgrital approach and the Method of Moments,
for both the active and passive case. There igyhtslivergence between the two approaches for the
bistatic scattering coefficient at high angles eflection. However agreement is very good for the
emissivity, the case of interest for SMOS applmagi In Figure 5.5 and Figure 5.6 we note a slight
increase in emissivity of about 0.05 (equivalent-td5K) at H polarization as roughness increases
from 6=0.4 cm to 1.12 cm. There is also a correspondiegyedise in the difference between the
emissivity at H and V polarizations \fey). These observations are in good agreement with
experimental data (e.g. Wigneron et al 2010). Weckale that whilst not as accurate as the Method
of Moments, this approach provides results of adegaccuracy for scattering and good accuracy for

emission, making it a good complimentary methodéaigh surface scattering and emission.
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Figure 5.3: Backscattering coefficient for the Madlof Moments and the Finite Element Method
models, calculated at 1.4 GHz fer3+0.1i and [s, L]=[1.22cm, 8.57cm] at polarizations a) HH
and b) VV
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30° and at polarization HH

Table 5-11: Emissivities calculated by the MoM g&hd FEM models, at 1.4GHz, H and V
polarization, for a rough surface e£0.4cm and Lc=8.4cm, exponential autocorrelationdtion,
and permittivity ot,=15.57+3.71i

Difference  between
o Incident MoM FEM emissivities calculated
polarisation Angle (deg) | Emissivity | Emissivity | by FEM and MoM
methods
H 30 0.5891 0.5655 0.0236
H 40 0.5465 0.5608 0.0143
H 50 0.4930 0.4694 0.0236
\Y 30 0.6951 0.7051 0.0100
\Y 40 0.7397 0.7311 0.0086
\Y 50 0.7997 0.8075 0.0078
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Figure 5.5: Emissivity for the MoM and the FEM misdealculated at 1.4GHz, H and V polarization,
for surface ob6=0.4cm and L=8.4cm, exponential autocorrelation function, aretpittivity of
&=15.57+3.71i

Table 5-11I: Emissivities calculated by the MoM ahé FEM models, at 1.4GHz, H and V
polarization, for a rough surface ef1.12cm and Lc=8.4cm, exponential autocorrelatiandtion
andeg=15.34+3.66i

Difference  between
| Incident MoM FEM o
polarisation o o emissivities calculateg
Angle (deg) | Emissivity | Emissivity
by FEM and MoM
H 30 0.6351 0.6246 0.0105
H 40 0.5944 0.6002 0.0058
H 50 0.5338 0.5249 0.0089
Vv 30 0.7380 0.7252 0.0128
Vv 40 0.7658 0.7547 0.0111
Vv 50 0.8140 0.8122 0.0018
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Figure 5.6: Emissivity for the MoM and the FEM misdealculated at 1.4 GHz, H and V
polarization, for a surface af=1.12cm and Lc=8.4cm, exponential autocorrelatiandtion and
&=15.34+3.66i

5.2.4 Conclusion

In this section we have compared results of rougfase scattering and emission for our numerical
approach with results of the Method of Momentsumerical method considered to be a reference in
the field of rough surface scattering and emissiorparticular we presented results of the emigsivi

of rough surfaces with exponential autocorrelafiamctions and also high permittivity values, which
were considered difficult for the FEM simulatiorSood general agreement was obtained between
FEM and MoM, demonstrating that the new approadviges a good complimentary method to the

Method of Moments for rough surface scattering emdssion.
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5.3 Comparison between the numerical approach, experinmal data and
the AIEM model

In this section we present a comparison betweennoumerical approach, the analytical AIEM
approach and experimental data for the case adrtfiesion of a bare soil layer with a rough surface.
We compare rough surface emissivity predictionshef two modelling methods with experimental
values for different roughness conditions and fighhsoil moisture. This allows us to validate our
model against experimental data for the homogensoiifayer with a rough surface. It also allows us
to make a comparison with the commonly used amalyAIEM model, using the experimental data as
a standard. The experimental data used in thigosesttaken from the SMOSREX 2006 experimental
campaign (de Rosnhay et al 2006a, Mialon et al 28@®wank et al 2010). The AIEM model was
provided by L. Chen and J.C. Shi from CESBIO Labwsg Toulouse and the University of
California, respectively, and is the latest versjmesented by Shi et al (2002). The numerical

approach is the FEM approach presented in sectigmdth parameters determined in section 4.2

In the first section we present the SMOSREX 200€skt, including an initial analysis of the
experimental data that allowed us to select sunfasghness conditions and the soil permittivityueal

to be used for the comparison. Secondly we prettenimethod and lastly we present and discuss
results of the comparison between the two modets thie experimental data, finishing with a

conclusions section.

5.3.1 SMOSREX 2006 dataset

The experimental dataset used in this study catsist data from the Surface Monitoring Of the Soll
Reservoir EXperiment (SMOSREX) 2006 campaign (derag et al 2006a, Escorihuela et al 2007,
Mialon et al 2008). A long-term dataset was acaqliveer the course of 2006 at the SMOSREX site
near Toulouse in the south of France (43°23'N, E,1&t 188m altitude), which has been in operation
since January 2003. Details of the SMOSREX sittuiting the equipment used have been presented
in detail by de Rosnay et al (2006a) and Escoréheehl (2007), and the 2006 campaign by Mialon et
al (2008) and Schwank et al (2010), so here we autline only the general method of the 2006

campaign.

On the 18 January 2006, which we shall call Day of Year (DQ%, the field on the SMOSREX site
was ploughed to create a rough surface. It waslgéfeto smooth out naturally over the course @& th
year. During this time, L-band brightness tempamtneasurements were taken automatically every 3
hours, at V and H polarization and at angles of 30°, 40°, 50° and 60°, using the L-band radiomete
for Estimating Water In Soils (LEWIS) installed tre site. The LEWIS radiometer is mounted at the

top of a 13.7m vertical tower, and measures brigggrtemperature at 1.4 GHz with an accuracy of +
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0.2K and a beam-width of 13.5°. Figure 5.7 shovesllBWIS radiometer mounted on the tower at the

site (left) and the soil surface being ploughegdh).

Figure 5.7: The LEWIS radiometer mounted on a towerthe SMOSREX site, left and the soil being

ploughed to create a rough surface, right.

Measurements of the soil moisture were taken througythe year and soil temperature and weather
conditions (precipitation, air temperature and Hhdityj wind speed and direction, atmospheric
pressure, and solar and atmospheric incoming fad)atvere also continuously monitored. Soil
moisture was measured automatically every 30 minusing impedance sensors (ML2 Theta probes)
installed in the ground at depths of up to 90cnrf&e sensors were installed vertically in the,soil
providing an integrated measurement of the soledigc constant (i) at different depths. In order

to address the soil moisture spatial variabilitypther four surface probes were placed at about 2m
apart. The theta probe readings ofpKwere calibrated to soil moisture using gravimetric
measurements of soil samples. Six soil samples vegpelarly taken from random locations in the
field for a wide range of soil moisture conditior&oil moisture was determined by gravimetry for
each sample as follows. Samples of the soil of knealume were weighed on the site, and then
removed, dried in the laboratory and weighed agaéire average soil moisture of the six samples
provided the gravimetric soil moisture on the §itethe particular time and day that the sampleewe
collected.These values were plotted against measurements taksite with the probes at the same
time and a straight-line relationship was obtaifdmpedance sensor measurements v. gravimetric

soil moisture. This provided the calibration.

Soil temperature was also measured automaticadlyye®0 minutes using thermistors at depths of 0 to
60cm. The site is equipped with a complete metegichl station that measured weather conditions,
including measurements of precipitation, air terapge, atmospheric pressure, surface fluxes, wind
speed and direction, infrared and solar radiato, specific humidity every 2 minutes (averaged ove

30 minutes).
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In order to monitor the evolon of the surface roughness over tim-D profiles of the groun
surface were taken on 10 dirent days throughout 2006, including beforeughing, and once i
January 2007. To do this, a 2needle board with 201 needles, movable invertical direction an
with 1cm spacing between niles, was used. The needle board was plawel above the surfa
and the needles allowed to funtil they touched the grour Photos were thn taken of the profil
created by the needle heightnd these photos digitized manually and finused to compute sc
topography profiles of f=[x z] (j=1,...,N), N=201. For each day that thisis done, -8 different
profiles were takemn different positions on the site, both perpendicular aarallel to the furrow
created by the plough. FigureBshows the needle board being used on thefor a later experimer
where the ground was covereith vegetaion).

I |‘|‘||\| ([T

Figure 5.8 The needle boarchat was used to capture roughness profiles. roughness profile i
given by joining the red markd the tops of the needles. Note that this pait profile was notaken
for the 2006 campaign, but fa later campaign involving a vegetation covel the 2006 campaig
the soil was bare.

For this study we filtered the ca from the SMOSREX dataset to select meanents taken when tl
surface soil moisture (measuret 0 —5cm) was relatively high. We selectedalue of soil moistur
close to 30% (28% SM < 32%). A high value was chosen because the surfas the greatest impz
on the emission for high moise conditions, which places us within the vali of the AIEM model.
Note that we only consider tl soil moisture at a depth o-5cm since we cnsider only high so
moisture where and we consitthe thermal radiation to be almost entirely &ed by the surfact

From the measurements seed, the effectiv soil temperature, ok, was calculated from so
temperature and moisture marements at different depths using the methesented by Patricia «
Rosnay et al (2006b In the Microwave frequency range the bare c<polarized brightnes
temperature, g,(0), measured : angled and polarization p can be expresse
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Tep(B) =€, (O)Terr + T (B) Ty (5.1)

where g(0) is the ground emissivityl;,(0) is the ground reflectivity andgJ, is the sky radiometric
temperature equal to 6.3 K. Replacing the reflé@gtiyy one minus the emissivity (following (2.111))
and rearranging (5.1) we obtain the following rielaghip:

Te, (6)-Tuq

e, (6) = (5.2)

Teff _Tsky
The emissivity was therefore calculated from thecded SMOSREX measurements gfand T by

applying this relationship.

Roughness profiles f(x) collected on the SMOSREX site on certain daythefyear were analyzed

to calculate values of and L. All measurements taken on one day were averdiystl gveraging
measurements taken parallel and perpendicularetéutihow) to produce a value for that day and the
error estimated from the standard deviation oféhmgasurements. Results are shown in Figure 5.9
and Figure 5.10. The error bars shown on theseefigare the standard deviation in measurements

taken that day.
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Figure 5.9: Variation of standard deviation of saré heightsd) with time
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Figure 5.10: Variation of Autocorrelation lengthjlwith time

We expect the value ef to decrease with time and to increase with time in the manners shown in
Figure 5.9 and Figure 5.10, that is to say quidltlfirst and then more slowly as time goes on. This

because the field which is very rough just aftesughing is gradually flattened over time due to
weathering and also the movements of animals orsithe We expect this flattening process to be

faster when the surface is rough and then slowtveasurface smooths.

Equations o and L as a function of DOY (the day of the year) wetteé to these values. A power

law was fit toc and an exponential equation tg The equations fitted were the following:

6 = 59.295(DOY) 0216 R? = 0.906 (5.3)

DOY
142.640

Le = 65.121 [1 — exp (- )]+ 58.693 R? = 0.805 (5.4)

It must be noted that the fit of, [potentially has large inaccuracies because ofatlge measurement
errors associated with the values. However we éxpdo increase with time in such a manner, which

lends credence to the fit.

Values ofc and L for the selected measurements (soil moisture &%)3@ere then calculated from
(5.3) and (5.4), and these values are presentedhle 1V.
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Table 5-1V: Roughness conditions for a soil moistoetween 28% and 32% inclusively

o (Mmm) L. (mm) Slopes/L.

28 71 0.39

25 77,78 0.32,0.32

24 81, 82, 83 0.30, 0.29, 0.29
23 86, 87, 88 0.27,0.26, 0.26
22 91 0.24

21 97, 98 0.22,0.21

18 118 0.15

17 120, 121 0.14,0.14

Three roughness values used in the comparisontttwo modelling approaches were chosen from
the values shown in table IV, which cover the raofyealues for rough surface slope in table IV. yhe
are shown in table V.

Table 5-V: Roughness conditions selected for tiepavison with the numerical approach

Surface o (cm) L. (cm) Slope ms/L,
5 1.7 12.1 0.14
6 2.3 8.7 0.26
7 2.8 7.1 0.39

These three surfaces, which we have named 5, @ dmdcontinuity, range from a moderately rough
surface (surface 5) to a very rough surface (sarégcThey therefore compliment the surfaces studie
in the previous section (surfaces 3 and 4), whauth & low roughness.

The emissivity at H and V polarization were caltedafor surfaces 5 — 7 using both our numerical
approach and the AIEM model, for incidence ang@e20°, 30°, 40°, 50°, 60%=0° exponential
surface autocorrelation functions, and a soil nioestof 30%. A soil moisture of 30% was chosen
since in this case surface effects dominate arsdpiiis us in the validity region of the AIEM model.
In addition at higher soil moistures. The inputrpitivity value equivalent to 30% soil moisture was
calculated using the model developed by Mironowalet(2009). This model requires inputs of soil
moisture, soil clay content, frequency and soilgemature. The clay content for the SMOSREX site
was taken to be 16.6%, as measured by Escorihtiela(2007). The permittivity was calculated for
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these values and for each temperature value mebhsarthe SMOSREX site for days where the soil

moisture was 30%. We then took the average pewitytiralue which wag,=17.03+1.96i.

5.3.2 Method

Calculations were performed using the numericakr@ggh and the AIEM model for roughness and
permittivity conditions presented in section 5.3He three different roughness conditions are shown

in table V and the soil permittivity was=17.03+1.96i.

The model parameters for the numerical approachhaie selected in section 4.2. Calculations were
performed for N=5 different rough surfaces with g8@ne autocorrelation functions and values of
and L and then the square of the reflected electric fmdraged over all surfaces to calculate
|E(0s@)f in (4.3). This averaging process is necessaryderao approach the value that would be
obtained for the case of an infinitely large rowginface, corresponding to the value calculatechby t
AIEM model. The emissivity was then calculated friY(6,, @)f using (4.3), (4.5) and (2.111).

Roughness conditions are shown in table V and safiighe model parameters are summarised in

table VI, below.

Table 5-VI: model parameters for the numerical aygmh

Model Parameter value
Surface size, L 1.27m
incident beam Plane wave
Number of rough surfaces, N 5

Number of points on the surface 128 x 128
Integration step, s 0.5°

Currently the most commonly used model analyticaldeh for the calculation of rough surface
emission is the Integral Equation Model (IEM), & updated version the Advanced Integral Equation
Model (AIEM). This is the most widely used analglienodel since it has the widest validity region.
The AIEM model is limited to rather wet soils sinicethe AIEM model does not consider volume

effects, only surface effects, and at wet soil$asar effects dominate.

The version of AIEM used in this study is a coddtten and run in fortran. We input values of
permittivity, incident angle, frequency, the stambaleviation of surface heights of the rough
surface@nd the surface autocorrelation length MWe can also choose between an exponential

autocorrelation function and a gaussian autocdroalgunction for the rough surface. The fortran
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code was executed for roughness conditions showable IV, incident angles of 20 — 60°, with a step

of 10°, H and V polarisation and a permittivitysp£17.03+1.96i equivalent to 30% soil moisture.

5.3.3 Results and Discussion

Figure 5.11 - Figure 5.13 show a comparison ofetiméssivity as a function of measurement angle, as
calculated by the numerical model, AIEM and alspezimental data from the SMOSREX 2006

campaign. The six different graphs present resaitshe three different roughness conditions shown
in table IV (surfaces 5 — 7) and H and V polarizagi Not that in some cases there are many differen
experimental points for one roughness condition emahsurement angle. These different points
correspond to measurements that were taken atratiffdimes for the same roughness and soll
moisture conditions. The variation in the emisgivif these points could be due the fact that the
measurements of soil moisture and surface roughmesstaken by sampling and therefore somewhat
inaccurately represent the roughness of the wiwlgh surface or the average soil moisture acrass th
footprint. Also the soil moisture was not measuaedepths of less than 5¢cm and for wet conditions
the soil moisture profile in the region O to 5cnsH@een shown to significantly affect emission (ref

Escorihuela).
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b) 0=1.7cm L,=12.1cm, V polarisation
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Figure 5.11: Results of the emissivity of rougHate 5, with standard deviation of surface heights
o=1.7cm, autocorrelation length;£12.1cm, a soil moisture of 30%, as calculated M and the
HFSS model and as measured on the SMOSREX sita) fémpolarization and b) V polarization.
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a)c=2.3cm Lc=8.7cm, H polarisation
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b) 6=2.3cm Lc=8.7cm, V polarisation
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Figure 5.12: Results of the emissivity of surfaceiéh standard deviation of surface heigts2.3
cm, autocorrelation length£8.7cm, a soil moisture of 30%, as calculated biMland the HFSS
model and as measured on the SMOSREX site, fétpmjarization and b) V polarization.

165



a)c=2.8cm L,=7.1cm, H polarisation
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b) 6=2.8cm L.=7.1cm, V polarisation
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Figure 5.13: Results of the emissivity of surfaseitih standard deviation of surface heiglats2.8cm,
autocorrelation length |=7.1cm, a soil moisture of 30%, as calculated biMIland the HFSS model

and as measured on the SMOSREX site, for: a) Higatéon and b) V polarization.

Results show that both the AIEM model and the FEMpraach have good agreement with the
SMOSREX experimental data for surface 5, as shawhigure 5.11. The agreement for the FEM
method is better for higher angles (approximatéd®°) at H polarization, as can be seen in Figure
5.11a. Agreement is good between the FEM approadheaperimental data for surface 6 and at V

polarisation, as shown in Figure 5.12. Agreemeiass good for the AIEM approach, which predicts
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values that are too low for angles above approxpat0°: there is a difference in values predidigd
AIEM and experimental data of about 0.3 at 60°\Vapolarisation, for surface 6, which is the
equivalent of about 10K in brightness temperatBath the AIEM model and the FEM method give
similar results for surface 6 and H polarisatiohjcli are in good agreement with experimental data
for lower angles(<40°) but are lower than the eipental data for higher angles. However at 60° the
difference in emissivity is about 0.05 less for BteM method, equivalent to about 15K in brightness
temperature. For surface 7, the surface with tighdst roughness, both the FEM method and the
AIEM method predict emissivities that are too loMowever the gap between experimental and
modelled data is less for the FEM method at higiregles. For the FEM method, the difference is
fairly constant for all angles, varying from 0.0% .1 at H polarisation and 0.05 to 0.075 for V
polarisation, in other words we observe the samedtfor the FEM method as for the experimental
data. However the gap between experimental and lleddéata increases with angle for the AIEM

model at H polarisation, varying from 0.05 at Oapproximately 0.2 at 60°.

In order to further analyse the trends in resudta &unction of surface roughness, we presentgarEi
5.14 the emissivity as a function of rough surfatepe 6/L.) for the two models compared to

experimental data, for polarisations H and V andngles of ap=0° b)8=50° and y=60°
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Figure 5.14: The emissivity as a function of rosghface slope calculated by the FEM and AIEM
models compared to experimental data, for a soitace of 30%, H and V polarisation and a)
6=20°, b) 6=50° and c)&=60°.

The graphs of Figure 5.14 show that both modeldyme good predictions for all roughness
conditions if the measurement angle is low. TheMIEBodel has a good agreement also for angles up
to 50° if the surface has a rough surface slogessfthan or equal to about 0.15. On the other Hand
FEM model has a good agreement with experimental fda all angles up to 60° and a rough surface
slope of less than or equal to about 0.15. At higingles (see Figure 5.14a and b for example) and f
a rough surface slope higher than 0.15, both maateldict values that are too low particularly at V
polarisation, but the FEM method is still overdibser to the experimental results. The difference
between the experimental results and FEM modeligifeds at high roughness conditions could be
due to the measured soil moisture and roughnessyataccurately representing the soil moisture and
surface roughness across the whole field of viethefradiometer measurements. This seems likely as
we see a spread in different points with the saomelitions in Figure 5.11 and Figure 5.12, i.e. when
we have different points of the same measured tiondithe measured emissivity is not the same.
This could also be due to inaccuracies in the Figpr@ach which we may be able to correct in future

work, for example by increasing surface size oolgsn.

In summary, the results presented in Figure 5Higjure 5.14 show that the FEM approach has overall
a better agreement with experimental data, paditufor higher angles, than AIEM. Both the FEM
method and the AIEM model have a good agreemeft éxiperimental data for surfaces of moderate

roughness (surface slope of about 0.15) but the Fit¢hod makes better predictions for rougher
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surfaces and at higher angles. The FEM methodllisogt low however for the high roughness case
(high angles and H polarisation for slope=0.26 alicconditions for slope=0.39). Future work will

evaluate whether these differences could be duerriar in the soil moisture measurements or
roughness values or due to rough surfaces beingnadl or having too low a resolution (number of

points on the surface) in the FEM approach.

5.3.4 Conclusions

Results of this section have shown that, for algfmess conditions, we observe the same trentigin t
emissivity predicted by the FEM approach as withdkperimental data. Results have also shown that
the results of the FEM approach have an overatebetgreement with experimental data than the
AIEM model. In particular results are better foglmer roughnesses and at higher angles. A good
agreement was obtained between the FEM approachhandxperimental results for a moderately
rough surface. For very rough surfaces predictafrthe FEM approach are lower than experimental
data, but they are still closer to the experimedéh than the AIEM model. We conclude then that th
FEM approach gives good results for moderately hasugyfaces and values that are too low for very
rough surfaces but still more accurate than theMAl&pproach. Further work needs to be done to
determine why we have these differences betwedligtiens of the FEM approach and experimental
data at high soil roughness conditions, in pardicwhether this could be due to uncertainties @ th
soil moisture and roughness measurements or dm@douracies in the FEM approach such as rough

surface size and/or resolution being too low.
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CHAPTER 6. EMISSIVITY OF THE SOIL-LITTER SYSTEM:
COMPARISON WITH EXPERIMENTAL DATA AND THE
SCHWANK M ODEL
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6. Emissivity of the Soll-Litter system: comparison wih
Experimental Data and the Schwank Model

In this section we present the first results ofeh@ssivity of the soil-litter system as calculatesing

the FEM approach. We model the soil and litter tayas homogeneous dielectric materials with
randomly rough surfaces. As a first step in modgllihe soil-litter system we consider homogeneous
soil and litter layers which do not have soil morst gradients or inclusions. The litter medium is a
mixture of decomposing organic material, air andenaHowever since all components are smaller
than the wavelength we are able represent the ktsean effective medium of a homogeneous
permittivity constant (see section 2.3). By the samasoning, we also represent the soil layer as an
effective medium with a homogeneous permittivitynsant. We aim to compare the general
behaviour of the emissivity of this soil-litter $gm, calculated by the numerical FEM approach, with
results found in the literature for the emissivifythe soil-litter system. Currently very few stesliof

the effect of the litter layer on forest emissicavé been performed and only two papers present
results of the emissivity of the soil-litter systefrhe first is an experimental paper by Grant et al
(2009), in which an experimental campaign at thayBsite (Grant et al 2007) is presented, and the
second is a theoretical modelling paper by Schweirdd (2008). The comparison with experimental
data presented by Grant et al (2009) may also bsidered a first step in validating the FEM
approach for the whole soil-litter system. Howether comparison with the Schwank model (2009) is
a comparison only, since the model proposed by 8okws approximate and has not yet been

validated for the soil-litter system.

In the following sections we present first a sumynalr the studies performed by Grant et al (2009)

and Schwank et al (2008), secondly the method iaatlyf a discussion and conclusions.

6.1 The Bray 2009 Experimental campaign and the Schwanknodel
predictions
Grant et al (2009) present experimental data takethe Bray site in the Les Landes forest near
Bordeaux, Franc@atitude 4442 N, longitude 046 W, altitude 61 m), of the emissivity above and
below the forest canopy, i.e. forest emission ashale and emission of the soil-litter-understory
layers, for different moisture conditions. This exdmental data covers soil moisture conditions
ranging from 15% to 30% (volumetric soil moisturgngles from 35° to 60° and H and V
polarisation. The litter layer in the experimerddé varied in thickness up to 10 cm and consisfed
decomposing grass, pine needles, pine cones, amth®s. There was also an understory layer of
grass, covering the forest floor. In addition tpesmental data, the authors performed simulations
the soil-litter system using a radiative transfppraach (the “Wilheit model”, presented by T.T.
Wilheit 1978) for flat soil and litter surfaces.
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Figure 6.1, taken from Grant et al (2009), showsults of the emissivity as a function of soil
moisture. The results shown in black are experiailaesults and include the forest emission (above
canopy shown as black crosses) and the emissidheoEoil-litter-grass system (shown as black
circles). Also shown are simulation results of gwl-litter emissivity (from a Wilheit radiative
transfer model with flat surfaces) and the baré exmissivity calculated from the Fresnel equations,

which are exact for flat surfaces.
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Figure 6.1: Horizontally polarized surface emistes derived from above-canopy observations
(eH,45SLGC,obs and eH,4SLG,_obs_; black) and simulations (eH3b,sim and eH,4%,sim ;

gray), plotted against volumetric soil moisture tant.

The second paper by Schwank et al (2008) preseantsts of the reflectivity (equal to 1 minus the
emissivity) calculated using a soil-litter modehi§ model is presented in detail in section 3.22.2

In this model, the permittivity of the litter layevas calculated using a physical mixing formula,
considering the litter to be a mixture of leavespfesented as spheroids), water and air. Theiteil-I
system was modelled as an effective medium witkftettive permittivitye(z) varying with depth z,
which was equal to the litter permittivity at deptthat fall within the litter medium and soil
permittivity at depths that fall within the soil diem. A Fermi function was applied to smooth the
transition, also accounting for small scale rougisndhe roughness was estimated to have standard
deviation of surface heights of 1cm for both soidlditter layers. A coherent radiative transfer lod
was applied to calculate the reflectivity of thé-titer medium from the effective permittivity.itter

depth was taken to be 2cm in this model.
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Results are summarised in Figure 6.2, taken framatticle (Schwank et al 2008).
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Figure 6.2: Reflectivities Rp(L, S) of a litter—soil formation computed for litteater column
density 0<py. <6 - 10-3 m3 - m-2, angke=50°, and T = 290 K. Data are shown for (a) p =ard
(b) p =V and the imaginary part of the soil pettinity s =5, 10, 17, 25. The crosses and the hollow
and the bold dots are Rp’s for the bare soil, thared litter condition g,. = 0 m3 - m-2), and the
wettest observed litter conditiop,{ = 5- 10-3 m3 - m-2), respectively.

6.2 Method

The emissivity of the soil-litter system was ca#tet using the FEM approach described in section
4.1. Both soil and litter layers were representedlialectric materials of homogeneous permittivity
and with rough surfaces. In order to minimise thi&wation time, the volume of the soil layer was
replaced by the layered impedance boundary condiiothe soil rough surface, as with calculations
performed in chapter 7. The calculation area fer ghil-litter system thus consisted of a litterday
with a rough surface, bordered by a vacuum aboweaamugh surface representing the soil layer
below. Radiation boundary conditions were appliedte boundaries of the vacuum and layered
impedance boundary conditions applied to the bouesiaf the litter layer. The impedance boundary
conditions were set to the litter permittivity betsides of the litter layer and to the soil petigiiy on

the rough surface representing the soil, at theoboof the litter layer. This is shown in

Figure 6.3.
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Figure 6.3 The HFSS Calculation Area in the FEM apprt

The values of the model pimeters wereset to those chosen in sectid.2. This included 5
simulations for each saiitter structure (N=5), the width of the litter and dairers of L x L = 1.27n
x 1.27m (= @x6)), a plane inclent beam, and an integration step of 0.5°. Ithat 5 rough surfact
were created using the proce2 shown il Figure 4.2 in section 4.1.2.for eac roughness conditic
considered for the soil and lir layers. From these rough surfaces we cre5 different so-litter

structures for each combinati of soil and litter roughness. Each of theseructure had soil and
litter surfaces that were diffent from the other 4 structures, but had same autocorrelatic
function, standard dewvian of surface heighty, and autocorrelation lengtt..

Calculations were performed. 1.4 GHz, both H and V polarisation and n angle c ¢=0°, and
0=40°.

Conditions for the soil and litt layers, including roughness, moisture and Idepth, wer chosen to
be those found in the field. Ne that although we wish to compare with Sank model we did nc
use the soil and litter conditic chosen by Schwank et al since we only wir compare the genet
behaviour of the soiitter emissivity and nc absolute values. We chose oniil roughnes and two
litter roughnesses, whose vas ofc and L are given in table I. An expential autocorrelatio
function was used for the soilrface and gaussian autocorrelation functior the litter surfaces. .
low soil roughness was chosg still within the range of rough surfaces fd in the fied, and an
exponential autocorrelation fution chosen since soil roughness profiles hazen shown to be mo
similar to exponential autocoration functions than gaussian. On the otherl there is currently n

available data in the literaturer the oughness of the litter layer. We therefostimated that and L,
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would have similar values to valuesofnd L for a soil surface and so we chose values ofivelgt

low surface roughness, since calculations are filiier and require less memory, but still withia th
range of soil roughnesses found in the field. Ome tther hand we chose to use gaussian
autocorrelation functions since the litter tendsddlect in rounded clumps, forming a profile which
appears to be smoother than the soil profile andlesestimate that the litter roughness profile \él

closer to a gaussian than an exponential autoatioelfunction.

Table 6-1: Roughness conditions for the soil attedisurfaces

) Standard deviation of surface heigit, )
Medium Autocorrelation length (cm)
(cm)
Soil 0.44 9
Litter 1 0.4 12.4
Litter 2 0.8 12.4

We therefore had two different roughness combinatithe soil rough surface combined with litter 1,
which we shall call soil-litterl, and the soil rdugurface combined with litter 2, which we shall ca
soil-litter2.

We chose a litter depth of 8cm which is within thege of values found in the field. The roughness
values and litter depth were chosen to be closalees observed during an experimental campaign
performed at the SMOSREX site during 2009 and 20i@his campaign the ground (with a rough
surface) was covered with grass litter and thehbmigss temperature of the soil-litter system mesbsur
at 40°, H and V polarisation, and on different dewth different moisture conditions. The litter diep
and roughness values shown in Table | are alsdasirto values observed during the Bray 2009
campaign: the litter depth was observed to varyvéeh O and 10cm during this campaign and

although roughness was not measured the autharsaésit to be low on the Bray site.

Soil and litter permittivities were calculated respively from soil and litter moisture content. gty

we considered the soil and litter moisture to blateel, so that litter moisture increases with soil
moisture. We applied the following empirical reteiship found by Grant et al on the Bray site, and
presented by Della Vecchia et al (2007):

LM (gray) = SM(vol) 0<SM<01 (6.1a)
LM (grav) = 3.0971 SM(vol) - 0.1817 01<SM< 035 (6.1b)
LM (grav) = 09 SM < 035 (6.1c)
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where LM(grav) is the gravimetric litter moisturedaSM(vol) is the volumetric soil moisture. Since
in general we deal with gravimetric soil moistugM(grav), for the litter moisture calculations we
first calculated the volumetric soil moisture SMijvisom the gravimetric soil moisture using (2.99),

which for a water density,, of 1 gcn?’,is given by:
SM(vol) = SM(gray * p, (gcm ) (6.2)

whereps is the bulk soil density, which we took to be fy&i® as measured on the SMOSREX site

(see Escorihuela et al 2007).

In order to calculate the permittivity of the s@ibm the soil moisture SM(grav) we applied the
Mironov model for a soil texture of 16.6% clay a88l4% sand, as measured on the SMOSREX site
(de Rosnay et al 2006a), and a temperature of 2@0&tder to calculate the litter moisture we apgli

the following empirical relationship found by Dentoux et al (2008):

Eliter = 23tanh@(LM — 065)) + 58LM + 4.1 (6.3a)
€liter = 125tanh(L8(LM - 063)) +1.35 (6.3b)

Note that this relationship was determined fronofabory measurements of the permittivity constant
of litter samples taken from the Bray site, whére éxperimental campaign by Grant et al (2009) was

performed. These litter samples therefore consisteldcomposing grass, pine cones, pine needles.
The soil and litter moistures and their correspogdiermittivity values are given in table II.

Table 6-11: soil and litter moistures and their eesponding permittivity values

SM(%grav) SM(%vol) LM(%vol) Soil permittivity |  Littepermittivity
10 14 25 5.313+0.443i 3.269+0.100i
20 28 69 10.288+1.025i 8.712+2.301i
30 42 90 16.893+1.837i 11.537+2.600i

We firstly calculated the emissivity of the soitdéirl and soil-litter2 for the soil and litter
permittivities given in table Il, assuming that thiter and soil moistures are related. Thus we
performed calculations for the first soil permiitjwvcombined with the first litter permittivity, #n the
second soil permittivity combined with the secoittet permittivity, etc. We also calculated the
emissivity of the bare soil for soil permittivitiehown in table Il and soil roughness shown ingdbl
These calculations allowed us to compare results the Bray experimental results given by Grant et
al (2009). Secondly we calculated the emissivitthefsoil-litter2 structure for all combinationssufil

and litter permittivities shown in table Il, assugithat the soil and litter moistures are not dateel.
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This allowed us to observe the effects of litterishwe at fixed soil moisture and vice versa, alsd a

to compare with results of the Schwank soil-littevdel presented by Schwank et al (2008).

6.3 Results and Discussion

Figure 6.4 shows results of the emissivity of tbé-liter and bare soil systems, calculated wike t
FEM approach, and assuming the relationship betdenand soil moisture given by (6.1a) — (6.1c)
is valid. Results are presented for H and V pcdaids.

These results show a good general agreement vétlextperimental data reproduced in Figure 6.1,
from Grant et al (2009). We see that the presemfdbep litter layer causes an overall increase in
emissivity and we observe that the curve is gelyefialiter in the presence of the litter, as witiet
experimental results shown in Figure 6.1. Thigdlaing of the curve indicates that the sensitiaity
the emissivity to soil moisture is diminished ire thresence of a litter layer, which is consisteith w
conclusions of Grant et al (2007, 2009). We notEigure 6.4 the high influence of the litter sugac
roughness, which is a new result. When we douldelitter surface standard deviation of surface
heights (and also the surface slope) from thelitt@tdl to soil-litter2 structure, we observe a hig

increase in emissivity, particularly for H polatisa and for high soil moisture (or litter moistiire

Figure 6.5 shows the emissivity of the soil-littesystem as a function of litter moisture, for fixed
values of SM(grav) and for H and V polarisationsil&s presented in this figure show that emissivity
generally decreases with litter moisture, albethve low gradient. We also observe that at highbrlit

moisture values the emissivity no longer dependsaihmoisture: the litter layer completely masks

the signal from the ground. This is consistent withclusions from Grant et al (2007, 2009).
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Figure 6.4: The emissivity calculated using the FBpproach at 40° for a bare soil of roughness
00.44cm, k=9cm, and a soil of the same roughness coveredittyr layers of two different
roughnesses, calculated as a function of gravirmetail moisture content and at a) H polarisation

and b) V polarisation
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Figure 6.5: The emissivity calculated for the ditier system as a function of volumetric litter
moisture content, calculated for fixed values df swisture, 40°, at a) H polarisation and b) V

polarisation

Figure 6.6 shows the reflectivity as a functiortted real part of the litter permittivity, for fixedalues
of soil permittivity. This allows us to compare tvitesults of the Schwank model (2008) presented in

Figure 6.2. Note that the points shownegtl correspond to values calculated using the FEM

180



approach for a bare soil of roughness).44cm, Lc=9cm and different soil permittivitieAgain

results are shown for H and V polarisation.
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Figure 6.6: The reflectivity calculated by the FEdproach for the soil-litter system, as a functain
the real part of the litter permittivity, for thredgifferent fixed values of soil permittivity (vatugiven

in table 1) and for a) H polarisation and b) V @wisation.
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Figure 6.6 shows that in general the soil-littdleaivity increases with litter permittivity in manner
similar to that calculated by the Schwank modebvahin Figure 6.2. In both Figure 6.2 and Figure
6.6 we also observe that, in general, the refless/of the soil-litter system are lower than thas

the bare soil, with the exception of the case wthersoil permittivity is low and the litter perniity
high. The presence of a litter layer introduceshmeesms to both increase and decrease emission. The
litter layer attenuates the soil emission whichrallalecreases the emission of the soil-litter esyst
However it also acts as an impedance-matching Ey#hat the soil emission is higher in the presenc
of the litter. Also the litter itself has an emmsiwhich adds to the overall signal. The resultgigtire

6.2 and Figure 6.6 show that the overall effedheflitter layer is to increase the emission. Fegbil6
shows that the exception to this is for low soilmpigtivity and high litter permittivity where the
overall effect of the litter layer is to reduce thmission. In this case the litter layer’s permityi is
higher than that of the soil and so it no longets aas an impedance matching layer but rather
attenuates strongly the soil emission. Also thession of the litter layer itself is at its lowest high

moisture conditions.

A main difference between Figure 6.2 and Figure i6.6hat at low litter moisture we observe a
crossing over of the curves representing diffespiitmoistures in Figure 6.2, which is not obserired
Figure 6.6. Instead, in Figure 6.6 the curves gtng different soil moistures cross at highetfitt
permittivity, which is not observed in Figure 6This crossing over represents a very low sensitivit
of emission to soil moisture. It is therefore méwgical that this will occur at high litter moistr
when the litter layer more effectively masks thé, s shown in experimental data (e.g. Grant et al
2007, 2009). Therefore the FEM approach appearstiel the soil-litter system more accurately than

the Schwank model.

6.4 Conclusions and Perspectives

In this chapter we have presented a study of theséon of the soil-litter system as a function oil s
and litter moistures, calculated by the FEM appnoafe compare results with those found in the
literature, in particular experimental results preed by Grant et al (2009) and the Schwank model
(2008), which is not exact. Results show a goodeg#nagreement with the experimental results,
validating the numerical approach for the casehef tivo layer soil-litter system. Results agree in
general with the Schwank model. However the Schwawaklel predicts a low sensitivity to soil
moisture for low litter moisture values whereas EieM approach predicts a low sensitivity to soil
moisture for high litter moisture values. The latte more consistent with experimental results
indicating that the FEM approach is more accutadm the Schwank model. From this study we can
also conclude that the roughness of the litterrldnges a large effect on the emission of the sthéli
system. To our knowledge, this is a new resultesimcsoil-litter system with rough surfaces has not

previously been studied.
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Future work will further validate the FEM approaa$ a tool to model the emission of the soil-litter
forest system by comparing results of the emigsiwith experimental data over a range of soil
moisture and roughness conditions. However thereursently very little data of the soil-litter
emission available in the literature, and none imcW the surface roughness was measured. An
experimental campaign must therefore be perforroedhfs validation. With this in mind, we carried
out an experimental campaign on the SMOSREX sitendl2009 and 2010, where a rough ground
surface was covered with grass litter and the radiac brightness temperatures measured at 40° and
H and V polarisation for different ground moistwenditions. The ground temperature, soil and litter

moistures, and soil and litter surface roughnesg akso monitored.

Once the modelling approach has been validatedntbe used to study the effects of a number of
different parameters on the soil-litter emissiohe®emission can be calculated at different angids a
polarisations and for different surface roughnessatand litter permittivities (moisture contergnd
litter depth. Thus we will be able to study theeeffon the soil-litter emission of each of theduling
variables: litter depth, soil surface roughnedserlisurface roughness and soil and litter moisture

contents. We will be able to study the importanicthe effects for angles and polarisations.
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CHAPTER 7: CONCLUSIONS
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7. Conclusions

During this PhD we have developed a numerical mimgeapproach which allows us to calculate the
scattering and emission of a two-layer heterogesisyatem representing the soil and litter layers in
forests. This approach relies on the use of Ans&fESS software, which solves Maxwell’'s equations
using the Finite Element Method (FEM), and is tfeme an exact numerical approach. In this
approach, which we refer to as the numerical FERr@gch, we are able to model many features of
the soil-litter system including randomly rough fages, moisture content, and litter depth. We can
calculate the bistatic scattering coefficient andssivity of such a system at H and V polarisation,
and incident angles in the range of 0 to 90°. Thwr@ach was developed in the context of the SMOS
mission and so was developed for a frequency ofGH4 (SMOS frequency) but it can be adapted to
other frequencies. It was developed as a tool whihtenable us to study in detail the emission of
multilayer systems, with rough surfaces, in genarad the soil-litter system in particular. To our
knowledge there is currently no numerical modellagproach that allows us to model a two layer
system with randomly rough surfaces, at L-banduesgies. It is important to study the emission of
the soil-litter system since it is not yet well enstood and has not been accurately accounted for i
the inversion algorithm used to retrieve soil maistfrom SMOS measurements over forests. Using
the approach developed during this PhD, it is nagsfble to create a synthetic database of the
emission of the soil-litter system at 1.4 GHz, darection of numerous different parameters inclgdin
measurement parameters such as angle and potaiseid also physical parameters of the soil and
litter layers, such as the surface roughness andtune content. Such a database will allow us to
study the emission of the soil-litter system undemny different conditions. This was not possible
before the work of this PhD.

In this thesis we have presented the approach @gselfor modelling the scattering and emission of
the soil-litter system and also a sensitivity stypgyformed to set the values of the important model
parameters. We then presented a validation of pipeoach for the case of a single homogeneous
dielectric layer with a randomly rough surface (esenting the bare soil). As a first step, we
compared results of the scattering and emissidghi®ystem, as calculated using our numerical FEM
approach, with predictions of the Method of MomgiM®M) model and also with experimental data.
The Method of Moments is considered to be the raostrate method for calculating rough surface
scattering and emission but cannot easily be addptheterogeneous or multilayer structures such as
the soil-litter forest system. We compared resoftthe bistatic scattering coefficient, backscatigr
coefficient and emissivity with the Method of Monteror surfaces of low to moderate roughness and
for both dry soil moisture conditions (for the bist scattering and backscattering coefficients) an
wet soil moisture conditions (for the emissivitiResults showed a good general agreement between

the Method of Moments and the new FEM approachdatihg our approach for the rough surface
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case and for rough surfaces of low to moderatemoegs. Results showed a better agreement for the
emissivity than for the active case (backscatter lastatic scattering coefficients) indicating tloatr
approach produces more accurate results for entissi@iculations than for scattering calculations.
These results are of particular interest sincepuo knowledge, the emissivity has never been
calculated using the FEM method before, as it vedsansidered to be accurate enough. We conclude
from our results however, that although the Metbboments is a more accurate model for the case
of rough surface scattering and emission, our ambras nevertheless a good complimentary method,
producing results in good agreement with MoM, aag the advantage that it can be extended to

model multilayer, heterogeneous media such asaihétger system.

As a second step in the validation of the numerieBM approach, we compared results of the
emissivity of the bare soil with a rough surfacethwexperimental data from the SMOSREX 2006
campaign, for high soil moisture conditions andHah to very high roughness conditions. We found
that the FEM approach had a very good agreement @iperimental data for high roughness
conditions, at a rough surface slope of approxilpatel4, but somewhat underestimated the
emissivity at very high roughness conditions, abagh surface slope of about 0.39. In all cases,
however, results of the FEM approach showed theesganeral trend as the experimental data. At a
surface slope of around 0.26, which is already \egh, our approach had a good agreement with
experimental data for lower measurement angles {fen or equal to 40°) but predicted values that
were up to approximately 30K too low for higher Esg However there are uncertainties in the
experimental data of soil moisture measurements ranghness measurements since these were
measured by taking samples in the field which matybe representative of the whole field of view.
The differences between the FEM approach and erpetal data at very high roughnesses may be
due to these uncertainties. In addition we may lile to improve results of the FEM approach for

example by increasing the size of the surfaceBamiodel at certain roughness conditions.

From results of the validation against the Methbiloments and experimental data, we conclude that
our numerical approach is accurate for rough sedaif a surface slope up to about 0.26 for lower
angles (40° or less) and up to between 0.14 arfdl for2angles higher than 40°. It appears that the
FEM approach somewhat underestimates the emissitityugh surfaces with higher surface slopes.
However this could be due to the effects of undatits in soil moisture and roughness measurements
on the measured emissivity values used for thigla@abn. Future work will evaluate this and also
whether results of the FEM approach can be impravgdncreasing the surface size or resolution, for
example. However since surface slopes of 0.14 a2t dre still fairly high, for now we can conclude
that our method gives good results for rough seddn the majority of cases. As a comparison, we
also compared the experimental data to predictminghe analytical IEM model, used often to
calculate rough surface scattering and emissioa.lEM approach is faster than our method but since

it is not exact it has a limited validity region.eNMfound that our approach had a better overall
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agreement with the experimental data than the doalyEM approach, even though we considered
high soil moisture which is within the IEM validitsegion. In particular the FEM approach had a
better agreement for high angles and high rougleses®r example, the differences between results
of the emissivity for the IEM approach and expentaé data were approximately 0.2 at very high
roughness and a high angle (50°), equivalent toutalé®K, whereas the FEM approach only

underestimated the emissivity by about 0.2, or 3@Kler these same conditions.

We presented next in this thesis the first caltuhat of the emissivity of the soil-litter systemlaft
GHz and H and V polarisation. We modelled the btdr system as two homogeneous dielectric
layers each with rough surfaces: for the momeninwtiding any further heterogeneous features such
as soil moisture gradients or inclusions. We pemntat calculations for different soil and litter
moisture conditions, one surface roughness comditoo the soil layer and two surface roughness
conditions for the litter layer. The soil permittiwwas calculated from soil moisture using the eiod
presented by Mironov et al (2009) and the littemp#ivity was calculated from the litter moisture
using a relationship found experimentally by Densomtet al (2008). As a first step in validating the
approach for the two-layer system, we comparedteesith experimental data presented by Grant et
al (2009). Since not all input values required foe modelling approach were measured in this
experimental campaign (notably surface roughnessnea measured) we estimated these parameters
and therefore only compared general trends ofdbelts and not absolute values. Results of the FEM
method showed a good general agreement with expetaihdata, predicting key features such as (in
general) an increase in emission and a loss isdheitivity of the emissivity to soil moisture, time
presence of a litter layer. Results of the FEM méthlso indicated that the litter roughness has a
strong influence on the emission of the soil-litgstem, a case that has not been studied to\Wate.
also compared results of the FEM approach to tledsen analytical model presented by Schwank
(2009), which calculates the litter permittivitying a dielectric mixing model and calculates the
emissivity of the soil-litter system using a coh#readiative transfer model. We concluded that the
FEM approach produces similar results to the Schveaproach and in the cases where the results are
different the FEM approach produces results thatraore consistent with experimental data. The
FEM approach better reproduces the loss in thatsetysof forest emissivity to soil moisture atdgh

litter moisture values, which is observed experitaiyn by Grant et al (2007, 2009).
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8. Perspectives

Since the FEM approach developed in this thessmewhat inaccurate for very high roughnesses
further work is necessary to develop and impros@dcuracy for surfaces of high roughness. In order
to do this the sensitivity analysis presented ictise 4.2 could be extended to further roughness
conditions and also to include the surface resmuta parameter that was not tested. In particalar,
study could be performed to investigate the efééthe surface size on the calculated emissivityeva
for a range of roughness conditions (different galwf standard deviation of surface height and
autocorrelation length). In section 4.2 the surfsize was tested only for very low roughness amy ve
high roughness conditions and we found that inehesses a smaller surface size (L)=6vas
sufficient. However we expect surface size to havagh influence on the accuracy of the model and
so it would be of interest to study this in moregtthe In particular, we expect the surface size ihat
required for an accurate solution to depend orathiecorrelation length and so it would be of insere
to study the effect of surface size if we fix thanglard deviation of surface height and vary the
autocorrelation length. Also, a study of the effetsurface resolution on emissivity for surfacés o
different roughnesses could be performed. For thkwf this thesis, surface resolution was fixed at
lcm (equivalent to 21 points per wavelength) sitlis seemed to be a good resolution when
compared with values used by the Method of Momé¢dt®u et al used a lower resolution of 16
points per wavelength or 1.3cm) yet did not havesavy associated calculation cost (the lower the
resolution the higher the calculation cost). Howetvaould be of interest to evaluate the effectlos
results of increasing or decreasing resolutionpdrticular, we expect rougher surfaces to require a
higher resolution so that the surface roughnessaisipled in small enough intervals to be
representative of the surface profile. In thesalies) it is also important to evaluate the effefct o
surface resolution and the width of the calculaaoea (size of the rough surface) on calculaticst.co
This will allow us to select values for the widthdaresolution that do not have unreasonably high
calculation costs. Furthermore, studying calcutaticost (CPU calculation time and memory
requirements) will potentially allow us to optimifee modelling approach, by allowing us to select
parameter values that lower the calculation costistvmaintaining accuracy. We could also study
whether the convergence criterion of the nhumesaaulations can be reduced, which would reduce

calculation costs, while still maintaining accuraxythe results.

In order to develop the modelling approach furtteercalculations of the soil-litter system, we must
further test and validate the model for a two lagystem representing the soil and litter layerghis
thesis we have shown that, for low roughness comdit the FEM approach produces results that are
in agreement with experimental data in their gdrsehaviour and main features but it is important t
extend this validation to a comparison of absol#tiies over a range of different conditions. Since

there are currently no exact modelling methodstti@, this validation must be done by comparison
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with experimental data. However there is curremtlyy little data of the soil-litter emission avdila

in the literature, and none in which the surfacgghmess was measured. An experimental campaign
must therefore be performed for this validationtithis in mind, we carried out an experimental
campaign on the SMOSREX site during 2009 and 2@h@re a rough ground surface was covered
with grass litter and the radiometric brightnessgeratures measured at 40° and H and V polarisation
for different ground moisture conditions. The grduemperature, soil and litter moistures, and soll
and litter surface roughness were also monitoreds important in future work to validate our
approach against this data. In order to accurgtetform this validation we would need to carry out
further tests to determine some of the model pat@seln particular, we would need to test how
many simulations are required, for each roughnesditon, since we now have two rough surfaces in
each simulation instead of one. It would also bpdrtant to verify values for the surface size and
incident beam since with the inclusion of a sectayer edge effects may be more significant and
therefore we may now need to use larger surfacd®iaa gaussian incident beam to reduce the effects

of these errors.

Once the model has been validated for a two laygem we will be able to use it to create a dawbas
of the emission of the soil-litter forest systenmisTwill require a very large number of calculason
therefore, before doing this, steps could be takeoptimise the approach used. We could aim to
optimise the calculation costs as previously mewibby studying the effects of the surface resauti
on calculation costs and accuracy. Also, one ofdibadvantages of our approach compared to those
that have been written in code is that it is ndbmatic. Approaches that do not utilise softwar ar
usually automatic, making use of the Monte Carladhme to average the emissivity over a large
ensemble of rough surfaces, so that we simply iappithe model parameters that we wish to test (e.g
dielectric constant, roughness, incident angle,) etod the emissivity is calculated automatically.
Since our approach uses several different softiants, it is not possible to make it entirely
automatic. However perhaps it is possible to makaesparts of the approach automatic. For example
the process of building the structure to be studiedirrently done using several different toolsafil
C4W'’s 2D shop model design). We may be able to dind tool which creates both the rough surface

and the volume to be studied in a .sat format, whan then be directly integrated into HFSS.

Once the approach has been validated for theitteil-bystem it can be used to study the effects of
various parameters on the emission of the sadrlisiystem in forests. Parameters that can be dtudie
include soil moisture, litter moisture, litter rdugess, soil roughness and litter depth. For example
can investigate whether the presence of the latger diminishes the effect of the rough soil scefa

on the signal. Studies can be performed for H apaMrisation and a range of different angles.

The FEM modelling approach developed in the workhid PhD can also be extended to applications

other than L-band emission of the soil-litter systeThe approach can easily be extended to any
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multilayer systems with rough surfaces where thedimecan be represented as homogeneous
dielectrics. With a little more development it wdwdlso be possible to model heterogeneous media
such as trees, etc., using simple shapes like giglseand cylinders. The model can also be extended
to different frequencies, provided a study was grened of the surface size required for each
frequency. The numerical Finite Element Method iartipularly well suited to studies of
heterogeneous media and our approach, which usele@nomagnetic modelling tool based on FEM,
can also be extended to include studies of hetasmges media. Currently, work is being done in the
IMS laboratory to extend the modelling of roughfaoe emission to include temperature and moisture

gradients for example.

The numerical FEM approach can also be used far rapplications. In this thesis we concentrate on
the emissivity case since our application is theC&Vimission. However the approach developed
during this PhD also allows us to calculate thealis scattering coefficient and so we could eguall

use the FEM numerical approach for radar applioatidor example for ESA’s current BIOMASS

mission, which aims to estimate the forest bionmsase of a P-band space-borne Synthetic Aperture
Radar (SAR) satellite (Le Toan 2010). In extendimg approach to radar applications we would need
to extend the sensitivity study used to fix modatgmeters (presented in section 4.2) to include the
bistatic case, for example studying in more depghrtumber of surfaces required for each calculation

of the bistatic scattering coefficient.
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9. Appendix A : Résumé en Francais

Ce manuscrit de thése est composé de 8 chapiteegrdmier chapitre présente une introduction au
travail en expliquant le contexte, la motivatioriest objectifs de la thése. Le contexte de ce ilrdea
thése est la mission spatiale SMOS (Soil Moistung @cean Salinity). Cette mission repose sur un
satellite apportant un radiomeétre interférométrigudti-angulaire qui mesure I'émission thermique
microonde naturelle venant de la Terre a une frécpiele 1.4 GHz (bande L). L'objectif de la mission
est de retrouver 'humidité du sol et la salinigsadcéans en appliqguant un algorithme d’inversion s
les mesures effectuées. Cet algorithme est basgé swdéle L-MEB (L-band Microwave Emission of
the Biosphere) (Wigneron et al 2001). L’humiditésahli est une variable clé pour comprendre le cycle
hydrologique. Les applications de la mesure de ararpéetre a I'échelle globale sont nombreuses,

notamment pour la météo et dans le domaine agricole

L’émission thermique des surfaces continentalesréstsensible a I'humidité du sol dans le domaine
microondes. Cependant d’autres paramétres ont anssinfluence non-négligeable. Il est important
de prendre en compte les effets de tous ces paesrddans I'algorithme de SMOS afin d’extraire
correctement I'humidité du sol des mesures du lgateNous avons orienté le travail de cette these
vers une amélioration de la compréhension dessetfes parametres forestiers. Pour comprendre
I'émission d'une forét nous considérons qu’elle tpétre représentée par une structure de quatre
couches diélectrigues homogénes. Les couchesessnt,lune couche de litiere végétale, le sous-bois
qgui comprend tout type de végétation plus petite tps arbres (de I'herbe,...), et la canopée qui
comprend les arbres. Les effets de la canopé sbusrbois ont été beaucoup étudiés et sont bien pri
en compte dans le modele LMEB. Cependant I'effetladiitiere n’'a été que tres peu étudié a présent
mais les études expérimentales de Grant et al J200@uent que la litiere a pourtant un fort effer
I'’émission pour les conditions tres humides. Ellggraente notamment I'émission globale et elle
diminue la sensibilité de I'émission & I'humidité dol. L'objectif de cette thése était de dévelomte

de valider un modéle qui permettra d'étudier eraitl€effet de la litiere sur le signal forestigCe
modéle doit calculer 'émission du systeme bicoustiditiere et doit prendre en compte les effeds d
tous les parameétres de ce systeme qui peuvenemnuidu son émission, tels que la rugosité de syrface
les permittivités du sol et de la litiere, etc. bjectif final de ce modéle est la création d’uneebde
données de I'émission du systéme sol-litiere erctfon de nombreux parametres. Cette base de
données sera utile pour valider et/ou amélioreprige en compte de l'effet de la litiere dans

I'algorithme de la mission SMOS.

Dans le chapitre 4 nous présentons I'approche d#glisation développée. (Le choix de I'approche
est expliqué au paragraph 3.3.) Cette approche momplusieurs étapes. La premiére étape est la

BN

création des structures a étudier. Ceci est fdiide de deux logiciels : le programme R et le
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programme « 3D Shop Model Design » de la sociét®/CAvec R nous créons les surfaces
aléatoirement rugueuses qui ont des parametragydsités (I'écart type des hauteurs), (la longeur
d’'autocorrélation) et une forme de la fonction démorrélation bien définis. Nous construisons
ensuite des structures 3D bicouches, comportansaiéaces rugueuses, qui représentent le systeme
sol-litiere, & I'aide de « 3D Shop model desigiNeus introduisons chaque structure créée dans HFSS
(High frequency Structure Simulator de la sociéMSOFT) puis nous définissons des conditions de
calculs, telles que les conditions de bord, lesngigvités et 'onde incidente qui peut avoir larifice
d'une onde plane ou d’'une onde gaussienne. HFSSleadlors le champ diffusé quand une onde
électromagnétique est incidente sur la structureésolvant les équations de Maxwell par la méthode
des éléments finis. Nous calculons le champ difaesécette méthode pour un nombre N de structures
gui ont toutes les mémes parametres (valeurs duitfigité, o, L, etc.) mais qui ont chacun des
surfaces rugueuses différentes, c.-a.d. des pd#ileugosité différents mais avec un méme degré de
rugosité pour chaque structure. Nous calculon$idenp diffusé pour des valeurs fixes de paramétres
(rugosités, permittivités, épaisseur de litiere)neoyennant sur les valeurs calculées pour toutes le
structures différentes. A partir de cette valeucklamp diffusé nous pouvons calculer I'émissiite,
appliquant les équations (4.3), (4.5) et (2.11%)fait de moyenner sur des structures différentgis m
avec des mémes valeurs de rugosités nous pernsspi@gocher de la valeur qui serait obtenue dans
la réalité pour une surface "infinie". Le nombre steuctures sur lesquelles nous moyennons pour
calculer I'émissivité, N, et la taille de chaqueusture doivent étre déterminés soigneusement. La

procédure de calcul est présentée sur la Figure 4.1

Dans la procédure de modélisation présentée dgrexdgraphe 4.1 il y a une série de paramétres qui
ont une influence sur la précision des résultaes garameétres ont aussi un effet sur le temps et la
mémoire nécessaire pour chaque calcul. Nous paserdans le paragraphe 4.2 une étude de
sensibilité qui a permis de quantifier ces effétebjectif de cette étude était de déterminer des
valeurs pour chaque paramétre qui donneront lalenedl précision au niveau des résultats. Nous
avons étudié aussi I'effet de chaque parametreleswcodt » de calcul (le temps et la mémoire
nécessaires). Dans certains cas il sera peut@&essaire de choisir une valeur qui sera un coniprom

entre le cout de calcul et la précision. Les pateeaétudiés étaient les suivants :
- le nombre de simulations (ou de surfaces difi@®rpour chaque rugosité, N,

- la taille du domaine de calcul (la taille de agd dans chaque simulation), L x L,
- le pas d'intégration en angle de diffusion, s

- la forme de I'onde incidente sur chaque surfaeeigsienne ou plane)
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Nous avons testé linfluence de ces parameétredesurésultats et le colt de calcul pour toute la
gamme de conditions de la mission SMOS (par exerfiplenidité de sol variant de 5% a 30%,

I'angle variant de 0° & 50°, etc.) et pour un graachbre de valeurs.

Les résultats sont présentés sur les Figure 4iguae=4.23. Ces résultats montrent que nous avons
besoin d’'un plus grand nombre de surfaces poucdssactifs (calcul du coefficient bi-statique et du
coefficient de rétrodiffusion) que pour les cassifagcalcul de I'émissivité). La Figure 4.12 mant
gu’a partir d’'une valeur de N=5 nous obtiendrone ualeur pour I'émissivité qui a une erreur dd au
nombre fini de surfaces inférieure & 1%. Par colatriéigure 4.13 montre que 50 surfaces d’études
sont nécessaire pour ne pas dépasser 5% d’erreleruefficient de rétrodiffusion . Il sera nécass

de vérifier cette conclusion en faisant plus deuitions.

Les Table 4-1ll a Table 4-VIII et les Figure 4.14@ure 4.19 montrent que le pas d’intégration, s,
doit étre diminué pour le calcul de I'émissivitéupdes grands angles (>25°), les ondes incidentes
planes ou gaussiennes avec des largeurs importgtpérieures a g=0.25L), et pour les grandes
surfaces. Une valeur de s=0.5° parait suffisamipetite pour les surfaces de taille k=€t aussi pour

les grandes surfaces<{12)\) si I'onde incidente gaussienne a une largeurigtfiée a g=0.1L. Une
valeur de s=0.5° est aussi suffisante dans tousdsespour un angle de 0°. Les conditions qui
nécessitent la plus petite valeur de s sont urfacide taille 12 et une onde incidente plane. Dans ce
cas si nous utilisons une valeur de s=1° ou debS8=thus avons une erreur par rapport a I'émissivité
obtenue avec s=0.2° de 4.5% et de 11.9% respediverit semblerait qu’il soit alors préférable
d’utiliser une valeur de s=0.2°. Cependant lesgetraleurs de s conduisent a un temps de calcul qu
est plus important. Avec un ordinateur de 64Go éenoire RAM et deux processeurs a 1.87 GHz le
calcul a duré 10 minutes, 30 minutes et de 1h3Gapgle pour calculer la transformation du champ
proche au champ lointain pour des valeurs de segtéd 0.5 degré et 0.2 degré respectivement. Nous
avons décidé alors de prendre une valeur de spOE°tous les calculs que nous ferrons par la suite
dans le travail de these parce que cela sembleonrcompromis entre une bonne précission et un

temps de calcul "raisonnable".

Nous avons étudié ensuite I'effet de I'onde inctdesur I'émissivité pour des surfaces peu et tres
rugueuses et pour des grandes et petites taillearfce (L=&, L=12\). Nous avons testé trois ondes

différentes : une onde plane, une onde gaussierete une largeur g=0.25L et une onde gaussienne
avec g=0.1L. Pour une surface peu rugueuese noas aomparé les résultats avec ceux produits par
la méthode analytigue AIEM, une méthode qui ests#mée comme précise pour les surfaces
rugueuses. Les résultats sont présentés en Tdllea4Fable 4-XI et en Figure 4.20 a Figure 4.22.

Table 4-IX a Table 4-XI montrent qu'en général nalstenons des résultats plus proche de la
méthode AIEM avec une onde incidente qui est plhmeseule exception est pour la plus grande

surface (L=12) et a un angle de 50°. Ce résultat est plus &odmla méthode AIEM. Il y a deux
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raisons possible pour cette divergence. La prengsteque nous avons besoin de réduire le pas
d’intégration pour ce point et la seconde est g8HE=M sous-estime I'émissivité pour ce point. La
premiere raison est possible car nous avons mopieéles surfaces plus grandes et les angles plus
grands nécessitent des pas d’intégration plusspétd deuxieme est aussi possible parce que le
résultat obtenu par notre méthode numérique a ulenreaccord que la méthode AIEM avec la
litérature (par exemple Wigneron et al (2010))sdla intéressant de continuer a étudier ces points
mais pour ce travail de thése nous pouvons congjate 'onde incidente plane semble le meilleur

choix car elle donne des résultats plus précis dapkipart des cas.

Nous avons testé deux tailles de surface diffésefite6. et L=12). L’'émissivité a été calculée pour
ces deux tailles, une surface peu rugueuse, déssatg O a 50°, une humidité du sol de 30% et en
polarisation H. Les résultats sont présentés dd’aies Table 4-XIl a Table 4-XIV et de la Figure
4.23. Ces résultats montrent que pour les petiggeanp < 30°) nous obtenons les résultats tres
similaires pour les deux tailles. Nous pouvons datiiiser également une taille de surface @6 de

120 mais il est plus avantageux d'utiliser les surapkis petites car ces calculs sont moins couteux
en mémoire et en temps de calcul, ce qui est mentrfa Table 4-XV. Cependant pour les angles plus
grands @ > 30° ) une taille de Bintroduit une erreur de 5.40% dans I'émissivité; papport a une
taille de 12 (voir la Table 4-XIV). Nous avons décidé toutefdes prendre une taille de. @our le
travail de cette these car cette taille permetteéiob une bonne précision dans la plupart des tcasee
taille plus grande sera trop couteuse en tempsidal@t en mémore. La Table 4-XVI résume enfin la
partie 4.2 en présentant les valeurs de paramgtresnous avons déterminées grace a I'étude de

sensibilité.

Le chapitre 5 présente la validation de notre ndghwmeérique en comparant les résultats d’'un sol nu
lisse avec les équations de Fresnel, et ceux ddumis rugueux avec des résultats produits par la
méthode des moments ainsi que des résultats exg#eox d’une campagne de mesures SMOSREX
2006. La Figure 5.2 montre que les résultats dedtnode FEM sont en accord avec les équations de
Fresnel, qui sont exacts pour les surfaces lidseseur maximale est approximativement de 0.02 et

est obtenue & 50° et en polarisation H. Pour legsiangles et pour la polarisation V les errearg s

inférieures a cette valeur.

Les Figure 5.3 a Figure 5.6 montrent la comparaésat la méthode des moments (MoM). MoM est
la méthode numérique qui est considérée comme ua ptécise pour calculer I'émission et la
diffusion d’'une surface rugueuse. Cependant cetithode n’est pas bien adaptée aux études des
systémes volumiques tels que le systéme bicoudHiié. Il est pourtant important de valider reot
approche FEM avec la méthode des moments pousld’aa sol nu avant de I'appliquer aux calculs

du systéme sol-litiere. Nous avons fait des conigana pour le cas actif et le cas passif. Le casipa
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nous intéresse pour I'application SMOS mais nams aussi comparé le cas actif afin de faire une

validation plus compléte.

La Figure 5.3 montre la comparaison du coeffic@mtrétrodiffusion calculé par la méthode FEM et
calculé par la méthode des moments. La Figure brtnala comparaison du coefficient bi-statique et
Les Figure 5.5, Figure 5.6 ainsi que les Table &:Table 5-111 montrent la comparaison des calculs
d’émissivité. Les résultats indiquent un bon acantie les résultats de la méthode FEM et ceua de |
méthode MoM dans tous les cas. Il y a une légéfférdnce entre les deux approches pour le
coefficient bi-statique aux grands angles de diffiis Cependant I'accord est tres bon pour le cas
passif, ce qui nous intéresse le plus. Nous pougonelure que bien que la méthode des moments soit
la méthode la plus précise pour calculer I'émissbte diffusion d’'une surface rugueuse, la méthode
FEM est une bonne méthode complémentaire qui anliage d’'étre bien adaptée aux systéemes

volumiques, tel que le systéme bi-couche sol-8tier

Les Figure 5.11, Figure 5.12 et Figure 5.13 montnee comparaison entre les résultats de la méthode
FEM et des résultats de la campagne de mesures BEX2006 pour un sol nu rugueux. Les trois
figures répresentent trois rugosités différentasamé d’'un sol assez rugueux a un sol trés rugueux.
Nous comparons aussi avec des résultats produila pgethode analytique AIEM qui est considérée
précise pour des surfaces peu rugueuses et dds patiles. En comparant avec des données
expérimentales, nous trouvons que dans tous lds casthode FEM estime mieux I'émissivité que la
méthode AIEM. Nous voyons un bon accord entre lshoue FEM et les données expérimentales
pour la surface assez rugueuse (I'écart type 1.7cm et la longeur d’autocorrélationde 12.1cm) et

un bon accord pour la surface moyennement rugueuse2.3cm, .=8.7cm) et en polarisation de V.
Pour la surface moyennement rugueuse nous obseguaets polarisation H I'accord entre la méthode
FEM et les données expériementales est bon popetés anglesg(< 40°) mais que la méthode FEM
sous-estime I'emissivité pour les grands angdes 40°). Nous observons aussi que la méthode FEM
sous-estime I'émissivité pour la surface tres rugadc = 2.8cm, . = 7.1cm) pour les deux
polarisations et pour tous les angles. Cette sstiisi@ion peut venir soit d’'une imprécision dans la
méthode de modélisation soit d’'une erreur de mesams les données de la campagne de SMOSREX
2006. Dans le premier cas, I'imprécision pourrahiv de la taille de surface que nous avons utilisé
(L=6A), qui pourrait étre trop petite, ou d’'un nombrepaents sur la surface qui est insuffisant pour
bien représenter la rugosité pour les surfacesuigigeuses. Dans le deuxieme cas, I'erreur pelit ven
d’'une mesure imprécise de I'humidité du sol oualeuosité. Cela semble probable car nous voyons
dans la Figure 5.11et la Figure 5.12 une diffusieriicale dans les données expérimentales alors que
ses points réprésentent normalement les mémestiomsdihumidité de sol, rugosité etc). Nous
pouvons en déduire qu’il y a des imprécisions deureedans les données expérimentales que nous ne

voyons pas dans la Figure 5.13 car nous n'avonagsez de points mais qui doivent certainement
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exister. Pour mieux comprendre d'ou vient la satgv@ation de la méthode FEM pour les fortes

rugosités il sera intéressant et nécessaire dedas études supplémentaires dans I'avenir.

Dans le chapitre 6 nous présentons les premieuatssde calcul par la méthode FEM de I'émissivité
du systéme sol-litiere. Nous comparons dans un ipretemps ces résultats avec des résultats
expérimentaux obtenus sur le site du Bray en 20Bfant et al (2009)) et d'une méthode
approximative de modélisation proposé par Schwankl €2009). Pour la comparaison avec les
données du Bray nous avons appliqué la relationirgrap (6.1) qui nous permet de calculer
’humidité de la litiere en fonction de I'humidit& sol, ainsi que la relation empirique (6.3) psE®
par Demontoux et al (2009) qui nous permet de &aida permittivité de la litiere en fonction denso
humidité. Nous présentons les résultats de I'émitésidu sol-litiere, calculés avec la méthode

numérique FEM, dans la Figure 6.4. Les trois cosirBprésentent les résultats des systemes suivants
« Soil-litter 1 » : sol-litiére, rugosité de sollfke, rugosité de litiere faible

« soil-litter 2 » : sol-litiere, rugosité de soldke (la méme valeur), rugosité de litiere plugdor

« bare soil » : sol nu, rugosité de sol faiblenfigme valeur).

Nous remarquons les mémes tendances dans cetie éigsur les données expérimentales, présentées
en Figure 6.1. Notamment nous voyons que dansdéesx cas la couche de litiere augmente
I'émissivité et que I'émissivité est moins sensidlehumidité du sol quand il y a une couche dén
présente. Nous avons donc obtenu un bon accordajéertre la méthode FEM et les données

expérimentales pour le systéme sol-litiere.

La Figure 6.5 présente I'émissivité du systéemeligéte nommé « soil-litter 2 » en fonction de
’humidité de litiere, pour des valeurs fixes deuimidité du sol. Ces résultats montrent qu’en ganér
I'émissivité diminue avec I'humidité de la litieevec une pente trés faible. Nous observons aussi qu
'émissivité perd sa sensibilité & I'humidité dul gour les valeurs de I'humidité de la litiere trés
élevées. La litiere masque complétement le signaiodl Ces résultats coincident avec les conclasion
de Grant et al (2007, 2009).

Dans la Figure 6.6 nous présentons les résultatsoms permettent de comparer notre méthode FEM
avec une meéthode de modélisation approximative eptés par Schwank et al (2008). Nous
présentons ici la réfléctivité du systeme sol4léiécalculée par la méthode FEM, en fonction de la
permittivité de la litiére. Il y a trois courbesigaprésentent des valeurs différentes de la pevitét

du sol, et trois points qui représentent les valede I'émissivité du sol nu pour les mémes
permittivités du sol. La rugosité du sol et celield litiere sont fixes et assez basses. Nous wiser
que la réfléctivité augmente avec la permittiviggliiere de la méme maniere que les tendances que

nous observons dans les résultats du modele deaBkhet al, présentés en Figure 6.2. Nous
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observons aussi dans les deux cas qu’en généédldativité du systeme sol-litiere est plus bagse

la réfléctivité du sol nu, sauf quand la permitévdu sol est faible et la permittivité de la liééest
forte. Il y a deux mécanismes physiques qui améleefitiere a augmenter et a la fois diminuer
I'émissivité du sol. D’'un coté, la litiere attenb@mission du sol, qui va diminuer I'’émission gldda

et aussi ajoute sa propre émission a I'émissiobaygoqui va augmenter. La litiere se comporte aussi
comme une couche d’adaptation d'impédance qui aoggmkémission du sol. Les résultats de la
Figure 6.2 et de la Figure 6.6 montrent que I'efifeal est une augmentation de I'émission. La Fegur
6.6 montre que la seule exception arrive quand eanittivité¢ de litiere est plus basse que la
permittivité de sol. L'effet est alors une dimirartide I'émission. Dans ces conditions la couche de
litiere ne peut plus étre considérée comme unehedtadaptation d'impédance et attenue fortement

I’émission.

La plus grande différence entre la Figure 6.2 dfitpire 6.6 est qu'a une faible humidité de litiere
(faible permittivité) nous observons que les cosrte réflectivité du systeme sol-litiere en fonatio
des humidités du sol se croisent sur la Figure ®ahtrairement a la Figure 6.6 ou ce croisement est
observé a une forte humidité de litiére. Le croisetdes courbes représente une faible sensibdité d
I'émissivité a I'humidité du sol. , que nous nougeradons a rencontrer lorsquela permittivité de la
litiere est trés élevée et masque donc I'émissiosal (par exemple nous le voyons dans les données
expérimentales de Grant et al 2007, 2009). La nd&hBEM semble donc mieux modéliser

I'émissivité du systeme sol-litiere que le mod&eSthwank et al, qui ne modélise pas cet effet.

Dans le chapitre 7 de ce manuscrit de thése nasemions nos conclusions sur le travail présenté
dans ce manuscrit et le chapitre 8 présente lespgetives. Au cours de cette these nous avons
dévéloppé une approche numérique qui nous permetalbeler la diffusion et I'émission d'un
systéme bi-couche hétérogene, réprésentant levsyd$tgestier sol-litiere. Cette approche s’appuit s

le logiciel commercial HFSS, qui résoud les équetide Maxwell par la méthode des éléments finis
(FEM), et c’est donc une approche exacte. Noussadéréloppé I'approche FEM dans le contexte de
la mission SMOS et nous avons donc orienté le dgedéhent vers des applications a 1.4 GHz et des
applications d’émission. Cependant I'approche peut a fait étre développée dans I'avenir pour les
applications dans le cas actif et pour d'autreguedices. L'approche développée nous permettra
d’étudier en détail I'émission des systemes multites avec surfaces rugueuses en général et le
systéme sol-litiere en particulier. Nous avonstéimion dans I'avenir d'utiliser cette approche pou
créer une base de données de I'émissivité du sgsteivitiere en fonction de nombreux parametres,
tels que I'angle d’incidence, I'humidité du sol¢.et/ne telle base de données nous permettra daétudi
I'émission du systéme sol-litiere dans des conaditidifférentes ce qui n’était pas possible avant ce

travail de thése.
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Pendant cette thése nous avons présenté I'appdésiédoppé et ensuite mené une étude de sensibilité
pour déterminer des parameétres importants de appeoche. Nous avons présenté par la suite une
validation de I'approche pour un sol nu, en compaevec la méthode des moments et avec des
données expérimentales. Cette comparaison a mlanadidté de la méthode FEM pour les surfaces
peu et moyennement rugueuses (pour les rugositgd @cm, Lc=12.1cm, ou moins). Nous avons
observé que la méthode FEM sous-estime I'émisgiité les surfaces trés rugueuses (rugosités entre
0=2.3cm, L=8.7cm eto=2.8cm, L=7.1cm). Le travail futur évaluera d’ou vient cefttgrécision et
nous esperons améliorer la méthode pour ces régqdits tard. Finalement nous avons présenté une
étude préliminaire de I'émissivité du systeme #@ke, comparant les tendances obtenues avec les
jeux de données expérimentaux et de modélisatiosaqi dans la litérature. Nous avons observé un
bon accord entre la méthode FEM et les donnéegsim@#ales et aussi entre la méthode FEM et une
autre méthode de modélisation présentée par Schetaail(2008). Nous pourrions par la suite valider
le modeéle pour le systeme sol-litiere en compaphrd précisément aux données expérimentales. Pour
cela il serait nécessaire de faire une nouveliepegne de mesures car il y a trés peu de données
expérimentales dans la littérature. Une campagihéjaaété faite sur le site de SMOSREX en 2009 et
ces données sont en cours de traitement. Nousigusigncore dévéloper le modeéle pour prendre en
compte d'autres effets hétérogene, tels que lelsions ou les gradients d’humidité, ou pour
I'optimiser en terme de mémoire ou de temps deutalous pourrions aussi appliquer la méthode

développée au cas actif ou a d’autres fréquenaegxemple la mission BIOMASS (Le Toan 2010).
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Evaluation of a Numerical Modeling Approach
based on the Finite Element Method for
calculating the Rough Surface Scattering and

Emission of a soil layer

Heather Lawren¢, Francois Demontoux, Je-PierreWigneron Senior Member, IEEI Philippe
Paillou, Tzong-Dar Wu and Yann H. Ke8enior Member, IEEE

Abstract—We evaluate a new 3D numerical
approach for calculating the rough surface scatterig and
emission of a soil layer. The approach relies on ¢huse of
Ansoft's numerical computation software HFSS (HighFrequency
Structure Simulator), which solves Maxwell’'s equatns directly
using the Finite Element Method. The interest of tls approach is
that it can be easily extended to studies of hetegeneous media.
However before being applied in this way it must fst be
validated for the rough surface case. In this lettewe perform
this validation by comparing results of rough surfae scattering
and emission with results of the Method of MomentéMoM), for
a range of different roughnesses and permittivitiesind with both
gaussian and exponential rough surface autocorrelamn
functions. Results show a good agreement betweenethtwo
methods for scattering and an excellent agreemenoif emissivity.
We illustrate the application of the new approach b calculating
the emission of a two-layer system with rough surfas,
representing the soil-litter system in forests.

Index Terms— Electromagnetic scattering by rough surfaces,
microwave emissivity, numerical simulation.

I. INTRODUCTION

HERE is currently great interest in numerical studiés o

Trough surface scattering and emission, with apiina

Manuscript received December 7, 2010. This work sggported jointly
by the Centre National d’Etudes Spatiales (CNES)ST@ and by the
Aquitaine Region in France.

H. Lawrence is with the Laboratoire de I'Intégratidu Matériau au

to both passive and active microwave remote sensinte

modeling Earth, including satellite missions such as theenirSMOS

mission [1] or the upcoming SMAP mission [2]. Itatso of
interest to extend such studies to include thetextady and
emission of heterogeneous media such as foreste gacks.
Scattering and emission from these media involvegho
surface effects as well as volume effects from ntajters, or
permittivity gradients, and/or inclusions such asidx rocks.
Numerical studies would provide a good approach

studying the scattering or emission of these medliewing us
to control the many parameters involved.

Currently, the most widely used numerical methods f
studying rough surface scattering and emissioriVa#hod of
Moments (MoM)-based fast methods, e.g. [4] — [G)e do
their high accuracy coupled with implementation aoffast
solution method. Such methods are particularly weited to
the rough surface case, since they solve surfategrad
equations. However they are not well suited to istidf
heterogeneous media, whose permittivity values vary
horizontally or vertically (e.g. forests or ice gaf [7].
Numerical methods that utilize volume meshing, sashthe
Finite Element Method (FEM), on the other hand el
suited to studies of heterogeneous materials [T]&ve not

for

considered as accurate as the Method of Momentghtor
rough surface case.

In this letter we present a new numerical modedipgroach
for calculating the rough surface scattering andssion of a
dielectric layer, using Ansoft's HFSS© (High Frequg
Structure Simulator) (version 12.1) simulation aafte [8],

Systeme UMR5218, University of Bordeaux 1, 33603sBe, France and also which is based on the FEM. The advantage of HFS@ as
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F. Demontoux is with the Laboratoire de I'Intégoatidu Matériau au
Systeme UMR5218, University of Bordeaux 1, 33603s@e, France.

J.-P. Wigneron is with the Ecologie Fonctionnelle Rhysique de

numerical computation tool is that it allows usvery many
parameters, including the incident angle and thedediric
permittivity constants, without having to repeayedestart
simulations. The interest of the approach is that it can be
extended to calculate the emissivity of heterogasemedia

IEnvironnement (EPHYSE) laboratory, Institut Nat& de la Recherche with rough surfaces, such as forest layers or piosia

Agronomique (INRA), 33883 Villenave d’Ornon, France

P. Paillou is with the Observatoire Aquitain deseSces de I'Univers,
University of Bordeaux 1, LAB-UMR 5804, 33270 Fladr, France.

T.-D.Wu is with the Department of Electrical Engeneg, National
Central University, Chung-Li, Taiwan 32054, R.O.C.

Y. Kerr is with the Centre d’Etudes Spatiales d@iasphere (CESBIO),
Toulouse Cedex 4, France.

However before being applied in this way, it musstfbe
validated for the rough surface case, particularhce there
are very few studies of rough surface scatteridgutated by
FEM in the literature and none of rough surfacessivity. In
this letter we aim to carry out this validation bgmparing
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results of the FEM approach to MoM predictions.

In section Il we present the FEM approach using $I&8d
in section Il we present a comparison of resulig WwioM
predictions for the rough surface case. To illustthe interest
of the FEM approach, and potential future applasi we
also present results of the emissivity of a twaelagtructure,
representing the soil and litter layers found irnrefds.
Concluding remarks are given in section IV.

[I. MATERIALS AND METHOD
A. Numerical Modeling Approach

The FEM numerical modeling approach presented i@ th

letter relies on the use of HFSS and comprises i@ stages:
creating many solid structures with rough surfacesl
importing each of these into an HFSS project, usif$S to
calculate the electric field scattered off eachuddtire, and
finally calculating values of the bistatic scatbtericoefficient,
backscattering coefficient and emissivity from theattered
electric field, averaging over the ensemble of tosgrfaces.
In this section we describe briefly the FEM andntleach of
the 3 stages.

1) Finite Element Method:

In FEM calculations, the structure to be studiediisded
into a mesh of many small regions, called cells] #men
Maxwell's equations are solved in their differehfiarm for
the electric and magnetic fields in each cell. Wesh used by
the HFSS software consists of tetrahedral cells.

Once a solution has been found the mesh is refinaay
times, with progressively smaller cells, and a reslution
obtained. With each refinement (iteration) the g®imn the

calculated energy valuaEg, of each solution or the change in

the reflection coefficient matrixAS, is obtained. A final
solution is obtained by imposing a convergencesdh on
AE orAS.

2) Creating structures with rough surfaces:

The 3-dimensional structure to be studied is created
imported into HFSS by the following procedure. Bamly
rough surfaces are generated in the form of {x,yppjnts
using the “R” statistical software©, employing imrficular
the “Random Fields” package [12]. These rough sedéave
standard deviation of surface heights,and autocorrelation
functions of the following form:

(Y
p(r) = ex (Lc] .

L. is the autocorrelation length and the value of
determines the form of the autocorrelation functitor the
special cases of exponential and gaussian autdetore
functions it is equal to 1 and 2 respectively. gien by:

r2=x%+y?2 )
The rough surfaces are then transformed into vodunséng
C4W'’s “3D Shop Model Design” © software [13]. Figsthe

1)

20%

{X,y,z} points which form the rough surface arerjed by
bspline curves to create a continuous rough surfabéech is
then extended vertically, creating volumes abovbedow the
surface. These volumes represent the vacuum ahevetigh
surface and a dielectric slab below the rough serfalote that
when studying the rough surface case we do notinedoe
dielectric slab.

3) Numerical Calculation Conditions:

Once the required structure has been createdjntgerted
into HFSS where permittivity constants are appléet the
calculation conditions are defined. A polarizedident wave
is selected, either a wave of gaussian form omaaelvave, at
an incident angleé in the range of 0° to 90°, and azimuth
angleg=0°. The calculation can be done for H or V
polarization, for both the incident and scattererbs. An
impedance boundary condition is applied below tinectire
to simulate an infinitely deep lower layer, prevegtany
reflections at the lower boundary. These are gigdied at the
sides of the dielectric slab, for volume studiesdition
boundary conditions are applied at the top andssifethe
vacuum area, which also prevent reflections, asl sl
providing “virtual surfaces” for the near to fareli
calculation.

The scattered electric field is calculated insidee t
calculation area and then the electric field in fae field
region, ;%8s @), is extrapolated from this value, at a distance
R from surface j, at polarization p, and at diserealues of
scattering angle§s andq..

4) Data Analysis:

Numerical simulations are performed for N differeatigh
surfaces (N different structures) with the sameeartrelation
functions and values o6 and L. The bistatic scattering
coefficient,a,,’, was then calculated, for incident polarization
g and scattered polarization p, from the scattetedtric field
in the far field region, averaged over all Surfaces. This
averaging process is done in order to approaclvahee that
would be obtained for the case of an infinitelygrrough
surface. The bistatic scattering coefficient iscakdted from
the following:

®3)

qu(Qv (g,e,(p) -

eﬁ

Z

i (6s (Ps

E, (ecp>\

where 0,¢) are incidence anglesf¢(q) are angles of the
scattered wave, N is the number of surfaces tovieeaged
over, Ay is the effective area of the surface illuminated a
B, is the incident electric field with polarizationwhich for a
gaussian incident wave has the following form:

2 2 2
— Xcenter) COS” 0+ (Y — ¥ center)
gz

(x

(4)

Eiq = exp{—

(x,y) is a point on the surface,¢{fesYcente) iS the center of
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the surface and g is a measure of the beam widttthis type  soil surface covered by forest litter. The permityi of the
of incident wave the effective area is given byitter layer was fixed at 8.712+2.301i, equivaletd a
Ae=ng?/(2co®) [14] and in the case of a plane wave it isnoderately wet grass litter [16] and a litter depfl8cm was

simply the total area of the surface illuminated.
The bistatic scattering coefficient calculated By ¢ontains

chosen. Calculations were performed for permitfivitlues of
5.313+0.443i, 10.288+1.025i and 16.893+1.837i lier lower

both coherent and non-coherent components. The na@sil rough surface, equivalent to dry to wet soibisture

coherent component is isolated as follows:

2 N
‘“TRZHZ E51(6.9.)
At |Eq (6, (P)‘ i1 (5)

2]
The values of g and N must be carefully chosers ifi
discussed further in section B. The backscattecwefficient

2

O'gq (&, ;6,0 noncon =

1 N
- N2 E E;S),j(es'(ps)
=1

conditions. Soil roughness was fixed at a low vaara
calculations were performed for two litter roughses at H
polarization and an angle 8£40°, andp=0°.

All FEM calculations were performed at 1.4 GHz aad
both H and V polarizations, on a 64 bit machinenvét GB
of available RAM. For the comparison with MoM weidied
the surface case only, so the layer thickness whs$oszero,
i.e. the structure studied consisted of a vacuuth wilower
rough surface. However it was found that resultseva@most

is the bistatic scattering coefficient for the mstatic case of unaffected by increasing the depth up to 20cm. tRersoil-
(659)=(Bs@+T) i.e. the reflection angle is equal to thélitter study the structure consisted of a lowergiowsurface

incident angle. The emissivity of the surface meaduat

polarization p, g8,¢) can be calculated by integrating the
bistatic scattering coefficient over half spaceal@e1959), as

follows [15]:
e, (6,0) =1-T,(6,9). ©)
(89 is the reflectivity at polarization p given by:
1 1 0
M, (6@ =— — 0..9.;6
P ( (p) 4n JhJ‘EBFrﬁéphere cosB |:0 pp ( S (ps (p) (7)

+00 (65,0518, (p)}sin 8,d0 _dg,,

where o’ is the like polarized bistatic scattering coefiui

covered by a dielectric layer with a rough surfaoe topped
by a volume representing a vacuum.

The surface size L was chosen to b& £212\ (= 2.55m x
2.55m). This amply satisfies the specification give [5] that
surfaces must be at least & 8\ in size. The surface size
chosen was also much larger than the autocorrelétiogth,
equivalent to 12L x 12L. or higher. The surfaces created
using the R software had a resolution of 256 x 2&iéts.

We chose to use a tapered incident beam, as is ocamm
practice, in order to reduce edge effect erro@mnfthe sides
of the calculation area. We chose to use a gaugsam, as
described by (3), for its simplicity. The gausskeam allows
us to avoid errors due to edge effects but doessatisfy
Maxwell's equations exactly and is therefore ontyisidered
an approximation to an electromagnetic wave.
approximations exist but are more difficult to irplent with
HFSS. However the results obtained indicate thatdimosen

and cs°lp the cross polarized bistatic scattering coeffit:ienbeam was adequate for the comparison presentaisipaper.

Since these are calculated for discrete valuddy ahdqgs, we
approximate (7) to a sum ovéls and @s. For emissivity
calculations, the step in the discrete value®ptind ¢ at
which the electric field is calculated must be draabugh that
the errors due to this approximation are negligible

A. Numerical Calculations

The tapering parameter, g, for the incident beanstrbe
small enough to reduce edge effects and large énsaghat
enough of the surface is illuminated to provide amturate
representation of the bistatic scattering coeffitieThis
parameter should also depend on the incident asiglee
higher angles lead to a spreading in the beam fowith in

A comparison between the FEM approach and MoM wdBe X direction. Values commonly used vary fromQ.tt L/4

performed for the rough surface case. Results efbiktatic
scattering coefficient and backscattering coeffitiealculated

[3]. For simplicity we chose to use the same valfig for all
angles. We chose to use a high value of L/4 (=63onoyder

using the FEM approach were compared to MoM resultg@ maximize the illuminated surface area since fun whole

presented in [9] and [10] — [11] respectively, grfaces of
gaussian autocorrelation function, low roughnedsiesaand
low permittivity values (equivalent to dry soil dditions).
Results of the emissivity of rough surfaces witlpanential
autocorrelation functions, high permittivity valugsquivalent
to wet soil conditions) and low to high roughnestues were
compared to MoM results presented in [5].

In order to illustrate the interest of the approacesented
in this letter, the emissivity of a rough surfacevered by a
dielectric layer, also with a rough surface, wamntiealculated
using the FEM approach. This structure represeatedugh

the angles considered in this paper are low, ahdral far
from grazing. This value may be somewhat high lierhigher
angles considered however the results obtainecdbtimdicate
that errors due to edge effects are significantclations
were performed for 20 different surfaces (N=20) fbe
scattering case since increasing calculations lzbylois value
led to very little change in results. Similarly callations were
performed for N=40 for the emissivity.

The step iBs and@s, was chosen to be 0.2 degrees for the

emissivity calculations. To test the adequacy adg,tlwe
reduced this value to 0.1 degrees but found thathi#d little
effect on results of the emissivity. A step of e was used
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for scattering calculations.
It is usual to perform an energy conservation cHeckhe

a
case of rough surface emission however this wapossible E)A 0
since HFSS only calculates the scattered fieldhim wpper :8 2 10
hemisphere. Instead, we performed a calculationthef 5=
reflectivity, for angles of 30° to 50°, and with @erfect 8 _§ 20
electrical reflector boundary condition (permittizinfinity) o8
replacing the impedance boundary condition on thegh €8 Lan .
surface. This condition ensures no transmissiomsacthe 2 g 30 1 4 FEM method \*
rough surface and so the reflectivity must be etuahity for § T 40 " NIIOM rrl1eth0(lj
energy conservation to be true. Note that the eattfield S :E
across the whole sphere surrounding the structues w § & 0 10 20 30 40 50 60

included in this calculation, including thereforeyalownward Angle (deg)
scattering due to edge effects, since the aim waheck that

the total calculated energy was conserved. = b) o
g
£ —-10
Ill. RESULTS § 5
Results of the comparison with MoM for the scattgrcase =y § -20
(bistatic scattering and backscattering coeffigecdlculated Gl
from (2)) are presented in Fig.s 1 and 2. In Figeslts of the E 8_'30 T A FEM method
bistatic scattering coefficient are illustratedHatpolarization 2 ; = MoM method
(very similar results were achieved at V polariza}i Results ;‘/oc ~ -40 i f i
of the emissivity comparison with MoM are presentad o L 0 10 20 30 40 50 60

Tables | and II. The final column in these tablésvss the Angle (deg)
difference in brightness temperature between tlvenbwthods, Fig. 1. Backscattering coefficient for the MethaidVloments and the Finite
TB(FEM-MOM). These values are calculated from thé&lement Method models, palqulated at 1.4 GHzeeB+0.1i and §, L=
difference in emissivity multiplied by a physicantperature 122 ™ 857 cm] at polarizations a) HH and b)- WV
of 290K. Results of the soil-litter study are shawiirig. 3. 10

CPU and memory requirements for each HFSS caloulati 0 /K’\L\
(one surface only) varied from approximately 2 tsoand 3

GB for surfaces of lower roughness and approxirgail 10 R
hours and 15 GB for surfaces of higher roughnesg, n

AN

polarization (dB)

Bistatic Scattering
Coefficient for HH

including CPU time for near to far field calculati which -20
was negligible for an integration step of 1 degfssattering \
calculations) and approximately 10 minutes perdeot angle, -30 | — FEM method
for an integration step of 0.2 degrees (emissisdtigulations). e s MOM metlhod
The energy conservation check using the perfect E
boundary condition gave a reflectivity within 0.166 unity 70 %0 30 10 1030 50 70
for all angles for the lower roughness and 1.2%mify for Reflection Angle
the higher roughness. Although not conclusive, tihicates Fig. 2. Bistatic scattering coefficient for the ted of Moments and the
that energy conservation is good to within 1.2%ees. Finite Element Method models, calculated at 1.4 Gbtze=4+1i and §,

. Lc]= [3.41 cm, 20.5 ith an incident angle @3
Fig.s 1 and 2 show a good agreement between the nev [ em cm] with an incident angle

method presented in this letter and the Method oflénts, g\ e | EmissiviTy For THEMOM AND THE FEM MODELS, CALCULATED
for the active case. The average difference betvikrertwo AT 1.4GHz, H AND V POLARIZATION, FOR A SURFACE OR=0.4CM AND
methods for the backscattering coefficient is 1B fdr HH L.=8.4CM, EXPONENTIAL AUTOCORRELATION FUNCTION AND PERMITTIVITY
polarization and 2.1 dB for VV polarization. Therdast OF&=15.57+3 711,

difference is 4.0 dB for HH polarization, which ocs at 60°, | polarization| angld MoM it FEM it TR/(IF:\EAM'
and 1.7 dB for VV polarization, which occurs at 40he EMISSIVIty | eMISSIVity oM)
average difference for the bistatic scattering ficiefit is 1.4 H 30 0.5891 0.5920 0.8

dB, and the maximum difference occurs at 70°, anehjual to H 40 0.5465 0.5535 2.0

3.5 dB for HH polarization and 6.3 dB for VV polzation. H 50 0.4930 0.4987 1.6
Agreement is excellent for the emissivity, with average v 30 0.6951 0.7020 20

difference between MoM and the FEM approach of 2faK

the lower roughness and 2.4K for the higher rougbné&he v 40 0.7397 0.7467 2.0

maximum difference between the two methods is Zd@khe v 50 0.7997 0.8107 3.2

lower roughness and 3.6K for the higher roughness.
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TABLE Il EMISSIVITY FOR THEMOM AND THE FEM MODELS,
CALCULATED AT 1.4GHz, H AND V POLARIZATION, FOR A SURFACE OF
=1.12CM AND L=8.4CM, EXPONENTIAL AUTOCORRELATION FUNCTION AND
PERMITTIVITY OF & =15.34+3.66i.

o MoM FEM Tsg(FEM-
polarization) - angle emissivity | emissivity| MoM)
H 30 0.6351 0.6296 1.6
H 40 0.5944 0.5836 3.1
H 50 0.5338 0.5365 0.8 t
\% 30 0.7380 0.7270 3.2
\% 40 0.7658 0.7726 2.0 [2]
\% 50 0.8140 0.8266 3.6
We conclude that whilst not as accurate as the detif [3]

Moments, the FEM approach provides results of good

accuracy for rough surface scattering and emissiaking it (4]
a good complimentary method.

Fig. 3 is an example of a calculation for a mua
structure with rough surfaces, which illustrates thterest of (5]
the new method. We see that the presence of thendec
covering litter layer has a clear effect on theralleemissivity
and also the effects of surface roughness of thensklayer (6]
are strong.

1.0
08 1 ¢ [71
\\
Zo6 T = o
‘5 [0l
R
£0.4
w [10]
m Soil-litter 1
027« soitlitter 2
. [11]
A Bare soi
0.0 t
5 8 11 14 17 [12]
Real Part of the Soil Permittivity [13]

Fig. 3. Emissivity of the soil-litter forest systecalculated using the Finite [14]
Element Method approach, at 1.4 GHz, H polarizataond with an incident
angle 6=40° (@=0°). Litter permittivity was 8.712+2.301i. Soil rface
roughness was=0.44cm, L=9cm, with an exponential autocorrelation [15]
function and litter roughnesses were of gaussiaocatrelation function with
values of: 1) soil-litterb= 0.4, L=12.4 and 2) soil-litter3= 0.8, L.=12.4.

[16]

IV. CONCLUSION

An FEM approach for calculating the rough surface
scattering and emission of a soil layer, using nioenerical
modeling tool HFSS, has been presented and resutipared
to MoM predictions. We obtained good agreement WitV
for rough surface scattering, and excellent agre¢nier
rough surface emissivity. The interest of the apphois that it
can be used to study the emission of heterogenetmia,
which was illustrated by a calculation of the envisg of a
soil-litter structure found in forests. Future saslcan focus

208

208

on this application as well as evaluating whethecwdation
time and memory requirements can be reduced amul als
whether the accuracy can be improved further byofiseless
approximate tapered beam.
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