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Introduction

PHYSICAL Human Robot Interaction is a field of high interest and challenge in modern
robotic science and technology. Ingredients for autonomous robots are still cramped within
research laboratories in academia and industries whereas it is very likely time for them to be
invited into homes and offices to become a part of our everyday life. And to make that final
leap, robots will need to master physical interaction with humans.

For this purpose, security matters as a first priority by Asimov’s First Law of Robotics:

“A robot may not injure a human being or, through inaction, allow a human

being to come to harm.”

Robots are machines that are capable of producing significant mechanical power and thus
can harm humans. The death of Robert Williams, reported to be the first man killed by a
robot in 1979, is a sad example of this evidence. Service robots for home services (e.g.
elderly or frail persons assistance) need the ability to interact physically gently and safely
with humans. To deal with the safety issue, the first solution is to build robot with limited
power, and size, such as the Aibo from Sony and Nao from Aldebaran. The limited power of
their actuators makes them inherently safe for humans. But they cannot assist with everyday
tasks such as gardening, carrying groceries or helping a human to transport a cumbersome
piece of furniture. Their capacities are often limited to social interaction without contact
such as through sound (language) or gestures. And these capacities have to be remarkable
if they do not want to be relegated to the level of an expensive toy. The second solution is
to implement safe behaviors for robots when they interact with humans, while in the same
time, being able to produce high power to assist them when necessary. For instance, when
carrying a cumbersome piece of furniture with a human, a robot should be able to handle a
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2 Introduction

significant part of the object’s mass without endangering the human. Researching on safety
behaviors of human-humanoid pHRI is certainly very important and challenging; it is also
likely that it should be tackled closely with the planning and the control strategies, but it is
out of scope of this thesis. We consider it as an entire investigation of its own.

Physical contact, i.e. touch, plays an important in exploring our surrounding but also in
our social communication with others. Because it can harm, physical contact brings confi-
dence in the touched person or object. Physical interaction is closely linked to proxemics.
It is also a matter of togetherness. Physical contact is important in human relationships be-
cause every day, we shake hands, we hug, we pat, etc. The more a person trusts someone, the
closer to her/him s/he will be comfortable to be. Understanding and efficiently reproducing
physical interaction as part of service robotics capabilities allow bringing robots within the
personal and intimate spaces1 of humans; we say co-shared space and close contact inter-
actions. With such capabilities, we believe that service robots are better accepted by their
human users and thus be able to better assist them.

But safe interaction is not the only issue of physical human-robot interaction (pHRI).
When two persons interact physically, they perceive intentions from each other. Getting
back to the example of transporting a piece of furniture: human dyads are able to guess each
other’s intentions to move the object in a certain direction and at a certain velocity. They
are able to negotiate the direction and velocity, without being a burden to each other and
even without much of voice communication: they are proactive to each other. Guessing each
other’s intention and proactivity are key features in human-human interaction. Therefore,
robots for human partnership must be endowed with the capability to guess/understand hu-
man’s intentions instantly for a variety of tasks that requires physical interaction, such as
carrying an object together, walking hand in hand or handshaking.

Aside from the necessity to master physical interaction, for daily life tasks in homes and
offices, robots must be adapted to such places. For instance, wheels can quickly become un-
practical in a human environment with stairs. And to assist humans in everyday tasks, it may
need arms and hands, as well as eyes to see objects of interest. This is why biped humanoid
robots are envisaged also as service robots in domotics and offices. Their anthropomorphic
shape makes them well-adapted to our environment. We therefore do not need to adapt the
infrastructure of such environments to the robots. The same argument stands for assisting
us in tasks. To do so, robots need not act as humans would. But behaving like a human, in
addition to the humanoid shape, would create expectations of the human. Indeed, the human
partner would expect the robot to behave no differently than a human or more generally from
what it expects from the robot as motion for a given task.

In this thesis, we focus on the task of transporting an object together, which is a typical
case scenario in the literature of pHRI. Our approach is to learn from human dyads obser-
vations in performing this task, and then to program the appropriate control strategy in the
humanoid HRP-2 to perform that task with a human partner.

In the first chapter, we briefly review the state-of-the-art of pHRI. The chapter does not

1The personal space lies between 50 and 120cm from a person, while the intimate space lies within 50cm.
The intimate space is for embracing, touching and whispering. The personal space is for interactions among
good friends or family members.
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pretend to be exhaustive in details but important principles are reported. Most implementa-
tions rely on impedance control [32] to endow robots with safe dynamic behaviors. Several
teams proposed to control humanoid robots performing the transportation task with a hu-
man [43] [62] [46], but only with wheeled robots. To our best knowledge, only two teams
proposed implementations for biped human-sized humanoid robots [74] at AIST and our
team [19].

In the second chapter, we set-up a human motion/force capture system to monitor human
dyads performing the transportation task. From collected and analyzed data, we make the
following important observations:

1. the task is impacted by the oscillatory nature of the human gait,

2. no particular gait synchronization between the two partners is necessary to complete
the task,

3. the trajectory of the transported object in the world frame can be described by Constant
Velocity Phases (CVPs).

The last observation is the keystone of the implementation of the transportation task on
the HRP-2, which is described in the third chapter. To assure safe interaction, we enforce
an impedance constraint on the robot’s grippers. The main contribution of this chapter lies
in the reference trajectory that is used in the impedance constraint. The robot generates this
trajectory by guessing the human’s intentions. It tries to guess these intentions by selecting
motion primitives –elementary bricks of motion –based on information from haptic cues.
The set of motion primitives we used is defined from the observation of CVPs.

In the fourth chapter, we study the performances of our implementation by comparing
our approach to Evrard’s [19] in a user study. The main result of this chapter is that, although
our implementation improves the energy performance the human has to spend because of the
robot, participants still prefer the other. We try to find an explanation for this by performing
a second user study to see if training the human partner to our control scheme impacts its
performances. We also compare the results with the human dyads data from the second
chapter.

In the last chapter, we expose several potential extensions to our work. We first investi-
gate, with a user study, whether a reduction of the noise made by the robot may improve how
humans feel about our control scheme. A second lead is to improve the robot’s stability, and
thus its walking capacities, by using the physical interaction with the human. We present
preliminary results where the robot is able to stabilize itself through physical interaction.
We also present generalizations to our control framework to two other haptic tasks: walking
hand in hand with the robot and handshaking. Finally, we briefly report the possibility to
couple pHRI with visual servoing.

In the chapter to come, we review the state-of-the-art in the field of physical Human-
Robot Interaction.
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ROBOTIC technology has considerably evolved in terms of hardware, software and ap-
plications. Nowadays, progress in robotics is noticeably fast, so that parallel is often made
with the history of computers to sketch in our imagination what the robotic revolution is
expected to outcome. At the very beginning, robot played a major role in the economic
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Figure 1.1: Example of telerobotics in hazardous environments. Employees at the Dounreay’s Pro-

totype Fast Reactor site in Caithness, Scotland, are forced to use robotic arms because of the high

levels of radiation on the glass.

growth era. They were rather automation machines, confined in a safety-restricted space in
industrial factories. Their space of operation and that of the human workers were strictly
exclusive. Robots were assigned repetitive tasks and substituted humans in most of their
physical interaction tasks at production lines.

First physical interaction between humans and robots appeared undeniably with teler-
obotics technology. In telerobotics, robots were used in order to extend human gesture and
physical interaction in environments that are hostile to humans. Its principle is to have a
robotic arm, called the “slave”, that operates at a distance under full control of another
robotic arm, called the “master”, that is fully operated by a human through direct interac-
tion. The master role is twofold: in one hand, the user uses it like a joystick that provides the
desired motion to the slave robot; in the other hand, being actuated, it can freeze its configu-
ration to render force feedback when the slave robot is in contact with the environment. This
dual role is made through a bilateral coupling, where the slave robot tracks the motion of
the master arm; in return the master arm tracks the motion of the slave arm. Such a bilateral
coupling constrains the motion of the master arm when the slave arm encounters a contact,
that is then felt through an implicit force feedback reacting to the one applied by the user. As
we can see, in bilateral coupling or force reflecting telerobotics, the human interacts directly
with a robotic arm to control another robot. Telerobotics is generally applied in hazardous
environments where automation is not possible and where, very often, the presence of the
human is dangerous or costly, as pictured in Fig. 1.1.

Telerobotics technology also allowed the emerging of the field of wearable exoskeletons
called human extenders. Human extenders are robotic devices that are worn by a human
to provide her/him extra capabilities in motion and force strength [38]. Exoskeletons are
human motion and/or force capabilities amplifiers, and are used in movies (Alien), con-
struction, and military applications. Recently, exoskeletons became very popular in medical
applications [1]. As they work tidily in physical contact with humans, they raise critical
issues of safety and robustness.

Robots have evolved in shapes and services. From industry and hazardous applications,
they were found new social applications. For example, telerobotics technology, that was
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Figure 1.2: Cobot A7-15 is a collaborative robot that allows reducing the arduousness and the risks
for operators in difficult manual tasks.

devised for the highly radiated environments of nuclear plants, finds applications in mini-
mally invasive telesurgery, telesurveillance, or more generally, the telecontrol of wide pur-
pose robots. Even exoskeletons, and robots in general, are now being applied as wider
purpose assistance devices, for human workers or elderly or impaired persons, such as as-
sisting persons to take their meal [53]. Now robots are considered as companions and, with
upcoming applications, they are bound to share their operational space with humans. Cobots
is an example of a new generation of robots that, alike haptic devices, will be used as direct
touch sophisticated tools in different industrial applications, as in Fig. 1.2.

Recent service mobile robots, including humanoid robots, are also considered as human
partners. That is, a working agent to assist a human worker in various joint actions, among
which physical joint actions. Humanoid robots are interesting since they are shaped like
humans and hence can effectively use the human working and living space without additional
or specific fitting-outs or arrangements. But humanoid robots are also more challenging to
control relatively to wheeled mobile robots. In standalone mode, it is already hard to plan
and control a humanoid robot to walk, to manipulate, or to do both [7, 11]. Our thesis is to
challenge this problem in human-humanoid physical interaction via a conjoint manipulated
object. Examples of such tasks are illustrated in Fig 1.3.

1.1 Human-Robot Haptic Joint Action

Our work challenges Human-Humanoid Robot Haptic Joint Actions. Such actions are illus-
trated by the Fig 1.4. They are actions that a human and a robot do together with a sustained
contact, such as dancing [65], handshaking [5, 70], object manipulation [74], walking hand-
in-hand, hugging [12,64], arm wrestling, surgery [66], or exoskeletons enhancing a human’s
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Figure 1.3: Two humans collaborating to cross-cut a tree (left) and to carry a table (right).

physical capacities [59].
The important characteristic of Human-Robot Haptic Joint Actions is that the human and

the robot interact physically, hence it is more often termed physical Human-Robot Interaction
or pHRI. During pHRI, the human and the robot exchange mechanical power and heat, exert
forces on one another (Newton’s third law) by means of a common contact surface. They also
share common velocities and temperatures1. Some researches focus on thermal interaction
and heat transfer [6,25]. Others focus on tactile interaction [4], where importance is given to
the repartition of forces over the contact surface as for hugging. On the contrary, our work
focuses on haptic joint actions where the interaction can be described by the net force and
torque exchanged through the surface and the mean velocity of the points of the surface2. For
instance, during an object manipulation, we are mostly interested in the object trajectory;
therefore, only the net force exerted on the manipulator’s end effector is of interest. In
contrast, during a hug, the net force applied by each hugger is zero and yields no information;
thus the repartition of the forces over the contact surface is important. Handshaking is a good
mixed example. Although all the implementations reviewed in [5] focus on the net force,
the pressure exerted on the hand and the temperature are also important: no-one likes to
shake a cold hand or when the handshake’s grip is too strong (used to show or communicate
dominance) [61].

Therefore it is primordial when studying pHRI to well define in what form energy is
exchanged and what are the physic quantities that are exchanged and shared. In this work,
we focus only on transfers of mechanical power, the mean velocity of the points of the
surface of contact and the net force applied on it. We do not consider the tactile aspect nor
the thermal transfers.

1.1.1 Purpose of pHRI

Studying pHRI has three main purposes:

1Note that they exchange extensive properties and share intensive properties. In the following, we might
loosely use the term “exchange of forces”.

2This supposes a non-sliding contact.
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(a) (b) (c) (d)

(e) (f) (g)

Figure 1.4: Examples of pHRI. From left to right, top to bottom: (a) Honda’s Asimo Humanoid robot
walking while holding a hand, then (b) handshaking, (c) Sense-Roid Tactile jacket used in a hug, (d) a

dancing robot partner (Tohoku University), (e) robot and Human arm-wrestling (“Robot and Frank”

movie, 2012), (f) Robot-assisted surgery, (g) a robot operator strapped into telepresence devices (a
stereo video helmet, the ESA exoskeleton and a human hand exoskeleton, European Space Agency).

Figure 1.5: Example of contact between a human hand and a table. The red line represents the

surface of contact. The small red arrows represent the elementary forces applied by the hand on the

table, while the big red one represents the net force. The blue arrow represents a heat transfer.
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• to study physical Human-Human Interaction (pHHI),

• to design robots that can live among/with humans,

• to design robots that can work with humans.

Studying pHHI

pHHI and pHRI are strongly linked. It is certainly possible to design pHRI without in-
spiration and/or study from pHHI. The most widespread example is the car. However, it
requires learning and it does not allow piloting a plane. Deriving interaction models from
pHHI and implementing them into pHRI endows the robot with a behavior the human can
understand/identify to. Thus the human is able to interact more intuitively with the robot,
with few or no learning. For instance, it is easy for two humans to carry an object together
on a predefined trajectory. Each partner assumes the other to have similar capacities and
behavior as himself, giving a knowledge of the other partner’s limits and an ability to guess
his intentions [60]. A partner might answer the question “What would I do in his place?”
(empathy) to predict the partner’s intentions [37, 51]. However, Jarassé et al. [33] propose a
more a global framework for pHRI where the robot not necessarily acts as an helper. Inspired
from game theory, the robot could endow various behaviors, such as co-activity, competition,
collaboration, assistance and education.

Furthermore, pHRI is a powerful tool to validate pHHI models. Because identifying
the parameters of a complex pHHI model can be difficult, it may be easier to implement
the model on a robot to check that similar measures are obtained, and if similar behaviors
can be reproduced. In [57], Reed studies how two humans collaborate to move a crank; he
then implements a control law for a robotized motor to perform the task with a human. Reed
conducts a Turing-like test where a human subject performs the task with the robotized motor
but is told he is collaborating with a human. Most subjects believed that they are indeed
collaborating with a human, and not with a robot. However, Reed is not able to reproduce
with the human-robot pair all the behaviors observed during the collaboration between two
humans. Reed’s work example also shows that pHRI might help to correct/complete the
pHHI model, which in turn will help to implement better pHRI.

The benefits of pHRI are not limited to the study of collaboration between humans.
Robots are also used to study how humans physically interact with the environment, where
they are used to simulate the environment [34]. The same robot can then be used to validate
algorithms that implement human-like behaviors in the same environment [72, 73].

Robots living among/with Humans, Acceptability

Besides, robots are more and more present in humans’ daily life, as Aibo from Sony and Nao
from Aldebaran (Figure 1.6), and thus they gain a social dimension. As people like to pet
a dog, they would like to interact physically with robots. Humanoid robots able of efficient
pHRI would enable many new applications in domotics or service robotics. Because physical
interaction requires close contact, it involves risk [41] and might cause more apprehension
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Figure 1.6: Examples of social robots: Aldebaran’s Nao (left) and Sony’s Aibo (right).

Figure 1.7: RIBA nurse robot carrying a patient.

or fear. One cause may be that physical interaction is more intimate than verbal or visual
interaction, but also more dangerous. For instance, when a human tries to pet a cat he does
not know, he first does it carefully to not scare the animal and not being clawed. In a second
time, once the apprehension is overcome, the human might pet the cat more generously.
In a similar way, a successful pHRI would be very reassuring and helps forging a bond of
confidence, a closeness, between the human and the robot. Therefore, the robot would be
less perceived as a machine tool, or a mere object, but as a permanently present supporting
partner or companion. Strong pHRI skills would increase robots’ acceptability in the society.

One must not forget that a main characteristic of robots is that they are machines. Ma-
chines that can hurt people, such as cars, planes or chainsaws. Industrial and domestic
accidents with machines are common. Robert Williams was the first man killed by a robot
in 1979. But robot are also machines that can be broken if wrongly used. Therefore, it is
necessary to build robots that can safely live among humans.

Besides, a robot could be useful in situations that require interaction, such as putting a
person in bed or help him/her to walk, such as the RIBA robot portrayed in Fig. 1.7.

Robots working with Humans

The major advantage of pHRI is to take advantage of the synergy between humans and
robots. Humans have great cognitive capacities while the robots have great physical capac-
ities. The typical task is to transport a heavy and/or bulky object –typically a beam or a



12 Physical Human Robot Interaction: State of the art

Figure 1.8: Example of pHRI task. The human-robot dyad has to carry the beam through two doors

that form a 90°angle. The dimensions of the beam are too big to perform the task with a single bend,
so that the human has to pass backward through the first door and forward through the second one.

table– from one point to another in an unmodelled environment [42], (see Figure 1.8). In
this example, the robot is in charge to carry the gravitational load of the object, while the
human directs the horizontal trajectory of the object. We speak of Collaborative Tasks. In
this example, a major problematic in pHRI arises: a robot needs the antagonistic capacities to
perform tasks that require great strength while maintaining safety for humans. This concern
is again more critical when the robot is in direct interaction and/or contact with the human.
The best example of this problematic is the exoskeleton [59]. The exoskeleton must enhance
the human’s physical capacities without hurting him.

The robot must be able to input a lot of power into the external environment while limit-
ing the power exchanged with the human. This limited power exchange between the human
and the robot cannot be fully eliminated because it is the mean of communication between
them.

Physical Human Robot Interaction poses great challenges and new opportunities. Mas-
tering physical interaction is crucial if one wants to extend the field of operation of robots,
to homes and offices particularly. To that end, studying how humans interact physically
may prove to be useful, and endow robots with the ability to live and work with and among
humans.

1.1.2 Humanoid Robots

In this work, we are interested in humanoid robots, which look like humans. Strictly speak-
ing, humanoid robots are biped robots, with two legs, two arms, a torso and a head. However,
since biped walking planning and control is still a challenging research issue, this definition
is often extended to wheeled robots with a human-like upper body.

Using humanoid robots has several advantages. The human shape, as Aldebaran Romeo
robot’s (Fig. 1.9), can be reassuring for the human, because it allows the human to iden-
tify himself to the robot, to accept the robot as a companion, which increases the robot’s
acceptability.

More importantly, the human is expecting the robot to have a human-like behavior (em-
bodiment). For our collaborative transportation task for instance, the human may not ask
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Figure 1.9: Aldebaran Romeo (left) and Kawada HRP-2 (right) Humanoid Robots.

himself how he can transport the table with the robot, he will simply assume that the robot
will behave just like another human. Which stresses the necessity to implement a human-like
behavior for such tasks and robots. Similarly, communication with a humanoid robot about
body parts or motions is straightforward since movement types as “give me your hand” or
“walk with me” also makes sense for the robot.

Finally, biped humanoid robots are adapted to our environment, they are adaptable for
most situations. The human has designed his environment – buildings, houses, every object
of daily life – given the characteristics of his own body, his physical capacities and movement
patterns. Therefore, having the same anatomy allows the robot to interact more easily with
our human environment. It is not necessary to adapt our environment, as home furniture, to
allow robots to be used within it.

However, there are drawbacks to the use of biped humanoid robots, especially concerning
their balance during gait. Balance is a crucial issue for bipeds. The first strategy is to avoid
falling at all cost. Algorithms based on the Zero-Moment-Point algorithm allow the robot to
correct its actions to keep balance. However, situations happen where the robot starts to fall;
a strategy would be to quickly plan a new step to recover. When this not possible, the robot
must be endowed with the ability to protect itself and not hurting the persons around it while
falling. In this case, the robot should also be able to stand back up after falling. This is a
very complex and challenging problem that is being addressed in current research [36] and
is considered as out of the scope of this thesis.

1.2 Impedance Control for pHRI

Thirty years ago, Neville Hogan introduced impedance control in robotics as a solution for
manipulation tasks [32]. The approach consists in regulating the robot’s dynamic behavior
at its interaction ports with the external environment. An interaction port is a place at which
power may be exchanged with the environment. The interaction port is defined by a set of
motion and force variables such that P = F T v, where v i a vector of velocities (or angu-
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lar velocities) along different degrees of freedom at the contact point, F is a corresponding
vector of forces (or torques), and P is the power that flows between the robot and the envi-
ronment through the contact point. The robot’s dynamic behavior is regulated by enforcing
a force-velocity equality constraint at the interaction port

{

G(F, v) = 0

P = F T v
(1.1)

where G is a dynamic operator, i.e. it can include differentiation and integration. The basic
impedance elements are depicted in Table 1.1

Table 1.1: Basic Mechanical Elements and their Laplace-Transformed Impedance.

Element Diagram F
v

Mass Ms

Damper B

Spring K
s

The following less general formula is used in practice (Fig. 1.10)

{

F = M(ẍ − ẍd) + B(ẋ − ẋd) + K(x − xd)

P = F T v
(1.2)

where x is an integral of v, xd is the impedance nodic reference, M , B and K are positive
symmetric matrices (not necessarily constants). The equation P = F T v is often omitted.
Impedance is defined relatively to a nonstationary reference frame, a node. The ground
pictured in Table 1.1 schematics may be moving, even accelerating. This motion of the
reference is modelled by the nodic reference xd. Note that F and v may be a force and
velocity in a Cartesian frame or a torque and articular velocity, as long as the constraint
P = F T v holds.

From this point, we will consider the case where v is the velocity of a given end-effector
of the robot – typically the hand of the robot – in a Cartesian fixed world frame and F is
the force exerted on this end-effector by the environment in the same frame. The impedance
nodic reference xd is also expressed in the world frame.

There are two major ways to implement constraint (1.2):
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Figure 1.10: Impedance constraint example for collaborative object manipulation.

• as an admittance v = Y (F ), e.g. force-input/velocity-output, with a position controller
with force feedback;

• as an impedance F = Z(v), e.g. velocity-input/force-output, with a force controller
with position feedback.

Strictly speaking, only the latter one is called impedance control, whereas the former is called
admittance control. However, since they are equivalent when Y and Z are invertible, we may
loosely use impedance control for both.

The purpose of impedance control is to regulate the mechanical power a robot can input
in interaction, with a human or the environment. With position control, the goal is to reach
a given position and rejecting any disturbance or error, regardless of power considerations.
Therefore, if the robot meets an unexpected obstacle, it would use more power to try and
reach its desired position, which is likely to damage both the robot and the obstacle. This is
a higher concern if the obstacle is a human being.

By contrast, impedance control would make the robot more compliant. The alternative
to position control would be to implement a spring behavior. On contact with the obstacle,
the robot’s trajectory would deviate from the intended one and absorb the shock. Of course,
the power exchanged between the robot and the obstacle might increase if the robot tries to
pursue its intended trajectory. However, the compliance gives more time to the robot to adapt
its intended trajectory [28], or to the obstacle to move if it is a human. Therefore, impedance
control is a keystone for safety in pHRI, which explains its popularity [3, 42, 55, 56]. It is so
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successful that compliant actuators have been designed [29]. Such actuators, named variable
stiffness actuators or VSA, allow to regulate compliance at the hardware level.

1.2.1 Stability during pHRI

When impedance controlled, a robot can theoretically adopt any dynamic behavior. However,
stability –having a bounded output in response to bounded inputs– may not be guaranteed
while interacting with a human, or more generally with an unknown environment, because
a system that is stable in isolation may become unstable when coupled to an environment
that is also stable. To address this problem, the generic solution is to enforce passivity [52].
Another solution, specific to pHRI, is to take into account the range of the human own
impedance to improve the performance and the stability of impedance control [8, 14, 69].

1.3 Collaborative Transportation Task

In our work, we focus on a collaborative transportation task as pictured in Figure 1.8. In this
example, the human and the robot move a table-like object from a room to another; thus the
task requires locomotion. Although mobile robots and freeflyer robots have been developed,
the precise localization of the robot in the world frame remains a challenging issue, which
explains why much research is devoted to fixed-base robots. Therefore, many of the state-of-
the-art approaches involve either object manipulation in a restricted workspace, or point-to-
point object transportation over a distance below one meter. However, all of these research
works, as well as our work, only consider the net force each partner –the human and the
robot– exert on the object, and the velocity of the object, or possibly the mechanical power
exchanges [21]. Because we consider that both partners are firmly holding the carried object,
the system constituted by the object and both partners’ hands is modelled as a rigid body.

One specificity of such a task is the indirect physical interaction through the transported
object. It shares many similarities with tasks that require direct contact. For instance, in a
handshaking task, both partners’ hands can be considered to be the object to move. However,
direct contact with a robot generates more apprehension than with an object between the
human and the robot.

Twenty years ago, Kosuge implemented one of the first Human-Robot Haptic Joint Ac-
tion [42]. The goal was to allow several robotic arms to carry an object with a human. Each
robotic arm was impedance controlled to exhibit a mass-damper behavior. This is more or
less the same dynamic behavior as a supermarket’s trolley. Thus the robot has a reactive
behavior, but it is passive. As we said, transporting an object with the robot is similar to
moving a trolley full of goods. The main advantage is that no knowledge or model of how
humans perform the task is necessary. Besides, the robot’s behavior is very predictable and
thus any human can perform the task without training. Concerning the interaction, the draw-
back of using a mass-damper dynamic behavior is the proportional relationship between the
force applied by the human and the velocity of the robot’s end-effector. To maintain a con-
stant high velocity, the human needs to exert a high force on the object. This is even more
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problematic when the robot is a legged humanoid robot, whom a high force will unbalance
and eventually topple. Thus the velocity of transportation is limited by the interaction.

1.3.1 Proactivity

A solution to solve this drawback is to give a proactive behavior to the robot. Proactivity is
the capacity for the robot partner to anticipates locally the human motion or more generally
human expectations and act appropriately, to take initiative. In other words, it means the
capability for the robot to guess the human partner’s intentions and use them in the motion
planning and control strategy. Ideally, the motion of the robot theoretically matches that of
the human partner with no lag (and vice-versa). As an example, consider a motorized trolley
with a force sensor on the handle. When a force is detected on the handle, it can be interpreted
as an intention to push the trolley; so the motors turn on to assist the human in pushing the
trolley. This would lead to rebalance the distribution of roles (cognitive vs. physical) in the
execution of the task, tending to equal human-robot responsibility sharing [40].

The problem is that it requires guessing the human’s intentions, which in fact is rooted
in the brain. Besides, we do not want a proactive behavior of the robot that requires train-
ing for the human operator; the robot’s behavior should meet the human partner’s expecta-
tions. Therefore, there are benefits in studying how two humans collaborate to perform a
transportation task, in order to extract interaction models that can be used to implement a
proactive behavior on the robot. This would endow the robot with haptics skills mimicking
the intuitive, smooth, and inherently safe way in which humans perform haptic joint actions,
and add a cognitive dimension to the robot’s behavior.

1.3.2 Enhancement considering the object’s geometry

Arai et al. [3] noticed that Kosuge’s scheme performed poorly when the object was long
(and thus the distance between the robot and the human was great), especially when moving
backwards and turning at the same time. Consider again the example of the trolley. When it is
pulled backwards straightly, it is easy to maneuver. However, try to turn after having reached
a certain velocity and the trolley will be brought along by its inertia: the trolley slide-slips.
The problem with Kosuge’s scheme was similar: it was difficult for the human to control the
trajectory of the robot’s end-effector that is at the other side of the object, because it requires
a great amount of torque from the human. Therefore Arai et al. proposed an anisotropic
impedance control3 to prevent this slide-slip effect by enforcing a higher damping on the
axis that is normal to the line that links the robot’s and human’s grip on the object.

This example highlights an important problematic on how to choose the impedance pa-
rameters. To decrease the mechanical power the human has to input to guide the robot,
impedance should be chosen as low as possible, while ensuring coupled stability. However,
Arai’s observation shows that low impedance parameters could impede the manipulability
of the object. Therefore, a high impedance in a given direction could ease the human’s task,

3The impedance parameters were constant and isotropic in the horizontal plane in Kosuge’s implementation.
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or guide her/him. This approach has been generalized and formalized by Dumora et al. [15]
using motion guides or virtual mechanisms theory. In this approach, the robot has the ca-
pacity to impose one constraint among a predefined set on the object motion, each constraint
being described by a Jacobian matrix. For instance, the robot has the ability to constraint
the object so that it can only translate along one axis or rotate around one axis. Finding the
right guide/constraint that matches the human’s intentions would be helpful for the human
partner.

1.3.3 Obstacle Avoidance

Hirata et al. [31] proposed a scheme where two robots help a human to transport an object
and to avoid obstacles that are on the path. The authors’ system consists in two wheeled
robots placed under the object to carry it at each extremity. The human pushes the object
from above, like a trolley. Both robots are impedance controlled as in [42]. When one of
them detects a close obstacle with a Laser optical system, it increases its damping. From the
human’s point-of-view, this causes one side of the object to be suddenly harder to push than
the other, thus inducing a rotation of the object to avoid the obstacle.

The two previous cases are good examples of the advantages of tuning impedance param-
eters, but are restrictive to very particular cases, e.g. very constrained by the task context.
Another strategy consists in mimicking the human’s dynamic behavior.

1.3.3.1 From pHHI and/or learning

The method proposed by Rahman et al. [55,56] consists in extracting and recording the tem-
poral evolution of the impedance parameters from two humans doing the same task before
replaying these during the pHRI task. Rahman et al. monitored the forces applied by each
partner on the object as well as its position. From these data, they estimated the impedance
parameters at each time step with an Auto Regressive eXogenous (ARX) Model, using the
impedance model

F (t) = M(t)ẍ(t) + B(t)ẋ(t) + K(t)x(t) (1.3)

The implementation on the robot consists in detecting the beginning of the task with a veloc-
ity threshold and replaying the evolution of the impedance parameters. The main problem of
the control scheme is that it is only valid if the pHRI task is repeated identically to the pHHI
task the impedance parameters are extracted from. This approach is no longer valid if the
human decides to move the object more slowly or farther. Besides, if an unintended event
occurs –such as an unseen obstacle coming through– that requires to go back for instance,
the robot is not able to adapt.

This simple approach can be made more robust with learning techniques, for example
Robot Learning from Demonstration [9](RLfD). Firstly, the task between two humans is
not studied directly; a human teacher teleoperates the robot with a PHANToM device with
force feedback, as shown in Fig. 1.11, while it performs the task with a human partner.
This teaching phase was repeating several time with various lengths of motion. The curve
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Figure 1.11: Teacher teaching the robot to perform a collaborative lifting task with a human operator.

The teacher uses a Phantom device with force feedback.

(F (t), v(t)), parametrized by time t, at the robot’s end-effector, therefore the robot’s end-
effector impedance Z, is encoded in a Gaussian Mixture Model (GMM). Then the robot
could reproduce the task with the human partner using Gaussian Mixture Regression (GMR).
In other words, RLfD consists in automatically decomposing the (F (t), v(t)) curve in phases
during the teaching phase, then using a Hidden Markov Model to determine the transitions
from one phase to another during the reproduction of the task. Thus the robot is more able
of adaptation. However, the object is passive and no external perturbations are considered.

1.3.3.2 According to task phases

With RLfD, a decomposition in phases in done algorithmically. For an object transportation
task, Tsumugiwa et al. [68] proposed the simple following decomposition in sections:

1. the beginning section

2. the working section

3. the positioning section

4. the normal section

At start-up, the robot’s damping is medium. When the robot detects an increase of me-
chanical work applied on its end effector, it considers it as an intention to start the task and
thus enter the beginning section. During this phase, the robot’s damping is lowered not to
impede the acceleration of the object. When the damping has reached its minimal value,
the robot enters the working section, where the human partner transport the object. A force
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threshold detects the human partner’s intention to brake, and thus the robot enters the po-
sitioning. Its damping is highly increased to prevent overshoots and to allow the human to
position the object with more precision. When the mean mechanical work applied on the
robot’s end-effector goes too low, the robot detects the end of the task and enters the normal
section where the damping is restored to the medium value.

A similar approach is developed by Dutta and Obinata [16], where damping is kept low
during the acceleration phase and increased during deceleration. The damping is changed
according to the range the velocity of the robot’s end effector is in.

With the same observation that the robot’s damping should be decreased (resp. increased)
when the human wishes to accelerate (resp. decelerate), Duchaine and Gosselin related the
damping factor to the force derivative [13]. Indeed the authors interpret an increasing (resp.
decreasing) force as an intention to accelerate (resp. decelerate). Hence the formula for the
robot’s end-effector damping:

B(t) = B0 − αḞ (1.4)

where F is a force signal from sensors. Thus the impedance constraint is as follows

F = Mẍ + (B0 − αḞ )ẋ (1.5)

More than just decreasing the damping, this control law allows negative damping; the robot
is therefore actively assisting the human. However, it requires to differentiate online the force
signal from sensors, which is not a trivial issue since force signals are very noisy, although
efficient algorithms exist [63].

1.3.3.3 Trajectory-referenced Impedance

Another way to be proactive is to estimate the trajectory intended by the human partner and
then use this estimation as the impedance nodic reference. This is the approach proposed
by Maeda et al. [48] and Corteville et al. [10]. Both used the minimum-jerk model for the
human intended trajectory. This model necessitates to define the starting time and position
(t0, x0) as well as the final time and position (tf , xf), where we suppose initial and final zero
velocities and accelerations. Thus the trajectory x(t) is











x(t) = (xf − x0)(6τ 5 − 15τ 4 + 10τ 3)

τ =
t − t0

tf − t0

(1.6)

This model was proposed by Flash and Hogan [24] for point-to-point motions. The challenge
to use this model is that the final time and position (tf , xf ) intended by the human are not
known and must thus be estimated. Maeda et al. used a weighted least-squares method, and
used the estimated trajectory x̂d as the nodic reference of the stiffness part, i.e.

F = Mẍ + Bẋ + K(x − x̂d) (1.7)
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The authors show that the unnecessary energy transfer between the human and the robot is
lesser with this estimation than without.

On the other hand, Corteville et al. consider the final position xf known. The duration of
the motion, therefore the final time tf , is evaluated in a first trial. Then this estimation is up-
dated in real-time with an extended Kalman filter during the following trials. The estimated
trajectory x̂d is used as the nodic reference of the damping part of the impedance, and the
stiffness part is zero:

F = Mẍ + B(ẋ − αˆ̇xd) (1.8)

where α ∈ [0, 1] is an assistance coefficient. In the experiments, it took a couple of trials
for the human-robot pair to adapt to each-other. A major issue is that such an approach is
very restrictive to point-to-point motions, and do not apply to general case motions. Even
for short distances, Miossec and Kheddar showed that the minimum jerk model was not the
best fit [50].

Thobbi et al. [67] also use a Kalman Filter to predict the human’s intended trajectory,
using a constant acceleration model. Besides they also use the error of prediction as a homo-
topy factor [18]; when the prediction is bad, the robot falls back to a reactive behavior, rather
than proactive.

Except Hirata et al. ’s, all these implementations concerned point-to-point transportation
of an object over small distances and small durations –less than one meter and no more than
a few seconds. More specifically, they do not require the locomotion of the robot.

1.4 Collaborative Manipulation and Locomotion

1.4.1 Passive Approaches

The first example of a collaborative manipulation between a robot and a human that required
locomotion was demonstrated by Kosuge in 2000 [43] with the Mobile Robot Helper.

Figure 1.12: Mobile Robot Helper dynamic behavior.

The Mobile Robot helper is a wheeled humanoid robot. The dynamic behavior imple-
mented links the external force F exerted on the robot’s end-effector to its velocity v and the
locomotion velocity vbase (Fig. 1.12). The impedance equations are

{

F = Mẍ + B(ẋ − ẋbase) − K(x − xbase)

F = Mẍ + Mbaseẍbase + Bbaseẋbase

(1.9a)

(1.9b)
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These equations are solved in x and xbase as an admittance with a force F input. The first
equation expresses the compliance of the robot’s arms, while the second expresses the global
dynamic behavior of the robot (arms + base). This global dynamic behavior is similar to the
one proposed by Kosuge for a fixed-based robot [42] (Section 1.3).

An interesting point in this approach is the “transparency” of the arms, e.g. the stiffness
and damping of the arms is not perceived by the human partner. Indeed, according to (1.9b),
from the human partner’s point a view, the robot reacts as an inertia-damped system –the
base– and a second inertia system –the arms. We classify this approach as a “Body guides
Hands” strategy. The haptic cues are used to induce locomotion of the robot’s base as de-
scribed in (1.9b). Then, the robot’s grippers are controlled to be compliant around the base’s
trajectory, which is (1.9a).

Yokoyama et al. [74] proposed a similar approach for the legged humanoid robot HRP-2.
The arms are compliant around a fixed posture, similarly to (1.9a). When the human partner
pulls the objects, the force exerted on the robot’s grippers causes a displacement ∆x of these
grippers from the fixed posture. This ∆x is then used to compute a reference velocity vCoM

for the robot’s CoM
vCoM = G∆x (1.10)

Steps are generated to track this reference velocity vCoM . This approach was also replicated
on the Cosero robot by Stückler and Behnke on the Cosero wheeled robot [62].

We also classify these two approaches as “Body guides Hands” strategies. It might seem
contradictory with (1.10) that expresses that the velocity of the body is computed from the
grippers’ displacement, which would include them in the “Hands guide Body” strategies.
However, the grippers are compliant around a fixed posture, i.e. they are compliant relatively
to the robot’s body. In that sense, we can consider these strategies as “Body guides Hands”
ones.

Figure 1.13: Evrard’s implementation for a collaborative transportation task.

In [19], Evrard used an engineering approach inspired from Kosuge’s [43], where the
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robot’s grippers behave as a mass-damper system attached to the object on the horizontal
plane as illustrated in Fig. 1.13. On the vertical axis, the robot carries half of the object
weight. This is more or less the same dynamic behavior as a supermarket’s trolley. Regarding
the robot’s locomotion, when the difference between the arm and the supporting feet goes
beyond a predefined threshold, a step is planned to recover the offset at the next step. Thus
the gait generation is decoupled from the upper-body motion of the robot.

This is an example of “Hands guide Body”, since the mass-damper behavior is imple-
mented in the world frame, independently from the CoM’s motion.

1.4.2 Proactive Approach

All these approaches implement a pure passive behavior of the robot and lack proactivity.
Lawitzky et al. [46] proposes to mix learning and planning approaches to implement a more
proactive behavior. Learning methods allow the robot to predict the human partner’s inten-
tions but only after several trials. Besides the robot loses proactivity as uncertainty increases.
In contrast, planning provides the robot with an active behavior. In [46] the robot has the
knowledge of both the environment and the goal position. Therefore, the robot is able, at ev-
ery time, to plan a trajectory to reach the goal position. However, using only planning would
let no choice to the human partner but to follow the robot. This is why mixing both planning
and learning is interesting. Two successful blends are proposed: one based on uncertainty,
the other on a cost to go. With the first strategy, the robot realize a linear homotopy blending
of both learned and planning controllers, where the homotopy parameter is the certainty of
the learning algorithms: if the certainty is high, the learned controller dominates, while the
robot falls back towards the planning controller when uncertainty decreases. In the second
strategy, the planning controller modifies, if necessary, the output of the learned controller
output to maximize its scalar product with the planning output. In other words, if the out-
put of the learned controller output is roughly in the same direction as the planning output
(positive scalar product), it is not modified. However, if the scalar product is negative, the
learning controller output is rotated to form a right angle with the planning output. Both
methods endow the robot with proactivity due to planning, while allowing an adaptation to
the human through learning.

The main drawback of this approach is that it is specific to goal-directed tasks, i.e. tasks
where the final goal is known and shared by the robot and the human. It is also necessary
that the robot has a full knowledge of the environment –the obstacles mainly– in order to
plan the task.

1.5 Conclusion

Physical Human-Robot Interaction aims at endowing robots with the capacity to interact
physically with humans so that they can share our everyday environment, that is our homes
and offices, and also assist humans in everyday life.

The first concern that arises is safety. Robots must not harm humans, nor themselves,
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during interaction. Impedance control is a major advance in this regard, as it allows giving
safe dynamic behaviors to robots: impedance control is helpful for limiting the mechanical
power exchanged between the robot and its environment. Because of its efficiency and sim-
plicity, it has become very widespread in the literature. Using passive impedance constraints,
robots were quickly able to perform transportation tasks with humans. The advantage of this
approach is twofold: it is easy to implement, and it requires no knowledge of the human’s
intentions. In this regard, it can be considered as the reference to which any other implemen-
tation of pHRI should be compared.

This success was followed by many leads of improvements. Indeed, with a passive dy-
namic behavior, the robot is adding a load on the human partner. Notably, robots were not
as efficient as humans in performing collaborative tasks. Many strategies were proposed to
alleviate this load. And in order to endow robots with human-like capacities to collaborate
with humans, as proactivity, researchers turned to neuroscience. However, human-human
joint actions are only starting being studied [60] and no model exists. Human motion models
for specific tasks, such as the minimum jerk model, exist and successful applications were
derived from it in pHRI. However, such approaches remain restricted to specific motions.

This problem of the specificity of approaches is global to the pHRI field. Most ap-
proaches are very task specific, i.e. they cannot be reused or generalized to other tasks.
Learning methods can also be considered task specific. They can certainly be employed to
learn various tasks, but robots are not yet able to use the learning of one given task to be
proactive another one. Other approaches rely on particular cases, where the robot has some
knowledge about the task, such as the final goal of the task and/or the environment. Each
contribution consists in a little piece of intelligence gained by robots, a global strategy to en-
dow robots with the ability to interact with humans in various situations remains to be found.
Much remains to do in the pHRI field. And with such promising benefits for society –the
widespread of robots in society– it is easy to understand why it is and will be an attractive
and promising research field.

In the next chapter, we present a study about how human dyads perform a one degree-of-
freedom task and which observations we can apply to improve human-robot interaction.
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IN the previous chapter, we presented the various approaches to implement pHRI. We high-
lighted that an engineering approach could let the human operator move the beam with the
robot, but had several drawbacks. The major problem was a lack of pro-activity.
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In this chapter we study several tasks performed by a human-human dyad in order to
enhance the behavior of a humanoid robot performing the same tasks with a human partner.
We use a motion capture system along with force-torque sensors to monitor three different
tasks performed by eight dyads. The three tasks concern jointly moving a table-like object;
one of the tasks involves locomotion. We narrow our observations to the sole locomotion
task.

Our observations focus on the coupling between the gait and the motion of the subjects’
hands, as well as on the synchronization between the two partners’ gaits. We also identified
a model of the task during locomotion; it consists in a decomposition of the object motion
into subtasks: acceleration, deceleration and constant velocity phases.

2.1 Ground Reaction Force Measurement Systems

Measuring the force applied by a foot on the ground is not always simple. Firstly, the ter-
minology “force applied by a foot on the ground” is inaccurate as it can be understood as
the complete distribution of the contact forces between the foot and the ground or as the
net reaction force between them. To our best knowledge, no system to measure the former
exists. However, floor or in-shoe systems to measure the distribution of foot pressure on the
ground exists. A result of such measures is shown in Figure 2.1. Such measurements lack the
horizontal components and therefore do not allow calculating the net ground reaction force.

Figure 2.1: Example foot pressure distribution.

The most widespread system to measure the net contact force between the foot and the
ground are force plates (Figure 2.2). Force plates allow monitoring the net ground reaction
force, the position of the center of pressure and the vertical moment of force, which can
be used to compute the full net ground reaction torsor. Similarly to optical motion capture
with markers, this technique is the reference for net ground reaction force measurement in
biomechanics research. The drawbacks of this technique is that the force plates are fixed to
the ground. Several of them are needed to fully monitor large scale motions, and the subject
must step on it.
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Figure 2.2: Subject walking on force plates.

2.1.1 Design of Foot-located Force Measurement System

To address the drawbacks of force plates, we need a foot-located force measurement system.
Its requirements are to measure the net ground reaction torsor of the foot while impairing
the subject’s walking as less as possible. An in vivo technique allows measuring the Achille
tendon load with an optic fiber [22], as the load is related to the fiber’s deformation. However,
we do not consider it in our study because it requires a medical procedure.

As no commercial portable system was available to measure the force under the feet,
we designed our own. The basic idea is to fix a force-torque sensor on each foot of each
subject. We have ATI Mini45 FT sensors at our disposition. They are compact enough to be
placed under the foot (height: 16mm, diameter: 45mm, weight: 92g). Their vertical force
range Fz,max of 1160N is enough to measure the net ground reaction force during walking,
as the maximal force intensity during gait is approximatively 130% of the body weight. The
subject maximal mass mmax is therefore around 91kg (Eq. (2.1)).

mmax =
Fz,max

1.3g
=

1160

1.3 × 9.81
≈ 91kg (2.1)

where g is the gravitational acceleration intensity.
The force sensor is mounted between two thin foot-shaped plates of aluminum, and a sole

is glued to the lower aluminum plate. Unfortunately, the force sensor is quickly saturated on
its torque components. The torque range τmax is 20Nm. Thus, the distance d to the center of
the sensor one needs to apply the force Fz,max to saturate the sensor in torque is about 17mm
(Eq. (2.2)).

d =
τmax

Fz,max

=
20

1160
≈ 0.017m (2.2)

Moreover the system is too rigid, which impairs the subject’s gait. Liedtke et al. de-
veloped a functional similar system [47], the ForceShoe™system, with two sensors on each
foot, which is shown in Figure 2.3. This system has only recently been commercialized by
Xsens1.

1http://www.xsens.com/en/general/forceshoe

http://www.xsens.com/en/general/forceshoe
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Figure 2.3: ForceShoe™system. Each shoe is composed of two force sensors and two motion

sensors.

2.1.2 Choice for the study

Because of the non-availability of a robust and portable ground force measurement system,
we did not monitor the net ground reaction force during the transportation task experiment.

2.2 Experimental Setup

Figure 2.4: Experimental setup. The operational volume is a rectangular parallelepiped (4m long, 3m

large and 2m high). The operational volume is separated in two zones: one with force plates in the
foreground, one for the locomotion task in the background.
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2.2.1 Tasks and Scenarios

Our purpose is to study the transportation of a table-like object by two human partners. For
simplicity, we restrict the transportation to one direction. Even so, the task is complex in the
sense that it involves both manipulation and locomotion, and it might be difficult to find an
invariant. Therefore, we also monitor two more elementary tasks where the subjects move
the object together without walking, in which an invariant might be found more easily. In
total, three tasks are monitored.

For the first task (1D task), the two subjects are asked to move the object horizontally
while standing on forces plates shown in Figure 2.4. They have to move it to one side of the
dyad (always the same for all dyads, imposed by the experimenter), then, without marking
any pause, move it back to the other side, and finally back to the start position, as shown on
Figure 2.5 (left).

The second task (2D task) is similar to the 1D task, except that the subjects are to move
the object both horizontally and vertically. The imposed trajectory of the object is square-
shaped : to one side, up, to the other side, down, and back to the start position (Figure 2.5,
middle).

The last task is a locomotion task in which the subjects move the object over a few meters
– one subject walks backwards, the other forwards – and turn back to come back to the initial
position (Figure 2.5, right).

In all scenarios, the subjects are asked to maintain the object’s orientation as constant as
they can.

1
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Figure 2.5: Tasks Description. From left to right : the 1D task, the 2D task and the locomotion task.

For each task, we define three scenarios with different role assignments :

• No role assignment (Free)

• Subject 1 is leader, subject 2 is follower (1L2F)

• Subject 1 is follower, subject 2 is leader (1F2L)
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The different assignments are always acquired in this order so that the subjects are not
spoken of role assignment for the no-role-assignment scenario. The start signal of the task is
given by the experimenter in the first scenario, and is left to the appreciation of the leader in
the two last.

2.2.2 With or without Visual Perception

Although our HRP-2 robot has video cameras, we do not intend to use visual perception to
perform a collaborative task with a human partner. Apart from its cameras, the robot has
sensory feedback from

• its encoders, to measure its joints position

• an accelerometer and a gyroscope, to measure the translational and rotational acceler-
ation of its chest in the world Cartesian frame (position and orientation are estimated
from these measures with a Kalman filter)

• four 6-axis force sensors in its feet and at its wrists.

The question arises whether the subjects should be blindfolded or not. For instance, con-
sider how a following partner detects when the leader starts the task. Here is a case that is
observed in some of our data. The leader starts backwards and the follower forwards. At
start-up, the leader initiates a step backwards. To do so, he slightly bends forwards for equi-
librium, thus pushing slightly the object, applying a force in the opposite direction he intends
to go. Once the step is initiated, the leader pulls on the object. Note that in our experimen-
tal setup, if the follower does not know in advance when the leader starts the task, he does
know the starting direction. Therefore, the push on the object cannot be misinterpreted. Our
point is rather that, in this example, the follower detects the start of the task thanks to visual
perception of the leader starting a step rather than haptic cues.

Blindfolding the subjects ensures that the subjects do not rely on visual perception to
collaborate and thus rely mostly on haptic cues. However, it may greatly disturb them; they
are likely to be more cautious and not to perform the task as they would with visual feedback.
In other words, they would perform the task poorly, not because they do not have enough
sensory feedback to do it, but rather because they do not have as much sensory feedback as
they are used to. And we want our robot to perform the task as a non-blindfolded human
being would.

For these reasons, we do not blindfold the subjects.

2.2.3 Data Acquisition System

The forces and moments applied by the subjects on the object are measured by two ATI
Mini45 FT sensors mounted on each side of the object. The forces and moments applied by
the subjects on the ground during 1D and 2D tasks are measured by two force plates : an
AMTI OR6-6-2000 and a Kistler 9281CA. All forces data are sampled at 500 Hz.
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The subjects’ postures are acquired using a Vicon WorkStation 624 system with five
MCam2 cameras. An overall of 40 passive markers of 8 millimeters of diameter – 18 and
19 for the two subjects and 3 for the object – are used. The positioning of the markers is
described in Figure 2.6. The trajectories of the markers are sampled at 100Hz.

Figure 2.6: Plug-In-Gait Model: the default Vicon markers positioning for whole body motion capture.

We use a subset of it (red boxes) to limit the number of markers and thus data processing.

The Vicon system is also composed of a Giganet which is an acquisition unit. It samples
the data from the cameras as well as any plugged analog signal. Therefore we directly plug
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the force sensors and the force plates on the Giganet, and external synchronization between
the different signals is not required.

The table-like object is specifically designed for the experiment, as we need the force-
torque sensors to be mounted on it. Moreover, it has to be as non-obstructive as possible in
order to avoid markers’ occlusion: the table plate is replaced by a simple beam. Besides, a
cylindric rod is added on the middle of this beam, so that we can add more load if necessary.
The object weights 10kg. The object can be divided into three parts:

• the handles for subject 1,

• the handles for subject 2,

• the middle part.

This division is important because the force sensors are mounted between the handles
and the middle part and therefore measure the forces and torques applied on the middle part.

2.2.4 Subjects

We acquire data with sixteen healthy subjects (eight dyads), aged 14-32 (mean 25), four
female, twelve male, fifteen right-handed, one mixed-handed. For every dyad, we acquire
each couple task-scenario five times, which gives a total of forty-five acquisitions by dyad.

2.3 Observations

Our purpose is to program a humanoid robot so that it can perform the transportation task
with a human partner. Thus we focus on the study of the locomotion task.

The locomotion task involves both object manipulation and walking, each of which has
been extensively studied separately. It has been demonstrated that human beings perform
point-to-point movements with roughly straight hand trajectories [23] and a bell-shaped ve-
locity profile [24]. However, the curvature of the hand trajectory increases when subjects are
asked to move the hand very quickly [23]: the subjects trade straightness of trajectory for
higher velocity.

Adding locomotion requires whole body coordination. For instance, consider the task of
carrying a bottle. To prevent the bottle from falling from the hand, one compresses the bottle
to produce a vertical friction force. The heavier the bottle is, the tighter the grasp must be.
It is also the case if an additional vertical force is applied on the bottle. During the gait, the
heel periodically strikes the floor and produces an impact force on the body, which slightly
accelerates the bottle vertically. Thus, walking with the bottle requires a tighter grasp. One
strategy might be to apply a constant tight grasp on the bottle. Gysin et al. demonstrate that
the human adapts the grasping force s/he applies on the object to absorb the additional inertial
forces during the gait [26] [27]. Furthermore, the authors show that the human anticipates
these inertial forces rather than sense them and react.
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This example shows that walking while performing a task can be more complex that just
walking and performing the task, as new problematics arise from the coupling. Therefore,
one major problematic in our study is: how does walking impact the object transportation?

2.3.1 Data Visualization with AMELIF

Since the visualizer provided with the Vicon software does not allow vizualizing data from
floating position force sensors, we use our dynamic simulation framework AMELIF [39]
to visualize the data as in Figure 2.7. The Vicon software only allows visualizing forces
measured by immobile force plates.

As a dynamic simulator, AMELIF provides functionalities to visualize kinematics and
also forces applied on any point of an object. Each marker is represented by a gray ball.
Markers are linked by colored segments to visualize whole body motion. Note that the seg-
ments’ motion does not correspond exactly to the motion of the subjects’ skeleton, because
the markers are not positioned at the center of the articulations. We also design a dynamic
model of the table-like object carried by the subjects. Forces and moments are displayed at
the center of the force sensor that measured them. The moments are also displayed at the
Center of Mass (CoM) of the object’s middle part.

A Graphical User Interface (GUI) was added to AMELIF, using the wxWidgets2 library,
so that the data could be played at various speeds (from 1/8x to 8x) or frame by frame. The
GUI also featured a playlist to load different trials and plot data of interest with MATLAB.

Moreover AMELIF already integrates dynamic models to simulate the dynamics of poly-
articular bodies. It is possible to replay a motion captured scene dynamically with a more
complete experimental set-up that would allow us to identify the dynamics of the subjects
during the tasks. It can even be used to recalculate the dynamics.

2.3.2 Hip Swing Compensation

While walking, human beings swing their hip laterally to the direction of walking in order
to keep balance. This lateral swing affects the trajectory of the subject’s wrists and therefore
the object’s: it is a coupling between the gait and the manipulation. An example is shown in
Figure 2.8. The temporal curve of Figure 2.8 (right) supports the hypothesis of a coupling
between the hips’ and wrists’ lateral swinging motions as extrema are synchronized. In the
present experiment, we investigate how the lateral swinging motion of the hips impacts the
lateral swingingmotion of the wrists in amplitude. In the following, we use the denomination
lateral swing for the lateral swinging motion.

We consider the motion of the subjects hips and wrists projected on the horizontal floor.
In other words, we do not consider the vertical component of these trajectories in the global
frame.

The example shown in Figure 2.8 gives the intuition of what lateral swing is. It is an
oscillatory motion around the general direction of walking. The subjects are asked to walk

2http://www.wxwidgets.org/
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Figure 2.7: Visualization on AMELIF

along the x-axis. However, the trajectory of the hips indicates that in this case the subject
slightly deviates from the x-axis. This deviation is less evident if we consider the trajectory
of the wrists. To eliminate this deviation, we perform a Principal Component Analysis (PCA)
to obtain a detrended parametrized trajectory (xdetrend, ydetrend), where the general direction
of motion is the x-axis. Finally, we compute the global lateral swing amplitude a within

a = max
t

ydetrend(t) − min
t

ydetrend(t) (2.3)

Because the amplitude of the lateral swing is not constant over a trial, because the general
direction of motion may be slightly curved, this global amplitude is bigger than the local

amplitude of each swinging motion and therefore than their mean. It must be seen as the
maximum margin of the lateral swing for the considered trial. The histograms of the global
amplitude of the lateral swings of the wrists and hips are shown in Figure 2.9. The hip lateral
swing amplitude mean is 0.1424m (std 0.0406m) and the wrist lateral swing amplitude mean
is 0.1099m (std 0.0343m). The statistics of their ratio show that most of the time the wrists
lateral swing is dampened compared to the hips lateral swing.
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Figure 2.8: Example of swinging motion of the wrists (black) and hips (gray) in the XY-plane (top)
and over time (bottom). The black and gray curves are the mean trajectories of markers RWRA and

LWRA, and RASI and LASI respectively (See Figure 2.6. The subject walks from the negative x
towards the positive x. The direction of swinging is y.
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Figure 2.9: Swing amplitude margins of the wrists (top) and hip (middle) and their ratio (bottom).
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This study of the lateral swing brings precious information. Firstly, it gives an indicator
of the wrists lateral swing we should aim for when controlling our robot. The key length is
10 to 15 centimeters. Secondly, there is a coupling between the lateral motion of the wrists
and the lateral motion of the hip; they are synchronized. Therefore the lateral motion of
the hands is synchronized with the subject’s gait. As both subjects are holding the object,
they have to synchronize the lateral swing of their hands to keep the object’s orientation
constant. Consequently, by transitivity, we can make the assumption that the subjects have
to synchronize their gait, which is studied is the next subsection.

2.3.3 Gait Synchronization

As we have seen in previous section, during the locomotion task, the motion of the subjects’
hands is coupled to their own gait. And as both subjects are holding the same object, it is
reasonable to assume that the subjects’ gaits might be synchronized. Besides, if there is a
synchronization, what is the synchronization pattern?

Firstly, their gaits must be coupled. Both subjects are holding the object and therefore
they both have the same hands’ velocity constraint. They must regulate their gait velocity to
prevent the object from colliding with their torso or their arms to extend too much. In that
way, they must at least synchronize their gait velocities. In the previous part, we have hinted
that the gait might be perfectly synchronized, e.g. that both subjects might set the foot on and
off the floor synchronously. Given the geometry of the task, there are two possible different
synchronization patterns (Fig. 2.10), or gait patterns:

• the lateral synchronization. The feet on the same side are synchronized; as the subjects
are facing each other, one subject’s right foot and the other’s left foot are synchronized
(Fig. 2.11 bottom).

• the diagonal synchronization. The feet on the opposite side are synchronized; as the
subjects are facing each other, the subjects’ right feet are synchronized (Fig. 2.11 top).

We watch each trial with our visualizer (Section 2.3.1) to determine when gaits are syn-
chronized or not. The statistics are reported in Table 2.1. It shows that synchronization is
preferred (65.8% of trials) but in a large part of the trials (34.2%) a desynchronization occurs.
It also shows that no specific gait pattern (lateral or diagonal) is preferred over the other.

However, synchronization does occur in two thirds of the trials, and these results do not
show why it occurs. One possible explanation may be energy efficiency. Consider the analog
example of rowing. If the rowers do not row synchronously, the boat moves more slowly
and in a less straight direction than it would in the case of a synchronous rowing. Our task is
similar, although the desynchronization has less drastic effects. For example, it causes strain
on the upper body of the subject. Let’s explain. Synchronization can also be observed at the
hip of the subjects as in Figure 2.12. The subjects’ hips are mechanically connected through
each subjects’ torso and arms and the object. The system torso and arm of each subject can
be considered as a deformable body. For simplicity, we only consider the deformation in the
direction of the motion. Because of the gait, the trajectory of both subjects’ hips oscillates. If



38 Monitoring human haptic joint action: 3 cases study
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Figure 2.10: Gait Patterns of a synchronized walking dyad. Black feet represent the support feet,
white feet represent the swing feet.

Direction of walking
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Figure 2.11: Diagonal (top) and Lateral (bottom) Gait Patterns. Small red arrows indicate the swing-

ing legs.
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Table 2.1: Steps synchronization patterns repartition in trials. Most of the time, dyads synchronize

their steps in a two-beat gait, e.g. with synchronized footfalls. The synchronization can be either

diagonal or lateral and a switch (→) may occur in the middle of the task. Desync denotes a non-
synchronized gait. Other regroups more infrequent patterns, but they all contain a part with a non-

synchronized gait (desync), as Lateral → desync → Diagonal for instance.

Step Pattern Free 1L2F 1F2L Total Total (%)
Diagonal 7 5 10 22 18.3
Lateral 3 5 8 16 13.3

Diagonal → Lateral 10 9 7 26 21.7
Lateral → Diagonal 6 6 3 15 12.5
Diagonal → desync 7 5 2 14 11.7
Lateral → desync 1 2 5 8 6.7

Other 6 8 5 19 15.8
Total 40 40 40 120 100

these oscillations are not in phase, the subjects’ torso and arms are compressed or stretched.
The subjects might synchronize their gait by minimizing this strain.
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Figure 2.12: Velocities of hip markers in the motion direction (x-axis) for subject 1 (black, RASI) and
subject 2 (gray, LASI). The oscillations in the velocities are caused by the gait. The oscillations in

both subjects’ hip velocities synchronize after a few steps.

However, in a non-negligible part of the trials, desynchronization occurs and no gait
pattern was preferred, which shows that it does not impede the execution of the task. The
consequence of this result is of prime importance for controlling our robot: it is not necessary
for a humanoid robot to identify the human partner’s gait timings, nor the gait pattern, to

plan a step: the knowledge of these timings and of the gait patterns is not necessary to

control the locomotion of the robot during a joint transportation task.
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2.3.4 Phases Decomposition of the Motion

So far we have focused on how the subjects’ gait impacts the lateral swing of their wrists and
therefore the object’s, and how both subjects’ gaits are coupled. However, we have yet to
study an essential part of the task: the object’s motion. The goal of the task is to transport the
table-like object along the x-axis, forwards and backwards. When visualizing the trajectory
of the object’s center of mass along the x-axis, in the global world frame, we notice three
important properties:

• the object trajectory’s shape is the same for all trials,

• the object trajectories are smooth in comparison to the subjects’ hips trajectories,

• the object velocity is constant for a couple of seconds during the transportation.

These properties are confirmed when we plot the object velocity along the x-axis, as
shown in Figure 2.13: the object velocity shows a double-trapezoidal shape. The object’s
motion can be decomposed this way:

• the object is not moving (initial state),

• the object accelerates forwards,

• the object moves forwards at constant velocity,

• the object brakes,

• the object is not moving (in some trials, this phase is not present),

• the object accelerates backwards,

• the object moves backwards at constant velocity,

• the object brakes,

• the object is not moving (final phase).

The object’s motion is decomposed in a sequence of Constant Velocity Phases (CVPs)
and Acceleration/Braking Phases (ABPs). In this study, as the operational volume is limited,
the ABPs are almost as long as CVPs. However, with larger scale tasks, they become negli-
gible and during these phases, velocity can be roughly approximated by an affine function of
time. These phases – CVPs and ABPs – can be considered as subtasks. The decomposition of
a task in subtasks is recurrent in the literature. When Flash studied point-to-point movements
of the hand [23], the trajectory of the hand was described as a roughly straight line. However,
Flash noticed that all trajectories ended with a hook. In this case, the task can be decom-
posed in two subtasks: a transportation task to get to the neighborhood of the target position
and a positioning task to get to the target position with more accuracy. Reed [57] showed
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that during a collaborative task, the subjects specialize: one subject takes the acceleration in
charge while the other do the braking. This suggests that both partners decomposed the task
into an acceleration subtask and a deceleration subtask; then each subtask was realized by
one partner.
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Figure 2.13: Trapezoidal Approximation (in light blue) of the object’s velocity (in dashed red).

To support our observation, we fit all the object’s velocities from our data with a five
CVP decomposition. In other words, we fit each profile with a trapezoidal approximation
as in Figure 2.13: for each trial, we seek to identify the forwards and backwards velocities
(2 parameters) and the phases switch moments (8 parameters). Therefore we obtain a dif-
ferent trapezoidal approximation for each trial. However, any trapezoidal approximation can
be transformed into another by scaling the time and amplitude for each line segment, thus
defining a normalization transformation for each trial. Finally, we use this same transforma-
tion to normalize the measured velocities. All velocity profiles are successfully fitted with a
trapezoidal approximation with a mean correlation coefficient of 0.997 (standard deviation:
0.0019). Normalized results are shown in Fig. 2.14. Contrariwise, the forces applied by
each partner on the x-axis in the global world frame show no such similarities as pictured in
Fig. 2.15.
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Figure 2.14: Normalized velocity (in gray) and the trapezoidal approximation (in black). Velocity

profiles were normalized so that they have the same trapezoidal approximation. To cope with four

and five CVP decomposition, we cut the middle-motion zero-velocity phase when it exists.



42 Monitoring human haptic joint action: 3 cases study

0 2 4 6 8 10
−1

−0.5

0

0.5

1

t (s)

v
 (

m
/s

) 
(x

−
a
x
is

)

0 2 4 6 8 10
−10

−5

0

5

10

t (s)

F
 (

N
) 

(x
−

a
x
is

)

Figure 2.15: The top figure shows the velocity of the object on the x-axis in two consecutive trials with

the same dyad (black, then gray curve). The curves are almost identical. The bottom figure shows

the force applied on the object on the x-axis by the same subject in the same two consecutive trials.
No evident force pattern can be identified.

During the CVPs, the object velocity is only roughly constant. The velocity slightly
oscillates at the gait frequency, if not as much as the hip marker velocity as in Figure 2.12.
This indicates that the upper body (torso and arms) plays an important role in damping the
oscillatory disturbance the gait is, and thus partly decouples the transportation of the object
from the gait.

To sum up, the locomotion task can be naturally described in the global world frame by a
decomposition in subtasks that are identified (CVPs and ABPs). Besides, the motion of the
object along the x-axis is mostly decoupled from the gait.

2.4 Conclusion

In this chapter, we have demonstrated that during a table-like object transportation, the gait
can be considered as a disturbance on the object motion, that is more or less damped. The
gait induces oscillatory disturbances – especially laterally – on the object motion. As we
have demonstrated that synchronization between the two subjects’ gait – in timing and gait
pattern – is not necessary to complete the task, we can assume a minimal coupling between
the transportation and the gait, that is that the object’s and the gait mean velocities must
be identical. This motivates our choice to use Herdt’s Walking Pattern Generator [30] as a
black box that reactively generates footsteps for our robot from the input of a desired center
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of mass’ velocity.
We have also shown that the transportation can be naturally described in the global world

frame, with a good approximation, as a sequence of subtasks (Constant Velocity Phases and
Acceleration/Braking Phases). This simple model of task has the advantage to be indepen-
dent from the gait, as well as using the global world reference frame. In the next chapter,
we will use this decomposition into CVPs and ABPs, that we name motion primitives, to
implement a pro-active behavior on the HRP-2 Humanoid Robot.



44 Monitoring human haptic joint action: 3 cases study



3
Programming human-humanoid haptic
joint actions from human dyad models

Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2 Impedance based model for haptic joint action . . . . . . . . . . . . . 47

3.2.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.2 Requirements and desired behavior . . . . . . . . . . . . . . . . 48

3.2.3 Notations and Hypotheses . . . . . . . . . . . . . . . . . . . . . 48

3.2.4 Proposed Impedance Model . . . . . . . . . . . . . . . . . . . . 49

3.2.5 Behavior in Collaborative Mode . . . . . . . . . . . . . . . . . . 50

3.2.6 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . 54

3.2.7 Limits of this model . . . . . . . . . . . . . . . . . . . . . . . . 55

3.3 1D Follower Trajectory Planner . . . . . . . . . . . . . . . . . . . . . 55

3.3.1 Object motion decomposition into primitives . . . . . . . . . . . 55

3.3.2 Reactive Generation of Primitives Sequences . . . . . . . . . . . 56

3.3.3 Implementation on the HRP-2 Humanoid Robot . . . . . . . . . 59

3.4 Proactive 3D-Trajectory Planner . . . . . . . . . . . . . . . . . . . . . 64

3.4.1 Motion Primitives . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4.2 Robot local frame . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.4.3 Reactive Generation of Primitives Sequences . . . . . . . . . . . 69

3.4.4 Turning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

45



46 Programming human-humanoid haptic joint actions from human dyad models

3.5 Switch to Leader Mode with a Joystick . . . . . . . . . . . . . . . . . 70

3.6 3D Experimentation with the HRP-2 Humanoid Robot . . . . . . . . 70

3.6.1 Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.7 Discussion and Concluding Remarks . . . . . . . . . . . . . . . . . . . 71

IN the previous chapter, a psychophysical experiment with dyads transporting a beam re-
vealed that they favour phases of constant velocity during motion. Our study also suggests
that no gait pattern nor synchronization between the partners emerges during the task, there-
fore walking pattern generation can be decoupled from the arm coordination strategy.

From these observations, we propose in this chapter an impedance-based model for
human-humanoid haptic joint action to perform a similar transportation task. We validate
the approach on the HRP-2 humanoid robot. First, the formalization of the control strategy
for a transportation task along one direction is presented. Then, we propose an extension of
our approach in 3D, including turns.

3.1 Introduction

When two humans collaborate to perform the transportation of an object, such as a beam or a
table, they are able to establish an intuitive coordination, guess the other partner’s intentions
and act accordingly. Mutual understanding of each other’s intention translates into proactive
behaviors and good cooperation and synchronization of the dyad during the task. Moreover,
both partners may alternatively share the leadership of the task during its execution and take
decisions such as turning or stopping, relying on the information they share and the context.
In the course of the task, because one might know and/or perceive something the other does
not, a share of the leadership is desirable [40]. Proactive cooperation that permits leadership
switching and intuitive role distribution are two characteristics we want to reproduce with a
humanoid robot performing such a task with a human partner (see illustration on Fig. 3.1):
proactivity and intuitive role switching.

Early works on physical Human-Robot Interaction (pHRI) gave the robot a restricted
role [42]. Its role was to carry a part of the object’s vertical load at the cost of an increase
of the horizontal ‘load’. Such an approach forces the human operator to apply more forces
than necessary in order to move the object due to the causality of the robot’s control law.
Proactivity aims at solving this problem: guessing the human partner’s intentions in order
to decrease this horizontal load. A possible approach is to regulate the robot’s impedance
according to the perceived intentions [13] [70] as outlined is Chapter 1. An alternative way
to be proactive is to guess the human partner’s intended trajectory. This is the approach
chosen in [48] [10] and also the one we choose in this work. Note that both approaches are
not exclusive.
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Figure 3.1: Example of scenario. The human-robot dyad has to carry the table through two doors

that form a 90°angle. The dimensions of the table are too big to perform the task with a single bend,
so that the human has to pass backward through the first door and forward through the second one.

The human assumes the leadership of the task as he is walking backward through the first door, and

then is guided by the robot through the second door.

Relatively to existing work, our approach distinguishes in its capability to guess the hu-
man partner’s intentions for a wide variety of motions, while [48] and [10] only consider
point-to-point movements. Furthermore, we distinguish the recognition of the partner’s in-
tended trajectory from the action undertaken to help him/her. Our proactive follower acts
similarly to a leader. The difference is that it chooses to follow a trajectory determined from
a guess of its partner’s intentions rather than from its own volition. Thus the robot’s dynamic
behavior is independent from the role distribution; the role distribution only affects how the
impedance nodic reference is planned.

In Section 3.2, we propose an impedance-based model for leader and follower modes
and how it can be used for role switching. We describe how a motion decomposition allows
to recognize intended trajectories in Section 3.3, and test our approach on the HRP-2 robot.
Then we extend this approach to the 3D case in Section 3.4. Interactive planning and context
perception are required for the robot to behave as a leader, which is beyond the scope of
this thesis. Therefore we design the leadership for the robot as a human operator remotely
controlling the humanoid robot with a joystick in Section 3.5. We test the global 3D scheme
in Section 3.6 by making the HRP-2 humanoid robot perform the transportation scenario of
Fig. 3.1 with a human partner.

3.2 Impedance based model for haptic joint action

3.2.1 Context

In this chapter, we are interested in the transportation of a rigid beam-shaped object from one
place to another over several meters. Thus it requires locomotion. This task is performed by
two partners: a human and a humanoid. Such a task does not require a complex manipulation
of the object, so that both partners always grip the object at the same positions. We also
assume they use both their hands.
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3.2.2 Requirements and desired behavior

We choose an impedance model for the low level dynamic behavior of the robot during a
collaborative task, since it has been extensively used in the pHRI field for decades. As seen
in Chapter 2, human dyads favor constant velocities (in the Cartesian world frame), which
motivates our choice of an impedance model in such a frame.

The purpose of this section is to design an impedance model for human-humanoid physi-
cal interaction that can be used for both leader and follower modes. In [17], Evrard proposed
the following homotopy impedance model

F = (1 − α)
[

− MF Ẍ − BF Ẋ
]

+ α
[

BL(Ẋd − Ẋ) + KL(Xd − X)
]

(3.1)

where X is the end-effector trajectory in the world frame, Xd is the impedance nodic ref-
erence in leader mode, F the force applied on this end-effector, MF and BF (resp. BL and
KL) are impedance parameters in a pure follower mode (resp. pure leader mode). Here the
homotopy parameter α might vary in [0, 1] over time, and thus allows a smooth switching
between a leader (α = 1) and a follower (α = 0) impedance model.

A drawback in this approach is the necessity to design and tune two models, e.g. the
impedance parameters MF , BF , BL and KL in this case. But more importantly, the global
stability of the homotopy controller is not guarantee when α vary in [0, 1], as pointed out
in [40]. In the following, we thus fix constant impedance parameters – inertia, damping and
stiffness – and focus on how to determine the impedance nodic reference Xd depending on
the mode.

3.2.3 Notations and Hypotheses

In this work, we only study translations, as well as rotations around the vertical axis (of the
flat and horizontal ground, i.e. the axis aligned with the gravity field). Therefore we adopt a
4-dimension Cartesian notation in the world frame for the vector of forces F and the vectors
of positions X.

X =











x
y
z
θ
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fx

fy

fz

τz











(3.2)

In the following, we consider constant impedance parameters M , B and K so that we
only deal with second order differential equations with constant coefficients. Besides, we
choose the impedance parameters matrices to be symmetric positive definite. Thus every
solution converges asymptotically to a particular one. To remain independent from the initial
conditions, we adopt a class representation of the solution of such differential equations. We
note Ȳ the set of solution where Y is a particular solution, and keeping in mind that every
solution in Ȳ asymptotically converges to Y.

Unless specified otherwise, all variables are time-dependent.
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Figure 3.2: Impedance Model.

3.2.4 Proposed Impedance Model

In this section, we study a model of haptic joint action where two partners jointly transport
a rigid object. We model the interaction between each partner and the object with a linear
impedance constraint in the world frame

Fi = Mi(Ẍd,i − Ẍ) + Bi(Ẋd,i − Ẋ) + Ki(Xd,i − X) (3.3)

for i ∈ {1, 2}, where X is the object’s Center of Mass (CoM) trajectory in the world frame,
Xd,i is the intended trajectory for the object’s CoM by partner i, and Fi is the force applied
at the object’s CoM by partner i. Mi, Bi and Ki are the inertia, damping and stiffness
matrices, and are constant symmetric positive definite. These impedance parameters are the
projection of the i-th partner’s arms dynamic behavior in the operational space. This model
implies that both partners are interacting at the object’s CoM, as in Figure 3.2, which is not
true in practice since they are holding the object at different points and with both hands.
Moreover, we might wish to express a partner’s impedance at a point that is neither the
object’s CoM, nor the grasping point, but any point that is rigidly linked to the object, as we
do in Section 3.4.4. These problems are partially addressed in Appendix A.

The object’s inertia at CoM is

MO =

[

mI3 0
0 Iθ

]

(3.4)

The only forces exerted on the object are the forces from each partner F1 and F2 and the

gravity MOG where G =











0
0

−g
0











. Thus its motion is governed by the simple following
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dynamic equation
MO(Ẍ − G) = F1 + F2 (3.5)

At first, we suppose that both partners have the same intended trajectory Xd for the object
in the impedance constraint (3.3). Substituting F1 and F2 in equation (3.5) using (3.3) yields

MO(Ẍ−G)+(M1 +M2)(Ẍ−Ẍd)+(B1 +B2)(Ẋ−Ẋd)+(K1 +K2)(X−Xd) = 0 (3.6)

whose solution is not X̄d in general. The dynamics of the object bias the trajectory that
deviates from Xd, so that it is not accurately realized. To solve this, we add a prediction of
the object dynamics, as a feed-forward, to equation (3.3) which becomes

Fi = αiMO(Ẍd − G) + Mi(Ẍd − Ẍ) + Bi(Ẋd − Ẋ) + Ki(Xd − X) (3.7)

with α1 + α2 = 1, so that (3.6) yields

(MO + M1 + M2)(Ẍ − Ẍd) + (B1 + B2)(Ẋ − Ẋd) + (K1 + K2)(X − Xd) = 0 (3.8)

whose solution is X̄d.
Equation (3.8) shows that if one can correctly predict the dynamics of the object for the

intended trajectory Xd, i.e. its inertia and all the forces exerted on it, it is possible to use this
prediction as a feed-forward and adapt the impedance constraint so that the desired trajectory
Xd is reached. In our case, it means estimating the object inertia matrix MO. This is the case
for the object mass, which can easily be evaluated at the experiment start-up by measuring
the force vertical component. In our implementation we neglect the rotational inertia Iθ and
estimate it as zero.

3.2.5 Behavior in Collaborative Mode

In previous section, we supposed that both partners shared the same intended trajectory Xd.
Here we study what happens when they do not. More importantly, we want to determine
what information one partner can deduce about the other partner’s intended trajectory from
haptic cues, when considering the model of Fig. 3.2.

3.2.5.1 Hypotheses

We make the following hypotheses

• Perfect Self-Knowledge: Each partner has a perfect knowledge of its own impedance
parameters Mi, Bi and Ki, and its own intended trajectory Xd,i(t).

• Model Symmetry Projection: Each partner projects its own model on the other, e.g.
each partner assumes the other functions with the same model as him. In this case, it
results in the perfect knowledge of the whole system structure of Fig. 3.2.

• Other’s Parameters Ignorance: Each partner has no a-priori knowledge of the other
partner’s impedance parameters Mj , Bj and Kj, nor its intended trajectory Xd,j(t).
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The haptic cues each partner has access to are the force Fi he/she applies on the object
and the trajectory of the object X. Our findings in Chapter 2 suggest that human dyads tend
to prefer constant velocity phases. Therefore, we will suppose constant velocity intended
trajectories for each partner, that is

Xd,i(t) = Vd,it + X0
d,i (3.9)

for i ∈ {1, 2}, where Vd,i and X0
d,i are constant. Note that this assumption is not valid in

transition phases. However, during transition phases, our model strongly depends on initial
conditions we do not know, which is why we rather focus on the asymptotic behavior of the
model.

As in equation (3.7), we assume both partners are sharing the gravity load so that the
term MOG cancels out from the object dynamics. Thus, for simplicity, we do not write this
term anymore, and the object dynamics when manipulated by two partners can be simply
written as

MOẌ = F1 + F2 (3.10)

where the only external forces applied on the object are the forces F1 and F2 applied by the
partners 1 and 2 respectively.

3.2.5.2 Results

Given the previous hypotheses, we demonstrate the following three results:

1. Average Object Velocity: The resulting object velocity converges to the mean of
the partners’ intended velocities, weighted by their stiffness, which corroborates the
findings in [50],

2. Increasing Internal Forces: A difference of constant intended velocities between the
partners leads to increasing internal forces over time,

3. Partner-wise Velocities Formula: A difference of constant intended velocities be-
tween the partners is linearly linked to a difference between the intended velocity of
each partner and the object velocity.

The main result is Result 1. We obtain it by solving the object dynamics given our model.
Results 2 and 3 are corollaries of Result 1 obtained by using it to compute forces (Result 2)
and the other partner’s velocity (Result 3). One important consequence of these results is
that it is not possible for one partner to estimate the other’s intended velocity without some
knowledge about his/her stiffness parameters.

3.2.5.3 Demonstration

Using the hypothesis of a constant velocity intended trajectory, we write the impedance
constraints (3.7) for each partner, without gravity compensation

Fi = −MiẌ + Bi(Vd,i − Ẋ) + Ki(Vd,it + X0
d,i − X) (3.11)
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Substituting F1 and F2 in the object dynamics (3.10) yields

MOẌ =
∑

i=1,2

−MiẌ + Bi(Vd,i − Ẋ) + Ki(Vd,it + X0
d,i − X) (3.12)

Our goal is to find a particular solution toward which any other solution converges over time.
To that end, we regroup all terms in X on the left-hand side

(MO +M1 +M2)Ẍ+(B1 +B2)Ẋ+(K1 +K2)X =
∑

i=1,2

BiVd,i +Ki(Vd,it+X0
d,i) (3.13)

We have a linear differential equation in X with a first order polynomial as a second member.
In this case, a conventional method to find a particular solution Xp is to look for it as a first
order polynomial, e.g.

Xp(t) = V0t + X0 (3.14)

where V0 and X0 are coefficients to determine. Replacing X by Xp in (3.13) gives

(B1 + B2)V0 + (K1 + K2)(V0t + X0) =(K1Vd,1 + K2Vd,2)t

+ B1Vd,1 + B2Vd,2 + K1Xd,1 + K2Xd,2

(3.15)
Polynomial coefficients identification yields






V0 = (K1 + K2)
−1(K1Vd,1 + K2Vd,2)

X0 = (K1 + K2)
−1
[

B1(Vd,1 − V0) + B2(Vd,2 − V0) + K1X
0
d,1 + K2X0

d,2

] (3.16)

The solution of the object dynamic equation (3.12) is X̄p = V0t + X0, which demon-
strates Result 1: the resulting object velocity is – converges to – the mean of the partners’

intended velocities, weighted by their stiffness. Besides, the partner with the greater stiffness
will impose its/his/her intended velocity to the object.

To demonstrate Result 2, we focus on the forces F1 and F2 applied by each partner, or
rather their asymptotic convergence F̄1 and F̄2. When re-introducing this solution in (3.11),
we obtain

F̄i = Bi(Vd,i − V0) + Ki

[

(Vd,i − V0)t + (X0
d,i − X0)

]

(3.17)

Using (3.16), we finally get






F̄1 = (κ12t + β12)(Vd,1 − Vd,2) + κ12(X0
d,1 − X0

d,2)

F̄2 = (κ21t + β21)(Vd,2 − Vd,1) + κ21(X0
d,2 − X0

d,1)
(3.18)

where














κij = KiK
−1
1+2Kj

βij = BiK
−1
1+2Kj − KiK

−1
1+2BiK

−1
1+2Kj + KiK

−1
1+2BjK

−1
1+2Ki

K1+2 = K1 + K2

(3.19)
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Linear Dependence

Figure 3.3: Linear Dependencies between forces and velocity/position differences.

Equation (3.18) shows that Vd,1 6= Vd,2 is not a sustainable situation, since the forces

applied by each partner increase linearly with the difference. Besides, a partner cannot

estimate the intended velocity of the other partner from haptic cues – force and velocity –

from the object without also knowing his/her/its impedance parameters. The dyad has thus
interest in realizing Vd,1 = Vd,2. In this case, (3.16) becomes

{

V0 = Vd,1 = Vd,2

X0 = (K1 + K2)
−1(K1X0

d,1 + K2X
0
d,2)

(3.20)

and (3.18)







F̄1 = κ12(X0
d,1 − X0

d,2)

F̄2 = κ21(X0
d,2 − X0

d,1)
(3.21)

The trajectory Xp is an average trajectory of the two intended trajectories, weighted by the
stiffness parameters of each partner. The force felt by each partner depends linearly on the
distance difference X0

d,1 − X0
d,2. Similarly, both partners have interest in realizing the state

X0
d,1 = X0

d,2 to lower internal forces.
Result 1 expresses the object velocity as a function of both partners’ intended velocity.

Result 3 aims at inverting Result 1 to express the other partner’s intended velocity as a
function of the object velocity and its own intended velocity. It is easily done for the velocity
part by subtracting Vd,i in (3.16). For brevity, we give the formula for the positions without
demonstration:















Vd,i − Vd,j =K−1
j K1+2(Vd,i − V0)

X0
d,i − X0

d,j =K−1
j K1+2(X0

d,i − X0)

+ (K−1
j Bi − K−1

j BjK
−1
1+2KiK

−1
j K1+2)(Vd,i − V0)

(3.22)

which is Result 3. It shows that an asymptotic difference between the intended velocity
of a partner and the object velocity indicates a difference of intended velocity between the
partners.



54 Programming human-humanoid haptic joint actions from human dyad models

3.2.6 Summary and Discussion

To summarize, we have demonstrated three important results:

1. Average Object Velocity: The resulting object velocity converges to the mean of the
partners’ intended velocities, weighted by their stiffness,






V0 = (K1 + K2)−1(K1Vd,1 + K2Vd,2)

X0 = (K1 + K2)−1
[

B1(Vd,1 − V0) + B2(Vd,2 − V0) + K1X
0
d,1 + K2X

0
d,2

]

(3.16)

2. Increasing Internal Forces: A difference of constant intended velocities between the
partners leads to increasing internal forces over time,







F̄1 = (κ12t + β12)(Vd,1 − Vd,2) + κ12(X0
d,1 − X0

d,2)

F̄2 = (κ21t + β21)(Vd,2 − Vd,1) + κ21(X0
d,2 − X0

d,1)
(3.18)

3. Partner-wise Velocities Formula: A difference of constant intended velocities be-
tween the partners is linearly linked to a difference between the intended velocity of
each partner and the object velocity,















Vd,i − Vd,j =K−1
j K1+2(Vd,i − V0)

X0
d,i − X0

d,j =K−1
j K1+2(X0

d,i − X0)

+ (K−1
j Bi − K−1

j BjK
−1
1+2KiK

−1
j K1+2)(Vd,i − V0)

(3.22)

These results demonstrate that having two different intended velocities is not a sustain-
able situation since it results in internal forces increasing linearly over time and difference in
intended velocities (Result 2). Therefore, ideally, both partners should have the same desired
trajectory [40]. These statements are already well known and predicting a human partner’s
desired trajectory is one of the main challenges in the pHRI field. However Result 3 shows
that it is not possible for one partner to estimate the other partner’s intended velocity from
haptic cues without the knowledge of his stiffness parameters. This leads to question the hy-
pothesis of the ignorance of the other partner’s impedance parameters. We could complete
the Model Symmetry Projection hypothesis by adding that a partner also projects its own
impedance parameters on the other, e.g. supposing that both partners have the same impe-
dance parameters. However, Results 2 and 3 also introduce interesting linear relationships
between forces and velocity differences that are pictured in Fig. 3.3. These relationships
show that asymptotically reducing the forces, or the difference between its own intended ve-
locity (and position) and the object’s, to zero is equivalent to matching the other partner’s
intended velocity (and position). These findings will be used in Section 3.3.2.

Furthermore, how Xd is determined is completely independent of our control law, so that

it can be used independently from the level of leadership/followship within the partners. The
difference between these modes lies in the trajectory planning of Xd. For a humanoid robot
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to have a proactive follower behavior, Xd must be planned to match the human partner’s
intentions at best.

Besides, assuming we have trajectory planners for each of the three modes (stan-
dalone, leader, follower), it is now possible to switch the robot behavior as theorized
in [40] [18] by switching the planners, without changing the control law that regulates
the physical interaction.

3.2.7 Limits of this model

In reality, both partners are interacting with the object at different points, not at the CoM. This
makes the problem of the asymptotic convergence of the object trajectory more complex.
This problem is partially addressed in Appendix A. Moreover the human impedance, when
projected in the Cartesian world frame, is not likely to be linear. Thus, we assume that the
results enunciated in the Section 3.2.6 still hold in the task of our interest.

3.3 1D Follower Trajectory Planner

In this section, we propose a basic trajectory planner for the follower mode dedicated to a
one-degree-of-freedom transportation task to allow the robot to replicate the task monitored
with human dyads presented in Chapter 2.

3.3.1 Object motion decomposition into primitives

To be proactive as a follower, the robot first needs to correctly guess the human partner’s
intentions (in terms of next motion), and thus to locally anticipate his/her intended actions
or trajectories. Motion prediction of the human partner has been addressed throughout the
literature in pHRI. The strategy generally aims at reducing the problem to the estimation of
handful parameters that allows generating a complete motion. The most known example is
the minimum jerk model used in [48] [10]. However this model is always rather applied to
point-to-point motions and does not fit for motions going beyond the reach of the arm or
even to motion for which the target point is not well defined. When two humans perform a
transportation task of an object, they might talk to give each other indications, such as “turn
left”, “go forward” or “stop”.

Based on this observation, we suggest to decompose the motion into constant velocity
phases, as it was addressed for handshaking [70] and dancing [65]. Each i-th phase is charac-
terized by the velocity amplitude Vi and eventually its start ti and end time ti+1. We separate
the case where Vi = 0 from the others to obtain two template sub-motions, or motion primi-
tives:

• Stop: no motion;

• Walk: walk forward or backward.
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Consider the example of the task performed by the human dyads studied in Chapter 2.
From a still initial position (Stop), the dyads start walking forward (Walk) before stopping
(Stop) and walking backwards (Walk). They stop at a still position to finish the task (Stop).
Thus, the task can be decomposed into Stop, Walk, Stop, Walk and Stop.

This may seem simplistic, but the approach will be extended in Section 3.4. This method
is not specific to the follower mode. A sequence of primitives can also be used to describe
a desired trajectory for the standalone and leader modes. However this approach greatly
simplifies the estimation of the leader intentions in the follower mode. A parallel can be es-
tablished with speech recognition where primitives would be words and the complete motion
would be a sentence.

The problem that arises in this model is the transition from one phase to the other. In
Chapter 2, we used an affine function for fitting purposes. However, as we need the im-
pedance nodic reference Xd to be twice-differentiable, this solution is not an option. The
sequence of the velocity amplitudes Vi and the start and end timings ti and ti+1 allow us
to build a piecewise-constant velocity function over time V . Therefore it does not repre-
sent a feasible trajectory; it should rather be considered as a simplified velocity plan, i.e. a
template. Then we filter this velocity plan V with the second-order critically-damped filter,
whose transfer function in the Laplace domain is

Ẋd

V (s) =
ω2

0

(s + ω0)2
(3.23)

and thus we obtain the impedance nodic reference Xd and its derivatives. ω0 characterizes
how quickly the plan switches from one velocity Vi to the other. We chose ω0 = 5 rad.s−1

so that the rising time is around one second.

3.3.2 Reactive Generation of Primitives Sequences

In a first time, we focus on the motion primitiveWalk and on how its velocity parameter Vi is
determined. As seen in Section 3.2.5, even when assuming that the human partner’s behavior
fits our model, determining her/his intended velocity from haptic cues is impossible without
the knowledge of the impedance parameters. In this part, we show how adapting the robot’s
intended velocity to the object’s can lead to a matching between the robot’s and the human’s
intended velocities.

In Section 3.2.5, we demonstrated an important relationship:















Vd,r − Vd,h =K−1
h Kr+h(Vd,r − V0)

X0
d,r − X0

d,h =K−1
h Kr+h(X0

d,r − X0)

+ (K−1
h Br − K−1

h BhK−1
r+hKrK

−1
h Kr+h)(Vd,r − V0)

(3.24)

where the indexes r and h indicates robot and human related variables respectively. In our
case, we suppose we are in the hypothetical state where

• filter (3.23) has converged so that the robot intended constant velocity is Vd,r = Vi,
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• the human partner has a constant intended velocity Vd,h,

• the object velocity has converged to V0.

Our goal is to adapt the velocity plan V so that V = Vd,h. As stated above, it is difficult
to estimate Vd,h without the knowledge of the human partner’s stiffness parameter Kh. An
example of our adaptation strategy is pictured in Fig. 3.4. Equation (3.24) shows that Vd,r =
V0 implies Vd,r = Vd,h asymptotically. Thus, at step i + 1 we adapt the robot’s velocity
plan V with the current object velocity at step i

Vi+1 = V0,i (3.25)

where the index i means the i-th step of the primitive sequence. This adaptation triggers a
transition phase; after convergence, the new object’s resulting velocity V0,i+1 has changed.
According to Result 1, it is a weighted average of Vd,h and Vd,r. Thus, by adapting repeat-
edly the robot’s velocity plan with the object’s velocity, the robot’s intended velocity Vd,r

will converge towards the human’s Vd,h as pictured in Fig. 3.4.
To prove it, we use Result 3 at the i − 1-th step

Vd,h − Vd,r = K−1
r Kr+h(Vd,h − V0,i−1) (3.26)

After convergence, i.e. Vd,r = Vi−1, and replacing V0,i−1 by Vi from (3.25), we obtain

Vd,h − Vi−1 = K−1
r Kr+h(Vd,h − Vi) (3.27)

Rearranging terms gives

{Vi − Vd,h = K−1
r+hKr(Vi−1 − Vd,h)

= (K−1
r+hKr)

i(V0 − Vd,h)
(3.28)

we obtain a geometric progression of Vi towards Vd,h. Since we are considering the one
direction walking (i.e. 1D) case, the stiffness parameters are strictly positive scalars kr and
kh so that

Vi − Vd,h =

(

kr

kr + kh

)i

(V0 − Vd,h) (3.29)

Since kr

kr+kh
< 1, Vi converges towards Vd,h at each iteration i. The speed of convergence is

determined by the factor kr

kr+kh
, so that kr must not be much greater than kh. Note that it is in

the worst-case scenario where the human partner does not change his/her intended velocity.
In the best-case scenario, the human partner would also adapt his/her velocity, so that the
convergence of intended velocities is quicker.

We need to choose a frequency of adaptation. On the one hand, it should be low enough
so that the object velocity converges before a new adaptation. On the other hand, the velocity
plan has to be frequently adapted so that it converges quickly towards the human intended
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Figure 3.4: Example of Velocity Adaptation. The human has a constant intended velocity at 0.5 m/s

(upper black line). Each second, the robot adapts its velocity plan V (lower black line) to the object’s
velocity (red line). After a transition phase, the object velocity converges and the robot can adapt its

velocity plan again. Repeating this process brings the robot’s velocity plan closer and closer to the
human’s. The grey line pictures the robot’s intended trajectory, which is a filtered of the velocity plan

V .

velocity. Thus we adapt the velocity plan V every τ seconds (with τ around one second) with
the following formula:

V(t) =
1

τ

∫ t

t−τ
Ẋ(u)du (3.30)

We use a mean value of the object velocity Ẋ instead of an instantaneous value because it
is perturbed by oscillations from the robot’s gait. The choice of τ as the period of gait (0.8
seconds) also reduces the effects of these oscillations.

This algorithm allows the robot to adapt its intended velocity to the human’s, but it does
not allow trajectory matching. Indeed, with Vd,r = Vd,h, the position part equation in
system (3.24) becomes

X0
d,r − X0

d,h = K−1
h Kr+h(X0

d,r − X0) (3.31)

Our strategy consists in adding an offset velocity to the velocity plan so that the distance
X0 − X0

d,r is filled in τpos seconds, which gives the complete velocity plan update algorithm

every τ seconds, V =
1

τ

∫ t

t−τ
Ẋ(u)du +

X(t) − Xd,r(t)

τpos

(3.32)

Now we focus on the Stop primitive. The velocity plan amplitude is trivial; it is V = 0.
The question is when to transit from and to this primitive. Considering the velocity equation
in (3.24) in the particular case where Vd,r = 0 yields

V0 = K−1
r+hKhVd,h (3.33)
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The object velocity is an average of the velocity intended by the human. Therefore we use
a velocity threshold to detect the human’s intention to start the motion: if the velocity of the
object goes beyond that threshold, the robot switches to the primitive Walk. We couple it
to a force threshold. Force thresholds, however, are less reliable. When holding an object
together, two humans might be comfortable with a non-negligible level of internal forces, that
Reed referred to as “Haptic Presence” [57]. Moreover, this level of internal forces depends
on the subjects.

The question of the first value of the velocity plan V after the switch toWalk arises. Ob-
viously, we cannot use the update algorithm from (3.32) since it will return a small velocity
that is clearly far from the human’s intention. The best solution would be to estimate this
intended velocity somehow, which is far from being trivial. Besides, we are interested in
transportation over large distances, so this transition phase’s duration is negligible compared
to the constant velocity phases. Therefore, we fix this velocity to a default velocity for τ
seconds; after this time lapse we update the velocity plan using a formula similar to (3.32)

V = Ẋ(t) +
X(t) − Xd,r(t)

τpos

(3.34)

Finally, we will explain the transition from the primitiveWalk to Stop. Again, the main
switching mechanism uses two velocity thresholds. The first one detects great velocity am-
plitude decreases, e.g. whether the difference between the current velocity plan and the
object trajectory is above a threshold

|V| −
∣

∣

∣Ẋ
∣

∣

∣ > Vthresh,1 (3.35)

The second switching mechanism detects whether the velocity plan is too low, e.g.

|V| < Vthresh,2 (3.36)

As for detecting the human’s intention to start the motion, we added a force threshold. If one
of these conditions is fulfilled, the robot detects an intention to stop the motion.

The start and stop detection mechanisms prevent the robot from having a low intended
velocity. This makes sense for a transportation task, where the goal is to move the object
over large distances. However, this makes precise positioning of the object harder.

This primitive sequencing is implemented with a Finite State Machine (FSM), which
reactively generates motion primitives for a follower mode. Though it roughly estimates the
leader’s intentions, it allows us to test the proposed control scheme on the HRP-2 humanoid
robot.

3.3.3 Implementation on the HRP-2 Humanoid Robot

The proposed control scheme with its different modules is described in Fig. 3.5. We detail
the different components in the following parts.
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Figure 3.5: The Complete Control scheme.

3.3.3.1 Admittance Control

The core part of the implementation is to enforce the impedance constraint (3.7) at the robot’s
grippers, in the world frame, that we recall hereafter

F = −αMO(Ẍd − G) + M(Ẍ − Ẍd) + B(Ẋ − Ẋd) + K(X − Xd) (3.37)

In this version, the signs are the opposite from (3.7) since F is the force felt by the robot from
the object instead of the force applied by the robot on the object. The robot’s grippers are
position-controlled through the Stack-of-Tasks (SoT) developed in [49], which uses general-
ized inverted kinematics to resolve a set prioritized operational space tasks. The SoT allows
defining various tasks –positioning the grippers in the world frame in our case– and uses
the robot redundancy to realize them simultaneously. Therefore we choose to implement an
admittance controller.

The HRP-2 humanoid robot is equipped with two force-torque sensors mounted on each
wrist that measure two 4D screw vectors Fleft and Fright, which are computed in the world
frame. Since the robot is holding the object rigidly, without changing grasping points, our
strategy is to control both grippers as a unique end-effector. To that end, we transpose both
forces from sensors at the same point X and sum them to obtain F, e.g.

F = P T
left(θ)Fleft + P T

right(θ)Fright (3.38)

where

Pleft(θ) =











1 0 0 −ll,x sin θ − ll,y cos θ
0 1 0 ll,x cos θ − ll,y sin θ
0 0 1 0
0 0 0 1











Pright(θ) =











1 0 0 −lr,x sin θ − lr,y cos θ
0 1 0 lr,x cos θ − lr,y sin θ
0 0 1 0
0 0 0 1











(3.39)
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Ll =
[

ll,x ll,y 0 0
]T

and Lr =
[

lr,x lr,y 0 0
]T

are the positions of the left and right
grippers relatively to point X in the object frame. θ is the orientation of the object in the
world frame – and therefore the robot’s grippers’ too, as well as the fourth component of X.
Both Ll and Lr are constant vectors. In our implementation we choose











ll,x = lr,x = 0

ll,y = −lr,y =
l

2

(3.40)

where l is the distance between the object’s handles the robot is gripping. In that case, the
point X we control is the geometric middle of the force sensors’ centers. Unlike in Sec-
tion 3.2, the point X is not the object CoM, nor a common point of interaction with the
human partner. Therefore, the impedance-based model we developed is only an approxima-
tion.

Concerning the choice of parameters in the impedance constraint (3.37), we choose
α = 1/2, which supposes an equal sharing of the task. However, since the force sensors
are mounted at the robot’s wrists, the “object” the robot is transporting with the human is the
system composed of the real object and its own grippers. Therefore, the term αMO(Ẍd −G)
that compensates the object’s dynamics should include the robot’s grippers inertia. There-
fore, we rewrite the impedance constraint

F = −M̃O(Ẍd − G) + M(Ẍ − Ẍd) + B(Ẋ − Ẋd) + K(X − Xd) (3.41)

with

M̃O =

[

(αm + 2mgripper)I3 0
0 0

]

(3.42)

Note that we chose M̃O to be diagonal although point X is not the object’s CoM. Besides,
we neglect the angular inertia.

The impedance parameters M , B and K are diagonal matrices that are tuned experimen-
tally (Table 3.1) in a non-walking mode.

Table 3.1: Stiffness, Damping and Inertia coefficients, tuned heuristically

Stiffness Damping Inertia

Kxy = 50N/m Bxy = 90N.s/m Mxy = 8kg
Kz = 250N/m Bz = 100N.s/m Mz = 8kg
Kθ = 30N/rad Bθ = 70N.s/rad Mθ = 8kg.m2

To compute X from (3.41), we first perform the substitution ∆X = X − Xd to get

M∆Ẍ + B∆Ẋ + K∆X = F + M̃O(Ẍd − G) (3.43)

Since M , B and K are diagonal matrices, equation (3.43) is a set of six independent differ-
ential equations if we consider the right member to be constant over the time interval that
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interests us. The robot control loop runs at 200Hz, e.g. with a time step dt of 5ms. Our goal
is to compute ∆Xk = ∆X(t = kdt) and ∆Ẋk = ∆Ẋ(t = kdt) for every k ∈ N. To that
end, at each time step, we analytically solve the following Cauchy problem



















M∆Ẍ + B∆Ẋ + K∆X =
[

F + M̃O(Ẍd − G)
]

t=(k+1)dt

∆X(t = kdt) = ∆Xk

∆Ẋ(t = kdt) = ∆Ẋk

(3.44)

where the second member is assumed constant over the interval [t + kdt, t + (k + 1)dt]. The
values of the solution at time t + (k + 1)dt are the values ∆Xk+1 and ∆Ẋk+1. The solution
on one degree of freedom (we use small letters instead) is
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(3.46)

and we suppose b2
x − 4kxmx > 0. The advantage of formulation (3.45) is that it can easily

be defined when ω2 is very small by using the Taylor expansion

1 − exp(−ω2dt)

ω2
= dt − ω2

dt2

2
+ o(ω2

2dt2) (3.47)

which is defined by continuity for ω2 = 0. This occurs when kx is chosen to be zero (mx >
0), and thus allows choosing a zero stiffness without changing the integration scheme.

Finally, from ∆X and ∆Ẋ we compute X and Ẋ with






X = Xd + ∆X

Ẋ = Ẋd + ∆Ẋ
(3.48)

which are the outputs of the admittance controller in Fig. 3.5. Since X is not the trajectory
of the grippers, but of their geometric middle, the grippers’ trajectories that are effectively
given to the SoT needs to be geometrically computed using Ll and Lr.
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3.3.3.2 Walking

An important aspect of the transportation task is to move the object over large distances, thus
requiring walking from the robot. We choose a strategy where the gait and the motion of
the grippers are minimally coupled. More precisely, we command the velocity of the robot’s
gait so that the motion of the robot’s body keeps up with the motion of the grippers.

To that end, we used a modified version of the walking Pattern-Generator (PG) devel-
oped in [30] for the locomotion (biped walking task). The PG generates on-line a trajectory
for the Center of Mass (CoM) of the robot as well as trajectories for the feet, that are also
executed using the SoT controller. These trajectories are computed by means of a quadratic
optimization with linear constraints, which is made possible by the use of a linearized sim-
plified model of the robot and a state-of-the-art quadratic problem solver. The PG minimizes,
among others, the error between the CoM velocity and an input velocity, and the CoM jerk,
with constraints on the robot’s Zero Moment Point (ZMP) to ensure its balance while walk-
ing.

The PG takes a 3D desired CoM velocity as an input: two translation and one angular
velocities. The PG plans a gait so that the robot’s CoM reaches and maintains a velocity
as close as possible from this velocity input, while respecting the robot’s constraints. This
planning is made over one gait cycle, i.e. 1.6s, and is recomputed every 0.1s. Thus, 1.5s
of the plan generated by the PG is not directly used to control the robot’s gait. However,
it is important to generate a stable and fluid gait. The prevision of the immediate future is
important to obtain a good gait.

Therefore we can take advantage of our detection of the human’s intentions. For instance,
the FSM detects that the human wishes to move the object forwards from a velocity threshold
and selects theWalk primitive. Even if the FSM detects the wrong intention, a velocity plan
V is generated for the next 0.8s. And although the actual velocity might be low, the short
term goal of the robot is to reach a high velocity within the next second. In other words,
when an intention is detected, an intended velocity Ẋd of the grippers is generated for the
second to come. Thus we have an idea of the motion to come and can use this knowledge to
help the PG to perform better.

Assuming a constant velocity plan V , it is easy to compute the intended velocity Ẋd of
the grippers for any time t using (3.23). At time t, we use the grippers’ intended velocity at
horizon τ , i.e. Ẋd(t + τ), as the desired CoM velocity input of the PG. In practice, we use
τ = 0.8s.

Besides, we regulate this velocity input with a proportional controller so that the relative
position of the robot’s CoM and grippers remains constant, as well as the relative orientation
of its feet and grippers. However, walking produces oscillatory motions by nature, especially
on the lateral component, so we add dead-zones so that the proportional controller does not
compensate these oscillations. In the case of lateral motion, the dead-zone produces an
undesired static error: the robot’s grippers and body are visibly not aligned. We add an
integrative term to align them; the integration is performed over a walk cycle.

To summarize, the robot’s gait velocity is reactively adapted to the grippers’ velocity, but
the knowledge of the human partner’s intentions is also used to improve the quality of the



64 Programming human-humanoid haptic joint actions from human dyad models

robot’s gait.

3.3.3.3 Results

Figure 3.6: HRP-2 realizing the 1D transportation task as a proactive follower with a human partner,

walking forwards (first line) and then backwards (last line).

As pictured in Fig. 3.6, our robot successfully performed the task with a human leading
the task, though at limited velocity. Trajectories X and Xd are shown in Fig. 3.7. Their
corresponding velocities are shown in Fig. 3.8. The trapezoidal velocity profile of Fig. 2.14
was reproduced and the robot correctly detected the start, move-back and stop of the motion.

If we look at the forces in Fig. 3.9, most of the time, our control law results in forces
that counteract the motion, i.e. the robot inputs negative power on the object, whereas it is
always the case for the passive control law. However, when the motion starts, our control
law quickly produces less forces, especially when the object effective and desired velocities
are the same, where the force comes back to the dyadic-contraction initial value. During
constant velocity phases, for any velocity, the human partner can exert the force s/he feels
comfortable with, without affecting the task execution. The more important force variations
occur during the transition phases, which only represent a small part of the overall motion.

Oscillations can be observed in the velocity profile (see Fig. 3.8, top); we did not pre-
cisely investigate their origin. We suspect they might be caused by the robot’s stepping.
Nonetheless they do not destabilize our pHRI controller.

3.4 Proactive 3D-Trajectory Planner

In this Section, we extend the 1D Trajectory Planner of Section 3.3 to allow the robot to
perform a 3D transportation task with the human. We first assume that the concept of motion
primitives extends to walking in any direction with turns, which finally proved to be the case.

3.4.1 Motion Primitives

We complete the list of motion primitives with new primitives, as pictured in Fig. 3.10:
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Figure 3.7: Trajectories of the object: the admittance controller output X in black, follower desired

trajectory Xd in gray, motion primitives X in red (integral of V).

• Stop: no motion;

• Walk: walk forward or backward;

• Side: walk sideways;

• Turn: spin around;

• Walk/Turn: turn while walking forward or backward.

Table 3.2: Example of Primitive and V Sequences.

Primitive Frontal Lateral Vertical Angular

Stop 0 0 0 0
Walk 0.5 0 0 0
Walk 0.4 0 0 0
Stop 0 0 0 0
Side 0 0.4 0 0
Walk 0.5 0 0 0

Walk/Turn 0.5 0 0 0.5
Stop 0 0 0 0

Sequencing these primitives allows to generate various motions, as in Fig. 3.11, while
preventing some unnatural motions like walking in diagonal, i.e. Walk/Side. Moreover, we
do not allow every sequence. For instance, Side cannot follow Walk: the robot must stop
walking before moving sideways. Each primitive is associated with a three dimension veloc-
ity vector V in a local frame (frontal, lateral and angular velocities) which is updated at each
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Figure 3.8: Velocities of the object: the admittance controller output Ẋ in black (top), follower desired
velocity Ẋd in gray (middle), motion primitives V in red (bottom).

transition. Since we use a four-dimension description, we may add the vertical translation
component to remain consistent for addition and matrix multiplication, but it is always zero.
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Figure 3.9: Force applied by the robot on the object (black). The gray curve represents the damping

part of the interaction force F = −BẊ: it is the force that would be applied by the robot with a passive
behavior to obtain the same velocity.

Stop Turn

Walk

Turn
Walk

Side

Figure 3.10: Finite State Machine describing the possible primitives sequencing. It can generate
sequences for both leader and follower modes. The transitions are triggered differently depending on

the chosen mode.

3.4.2 Robot local frame

Firstly, we need to define the frames used in the control. The impedance constraint (3.7) is
expressed in the Cartesian global frame. However, for the robot, the forward direction is not
fixed in the world frame. Thus we need a local frame in which we can naturally describe the
direction of the velocity plan. Its amplitude, however, is expressed in reference to a fixed
point in the global frame. Therefore, we are only interested in the orientation of the local
frame.

The first solution is to use the robot’s waist orientation to determine the forward direction.
However, we choose to decouple the gait – that directly impacts the waist orientation – from
the motion of the grippers in the world frame. Therefore, the relative orientation of the
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Figure 3.11: Example of desired trajectory from yellow dot to red dot. The sequence of primitives is

Stop, Walk, Walk(with a different V), Stop, Side, Walk, Walk/Turn, Stop. The alternation of black and
gray pictures the alternation of primitives. The sequence of V used is given by Table 3.2.

robot’s grippers and waist might be important, and consequently not the direction the human
intended.

The second solution is to use the frame attached to the object, or equivalently attached to
the robot’s grippers since it is holding the object firmly, as shown in Fig. 3.12. The problem
with this choice comes from the oscillations of the grippers. As we can see in Fig. 3.9,
the gait introduces oscillations in the force signal, causing the orientation of the grippers to
oscillate as well through the impedance constraint.

Therefore, the desired orientation of the robot’s grippers is a good candidate, since the
FSM produces smooth trajectories as shown in Fig. 3.8. However, we need to ensure that the
intended orientation generated by the FSM and the object’s are close from one another, which
is fulfilled by processing equation (3.32). Besides, computing this robot local orientation is
easy with our choice of coordinates. Indeed, the transformation matrix Rd that represents
the local frame in the world coordinates is computed with

Rd = f(Xd) =











cos(θd) − sin(θd) 0 0
sin(θd) cos(θd) 0 0

0 0 1 0
0 0 0 1











(3.49)

The velocity plan is rotated and smoothed using a low-pass second order filter of cut-off
pulsation ω0 to obtain the robot intended velocity Ẋd in the global frame

Ẋd

V =
ω2

0

(s + ω0)2
Rd (3.50)

For example, when transiting from Stop to Walk, the value of the first component of V
instantly switches from 0 to 0.5 m/s. This velocity step needs to be smoothed into a more
human-like motion with filter (3.50).
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Top view

Pure Rotation

Pure Translation

Figure 3.12: Important frames used in our 3D control scheme (x in red, y in orange, z in blue). The

first one is the fixed global word frame that is visible in the foreground of the picture. The two other
ones are attached to the object and are pictured within the yellow rectangle. The frame R is rigidly

linked to the object while the frame Rd is linked to the object by the impedance. The latter one is the

impedance nodic reference.

3.4.3 Reactive Generation of Primitives Sequences

Every motion primitive is characterized by the components of the velocity plan that are non-
zero. They are represented in Table 3.3

Table 3.3: Zero and Non-zero components of the velocity plan for each primitive.

Primitive Frontal Lateral Vertical Angular

Stop 0 0 0 0
Walk + 0 0 0
Side 0 + 0 0
Turn 0 0 0 +

Walk/Turn + 0 0 +

The same switching criteria from Section 3.3 are used, on the component of interest. The
only particular cases are the switches from Turn or Side toWalk. We consider that walking
forward/backward is the privileged way of moving during a transportation task, so we allow
these two quick transitions.

3.4.4 Turning

As stated in Section 3.2, the point X may be chosen anywhere as long as it is rigidly linked
to the object. This choice was of little importance in the 1D case. Indeed, every two points
rigidly linked to the object are separated by a vector that is constant in the world frame.
It is important in the 3D case. The impedance nodic reference Xd can be conceived as an
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intended position for the point X. And given our choice of rotation motion primitives, Xd

will be the rotation center of the object. In other words, the rotation center of the object will
be close to X.

Ideally, the center of rotation of the object should be parametrizable depending on the
motion to perform. For instance, when only rotating the table (primitive Turn), the center of
the object is the most reasonable choice if we wish to minimize the distance both partners
have to travel. However, putting the center of rotation too far away from the robot’s body
also forces the robot to perform lateral steps, which puts a lot of strain on it. We therefore
choose either the middle of the robot’s grippers or its CoM as the X point and leave the
dynamic determination of a center of rotation to future work. The drawback is that it forces
the human partner to travel much more distance than the robot when rotating the object on
the spot.

3.5 Switch to Leader Mode with a Joystick

As stated in Section 3.2, our pHRI control law is independent of how the desired trajectory
Xd is generated and thus allows easy role switching between follower and leader behaviors.
To demonstrate the capability of our control scheme to handle appropriately this issue, we
generate an intended trajectory Xd for the robot directly from a joystick to give a leader be-
havior to the robot. Hence a second human can pilot the robot during the task of transporting
the table with the first human partner.

We use a joystick with a digital directional touchpad to control the robot in leader mode.
We use the same FSM as in the follower mode (Fig. 3.10), where the transitions are triggered
by the touchpad state instead of haptic clues, thus determining the motion direction. The
velocity amplitude is set constant and not controlled by the joystick. The output plan V from
the FSM is then used the same way it is in Section 3.4 to compute the desired trajectory Xd

for the impedance control. The joystick operator can assume or give up the leadership of the
task by pressing a specific key on the joystick. The minimal input we use from the joystick
and the unnecessary force feedback assess the robustness of our control scheme.

3.6 3D Experimentation with the HRP-2 Humanoid Robot

3.6.1 Scenario

To validate our proposed control scheme, we realize the scenario described in Fig. 3.1. We
use the same low-level control scheme as in Section 3.3.3.

3.6.2 Results

As pictured in Fig. 3.13, the robot successfully performs the proposed scenario with a human
partner. Trajectories X and Xd are shown in Fig. 3.14. Their corresponding velocities on
the frontal axis – the direction of the motion – are shown in Fig. 3.15. Forces applied by the
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Figure 3.13: HRP-2 realizing the 3D transportation task with a human partner, as a proactive follower

(first line) and then as a leader (last line)

robot on the object on the frontal axis are shown in Fig. 3.16. We can observe that although
the robot’s plan Xd roughly approximates the object’s effective trajectory, the force applied
on the object by the robot is greatly reduced compared to a fully passive behavior during the
follower mode (until t = 20s). Note that during the follower mode, the robot applies negative
mechanical power on the object. Around t = 12s the robot wrongly detects an intention to
stop from the leader, but is able to quickly recover and start again. It results in a high peak
in the force profile. Such a misunderstanding might also happen with a human/human dyad.

At around t = 20s, the joystick operator takes over the control on the robot and completes
the scenario. The human partner is then able to follow the robot. The interesting point is that
during the second part of the scenario, the force applied by the robot on the object and the
velocity of the object have the same sign. The robot applies positive mechanical power
on the object, and therefore the human partner applies negative power at constant velocity.
Moreover, the leader phase’s force intensity is similar to the follower phases, which shows
that our implementation of the robot’s follower behavior yields similar results to the human
partner’s performance as a follower, force-wise at least.

3.7 Discussion and Concluding Remarks

We propose a complete control scheme that allows the HRP-2 robot to perform a 1D, then a
3D beam transportation task with locomotion, jointly with a human partner.

The first main contribution is a control law for physical interaction that unifies leader
and follower collaborative modes for trajectory-based tasks. Although we presented it for a
simple impedance controller, it can be generalized to more complex impedances –e.g. non-
linear.

The second important contribution is the decomposition of a trajectory in a few motion
primitives that allows succinctly describing a large diversity of motions. The example we
described and implemented is but a simple one. It can be made more complex with additional
primitives to widen the possible motions and tasks. We are thinking about primitives that
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Figure 3.14: Trajectories of the object in the XY plan: the admittance controller output X in black,

follower desired trajectory Xd in dotted light blue. The transportation starts at (0, 0) and ends around
(2, 1). The role switching occurs when the object is around (2.3, −1).

allow precise positioning of the manipulated object, which we are not considering in our
beam transportation task. Nevertheless, adding more primitives also made more complex
the design of a reactive generator of primitives’ sequences. It can also be generalized to
completely different tasks if one can find a good decomposition of the task in elementary
subtasks and a method to determine the switch timings between these subtasks.

Besides, our control scheme produces a proactive follower behavior. Thanks to a decom-
position of the task in sub-motions, the robot is able to guess the human partner’s intended
trajectory that leads to a substantial reduction of the workless interaction force. Its ampli-
tude is similar to the one observed when the human partner acts as a follower. Our results are
similar to the ones obtained in [10] with a similar approach, but allows performing a wider
variety of motions.

The third important contribution is the possibility to switch between the follower and
leader behaviors in the course of the task. The future investigation step is to find a method
to reactively generate a leader plan for the robot and how and when to automatically switch
between the two modes.

Several other improvements could be brought to our design. For instance, a Hidden
Markov Model (HMM) can possibly be used instead of our current FSM. The interpolation
method from the primitive parameters to the full motion phase could also be improved. A
polynomial interpolation may yield better results: the minimum jerk trajectory would be
a very reasonable choice as in [10]. We found in [50] that phase decomposition coupled
to minimum jerk interpolation on each phase tended to better describe the motion than a
minimum jerk interpolation on the overall motion.
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Figure 3.15: Velocities of the object on the robot’s frontal axis: the admittance controller output Ẋ

in black (top), robot desired velocity Ẋd in light blue (bottom). The role switching occurs at around

t = 20s.
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Figure 3.16: Force applied by the robot on the object (black) on the robot’s frontal axis. The gray
curve represents the damping part of the interaction force F = −BẊ: it is the force that would be

applied by the robot with a passive behavior. The role switching occurs at around t = 20s.

We also use constant impedance parameters. Coupling our approach with a variable
impedance one as in [13] may improve the proactive behaviors as well as the quality of the
haptic feeling for the human partner.

Improvements can be added to the feed-forward of the object dynamics in the impedance
constraint. Indeed the object we use in our experiments is not heavy –two kilograms– thus the



74 Programming human-humanoid haptic joint actions from human dyad models

object’s inertia barely impede the task execution. However, handling a heavier and bulkier
object may be more problematic with our implementation. Besides, the estimation of the
object’s inertia is not realized online so that the robot is not able to adapt to changes of
inertia during the task, if a heavy object is put on the carried object during the transportation
for instance or if a ball is rolling on it.

In the next chapter, we focus on the robot’s balance and on how the robot can take advan-
tage of the physical interaction with the human partner to maintain and/or restore its balance.
This example will highlight the advantages of our unified impedance control law and of the
sequencing of primitives.
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IN the previous chapter, we devised a control scheme, which allows a humanoid robot to
transport a table jointly with a human. The robot is programmed to act proactively. That is,
it predicts the motion and integrates predicted effects of own and human motion into its own
controller.

As far as a human user is involved, although our proposed control scheme exhibits good
“quantitative” results, one still needs to assess the added value of proactivity in the general
practice. In human centric systems, stability and performance in terms of automatic control
engineering and practices are not a proof of efficient usability. In this chapter, we conduct
two experiments where non-expert users use the humanoid robot as a partner in the trans-
portation task. First, we compare our proactive approach with the passive approach proposed
by Evrard et al. [19]. Then, we perform a second study to evaluate the change in the perfor-
mance when participants perform the same task repeatedly. Finally, we confront the results
to those where human dyads perform a similar task.

Figure 4.1: The task to perform: The human-robot dyad carries the beam through two doorways that

form a 90°angle. The dimensions of the beam do not allow performing the task with a single bend,
so that the human has to pass backward through the first door and forward through the second one

(and vice versa for the humanoid robot). The first picture (left) shows the starting position, whereas

the last one (right) shows the stop condition when half the beam crosses the second doorway.

4.1 Passive dynamic behavior of the hands and decoupled
gait

The purpose of this user study is to quantify and qualify the added value of a proactive
behavior of the robot, see our Chapter 3, relatively to a pure passive follower controller
as proposed in [19]. However, for the reasons we explain shortly, we do not use Evrard’s
own implementation. We instead re-implemented his approach in our control architecture
framework in order to benefit and take advantage of the improvements made on the HRP-2’s
hardware and software as follows.
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4.1.1 Improvements on HRP-2

Evrard’s results published in [19] are based on a hardware and software that evolved sub-
stantially since many improvements have been made on HRP-2 humanoid robot. On the
hardware side, the robot’s wrists are improved by an extra degree of freedom –now we have
a total of seven dof instead of six– on each arm. Previously, HRP-2 had only two dof per
wrists, which impaired its ability to perform gripper’s orientation without using upper joints
that are the elbow, the shoulder or the torso. Typically, small changes in the orientation of
the gripper resulted in large motions of the elbow. The elbow could easily get aligned with
the shoulder, resulting in a kinematic singularity, or could also easily collide with the trunk
of the robot. With 7dof wrists, this problem is substantially reduced and we needed to ac-
count this additional dof in the geometric, kinematic and dynamic models of the robot and
integrate this changes to the stack-of-task controller.

In the other side, the HRP-2’s embedded computer processor was changed to a more
powerful one in order to improve computational performance, which allows the use of more
complex algorithms for walking, such as Herdt’s Walking Pattern Generator [30]. Moreover,
the software architecture also evolved to a newer version that includes new developments
together with a more stable OpenHRP simulator and controller.

For all the previous reasons, it is clear that it wasn’t fair to confront a passive controller to
our proactive one without rewriting honestly the controller proposed in [19], what we fairly
did.

4.1.2 Implementation of the passive controller

Evrard’s approach can be summarized as follows:

• passive dynamic behavior of the robot’s hands in the world frame (explained in the
state-of-the-art chapter), and

• decoupling of gait and hands motion.

The decoupling of the gait and hands motion is shared with our approach, as well as the
choice to control the dynamic behavior of the hands in the world frame.

4.1.2.1 Passive Dynamic Behavior

Evrard’s approach consists in imposing a passive dynamic behavior in the transportation task
(i.e. horizontal) plane (x, y and θ), that is

F = MẌ + BẊ (4.1)

where we re-use the same notations as in Chapter 3.
The robot has obviously to support, at least partially, the weight of the object on the

vertical axis. Evrard’s solution was to implement a stiff dynamic behavior on the vertical
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axis with a fixed height reference. The general impedance constraint is therefore

F = MẌ + BẊ + K(X − Xd) (4.2)

where K =











0 0 0 0
0 0 0 0
0 0 Kz 0
0 0 0 0











and Xd =











0
0
zd

0











, Kz begin a constant, strictly positive coeffi-

cient, zd being a constant height.
For the comparative user study, we use identical impedance parameters for the proactive

and passive implementations when they are not zeros. They are listed in Table 4.1.

Table 4.1: Impedance parameters used in the comparative user study.

Proactive Passive

Kxy = 60N/m Kxy = 0N/m
Kz = 250N/m Kz = 250N/m
Kθ = 30N/rad Kθ = 0N/rad

Bxy = 90N.s/m Bxy = 90N.s/m
Bz = 100N.s/m Bz = 100N.s/m
Bθ = 70N.s/rad Bθ = 70N.s/rad

Mxy = 8kg Mxy = 8kg
Mz = 8kg Mz = 8kg

Mθ = 8kg.m2 Mθ = 8kg.m2

zd = 1m zd = 1m

4.1.2.2 Gait Decoupling

In contrast to the proactive behavior, the robot does not generate a reference trajectory Xd

to determine a gait velocity. Therefore, we use the velocity of the robot’s grippers. As can
be seen in Chapter 3 (Fig. 3.8 and 3.15) with the proactive behavior, the grippers velocity is
disturbed by oscillations that comes from the robot’s stepping. To reduce the influence of the
oscillations, we use a Kalman filter.

The state of the Kalman filter is a 9-dimension vector composed of the robot’s Center of
Mass (CoM) desired 3D position (x, y, θ) in the world frame, as well as the desired velocity
and acceleration of the same components. The model we choose is a constant acceleration
model, so that the state-transition model matrix Fk is

Fk =







I3 I3δt I3
δt2

2

0 I3 I3δt
0 0 I3






(4.3)
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where I3 is the 3 × 3 identity matrix and δt is the time step (5ms in our case).
The observation vector of the Kalman filter is a 3-dimension vector composed of the

robot’s (CoM) desired 3D position (x, y, θ) in the world frame, so that the observation model
matrix Hk is

Hk =
[

I3 0 0
]

(4.4)

The desired 3D position Cd of the robot’s CoM, e.g. the observation, is computed from
the output position of the admittance controller X by specifying a constant relative position
L between the grippers and the CoM

Cd = X + Rz(θ)L (4.5)

where Rz(θ) is the rotation matrix around z-axis of angle θ, θ being the angular component
of X.

We tune the matrices of covariance of the process and observation noise offline, using
data recorded with the proactive behavior. We find a compromise that minimizes the oscilla-
tions without adding too much lag.

4.2 Proactive versus Passive Comparative Study

4.2.1 Setting

This comparative user study is based on the scenario described in Fig. 4.1 where participants
have to transport a beam with the HRP-2 robot through two doorways, with two different
behaviors of the robot: proactive and passive. The purpose of this study is to compare how
easy it is for the participants to perform the task with the robot with each behavior. Eight
participants take part to the study (3 females, 5 males) of age ranging from 22 to 37 (average
28.3, std 6.0) and height ranging from 155cm to 184cm (average 170cm, std 8.6cm). Every
participant is right-handed. They are from various countries: France (3 participants), Japan
(2), Mexico (2) and Taiwan (1). Five of them are knowledgeable to robotics, but none had
previously interacted physically with a robot. The user study took place at the CNRS-AIST
Joint Robotics Laboratory (JRL) in Tsukuba, Japan, from the 26th of June to the 1st of July
2013.

As described previously, the task consists in carrying a beam (See Fig. 4.2) with the
HRP-2 humanoid robot through two doorways from a fixed start position. Measurements
are stopped once the blue marker on the object has reached the second doorway. Then the
experimenter signals the participants to stop the robot. We intentionally did not select the
final stop to be the end of the recorded data because it is a singular state, which will require
maneuvers and a considerable cognitive load on the user. As a result, the data will be biased.
Each doorway consists in two pillars that are 120cm apart from each other (center-to-center).
Each pillar is a 84cm-high, 8cm-diameter-wide cylinder, so that a doorway is 112cm wide
at body level. Each pillar has a 8mm-high, 30cm-diameter-wide cylindrical base which the
robot must not step on, at the risk of losing its balance. Thus, at ground level, the doorway
is only 90cm-wide. The complete set-up is pictured in Fig. 4.3.
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Figure 4.2: Object to transport jointly and its dimensions. The beam is made of wood, reinforced
with steel brackets at corners. 2cm-thick green foam handles are added on the robot side so that the

robot can safely grasp the object. The total weight is 1.6kg. A blue marker is added at the center of

the table: the task is over as soon as this marker aligns with (i.e. reaches) the second doorway (See
Fig. 4.3).

For security reasons, the robot’s shoulders are loosely attached to a crane by two ropes so
that the robot does not fall on the floor if a problem occurs. Instead the robot would hang on
the two ropes. A first operator is positioned directly behind the robot to move the crane and
follow the robot. This operator carefully positions himself identically in each experiment in
order not to disturb the participant. A second operator helps the first by keeping the electric
cables out of the robot’s way.

To limit the interference between the two control strategies, half the participants start
with the proactive behavior and follow with the passive one (Group Pro-Pas), while the other
half first tests the passive behavior, then the proactive one (Group Pas-Pro). They are not
informed which one they are testing first.

Prior to the experiments, the experimental set-up and the task were explained to the
subjects. In particular, since the robot is put in a follower mode, the subjects were informed
not to expect cognitive capabilities comparable to that of a human. They were also informed
that the robot would not take lateral steps by its own and that they should negotiate the turn
as if they were manipulating a non-holonomic two-wheeled cart. We also informed them
that the robot is blind and cannot see the pillars, so that they have to guide it, and also
that they must keep the beam horizontal. The subjects were explained that the trajectory
pictured in Fig. 4.3 is the best option to fulfil the task. To support the explanations, the task
was performed twice: one time with subject taking the robot’s role while the experimenter
takes the role the subject would have during the real experiment, a second time with the
experimenter taking the role of the robot while the subject leads the joint action. Both trials
were timed with the same conditions as with the robot.

After this, the following instructions were then given to proceed to the experiment:
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Start
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End of Task

Figure 4.3: Task Set-up: the doorways are delimited by two set of pillars (red and blue circles). An ex-
ample of robot’s trajectory that does not require lateral stepping is pictured in orange. Measurements

are stopped once the blue marker on the object (See Fig. 4.2) has reached the second doorway (blue

doorway, red pentagon). Then the experimenter signals the participants to stop the object.

1. the robot is blind and cannot see the pillars; you have to guide it,

2. the robot should not be expected to perform lateral steps,

3. the table has to be kept horizontal

4. relax and focus on the task, not on the robot,

5. the task starts as soon as the experimenter tells you it,

6. stop the robot when the experimenter tells you it.

The participants started with a familiarization session, in which they carried out the task
with the robot until they succeeded once. No data was recorded during this phase. Then they
performed the task again and data was recorded. If they failed to perform the task, data were
not saved and the participants started again until they succeeded. The number of failed trials
after the practice session was recorded. After completion of one successful trial, participants
were asked to fill Questionnaire 1 (see Section 4.2.3). Then participants tested the second
behavior using the same protocol.

4.2.2 Measurements

The goal of the user studies is to evaluate how easy it is for the participants to perform the
task with the robot. To that purpose, we use the variables of the robot control (See Chapter 3,
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Fig 3.5). More precisely, we use the force/torque input F of the admittance controller as well
as its velocity output Ẋ. The force/torque input is computed from data from the robot’s wrist
force sensors, and the velocity is computed to respect the impedance constraint. Offline, we
use this force and velocity data to estimate the mechanical power that is input to the robot,
as well as the mechanical work transferred to the robot during the task. We also measure the
completion time of the task as well as the number of failures after the practice session. In
the following, we detail how each indicator is calculated and what result is expected from
the comparative study.

4.2.2.1 Total mechanical work input by the human partner during the trial

In a standalone mode (one person or robot), transporting an object in a horizontal plane,
with zero velocities of the object CoM at the beginning and at end of the task, requires
theoretically no energy from the transporter. Indeed the work W done by the transporter
during the task is equal to the variation of mechanical energy ∆E during the task

W =
∫ tf

t0

FT Ċdt = ∆E (4.6)

where Ċ is the object’s CoM 4D-velocity and F the 4D-force applied by the transporter on
the object’s CoM. Both vectors are in the world frame. Since only gravity and the transporter
act on the object, the variation of mechanical energy can be decomposed into the variation of
kinetic energy ∆Ek and the variation of gravitational potential energy ∆Ep,g between initial
time t0 and final time tf

W = ∆Ek + ∆Ep,g =
1

2

[

ĊT MOĊ

]tf

t0

+
[

mgz
]tf

t0

(4.7)

Thus Ċ(t0) = Ċ(tf ) = 0 (zero initial velocities) and z(t0) = z(tf ) (horizontal task) imply
W = 0.

When two robots or persons are collaborating on a common task, the sum of the work
they each transfer to the object follows the same rule. However, in general, each work is
not zero and the partners exchange energy during the task. Consider the case of a passive
behavior of one transporter, as in (4.1). The elementary work input by the passive transporter
at point X on the object is

δW = (−MẌ − BẊ)T Ẋδt = −ẌT MẊδt − ẊT BẊδt (4.8)

The first term integrates straightforwardly over time, but the second does not.

W = −1

2

[

ẊT MẊ
]tf

t0

−
∫ tf

t0

ẊT BẊdt (4.9)

In our case, the initial velocity is zero and the final is not, so that the first term is negative
because M is definite positive. However, the contribution of this term to the total work is neg-
ligible. In the study, the lowest work for the passive behavior we recorded is 67.2J, whereas
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the highest velocity and angular velocity norms are 0.33m/s and 0.26rad/s respectively. Since
we choose M = 8I4, we have, in the worst case scenario

1

2

[

Ẋ(tf )T MẊ(tf )
]

=
8

2
Ẋ(tf )T Ẋ(tf) < 4(0.332 + 0.262) = 0.706 ≪ 67.2 (4.10)

Thus we can drop the contribution of any variation of kinetic energy in the total work1 Thus,
the important contribution to work ẊT BẊ is always positive, since B is definite positive.
Therefore, each elementary work due to the damping part is negative and adds up with the
integration over time, unlike the acceleration term. This is considered to be the major draw-
back of the passive behavior that requires additional energy from the human partner.

The goal with pro-active behaviors is to reduce significantly this extra-energy that is
spent by the human partner if s/he has to deal with a pure damping controller, resulting in a
passive behavior. This extra energy is transferred to the robot and is the work done on the
robot, e.g. the opposite of the work done by the robot on the object. Therefore, we choose
mechanical work input into the robot as one of our main indicator of the performance of our
control scheme. As stated previously, we do not use a measured velocity, but the output of
the admittance controller Ẋ instead and suppose the low level position control to be accurate.
Thus elementary work δWr input into the robot is

δWr = FT Ẋδt (4.11)

where F is the total force applied on the robot at point X and the input of the admittance
controller. This elementary work δWr is then discretely integrated with δt = 5ms to obtain
Wr

Wr =
tf
∑

t0

FT Ẋδt (4.12)

As we claimed, the purpose of pro-activity is to reduce the extra quantity of work the hu-
man partner has to input into the object because of the robot. Hence, a significant decrease in
the work input into the robot is an important indicator of our control scheme’s performance.

4.2.2.2 Completion Time

The time taken to complete the task is also an important indicator of the performance of
our control scheme. With the passive behavior of constraint (4.1), a constant velocity of the
robot’s grippers is linearly linked to the force applied on them. Moreover, a high force, in
addition to being uncomfortable for the human partner, is likely to destabilize the robot and
topple it. Therefore, the maximal force that can be applied on the robot limits its velocity

1The mass of the object is m = 1.6kg and thus lower than the inertia parameter in the impedance constraint.
Concerning the inertia of the object at point p, we can major it by mL(p)2, where L(p) is the radius of the
smallest ball of center p containing the object. Since mechanical work is exchanged through a contact, we are
only interested in the points p that are on the object, and thus we can major any L(p) by the major dimension
of the object, which is

√
1.1352 + 0.232 + 0.682 = 1.35m (see Fig. 4.2). Therefore, the object’s inertia is also

lower than the inertia parameter of the impedance constraint.
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in the passive case. In contrast, our proactive behavior allows any combination of force and
velocity (yet limited by the capacity of the robot and the human).

As stated previously, we do not measure the actual velocity, but use the output of the ad-
mittance controller instead, which is only an approximation – although a good one. That is
why we privilege the completion time that is related to the average velocity and is easily mea-
sured with a chronometer. We choose this solution to measure the completion time when the
participants complete the task with the experimenter. When they perform the task with the
robot, an operator clicks in a menu at the start and stop signals from the experimenter. This
action launches a command that requests data from the robot’s embedded control computer
on the current iteration. Because the robot’s control computer is real-time, the knowledge of
the start and end iterations i0 and if allows computing the completion time τ as simply as

Completion Time = (if − i0 + 1)δt (4.13)

with δt = 5ms. It is also used to restrict the other data to the correct time window; for
instance, it gives the knowledge of t0 and tf for (4.12).

We expect our proactive behavior to allow higher velocities and hence a faster completion
time compared to the passive one.

4.2.2.3 Number of Failures

It is important for the task to be repeatable at will in similar experimental conditions. It is
somehow a proof of robustness. This is why the number of failures is the last main indicator
of our control scheme performance. If the participants easily provoke an error in the robot,
such as lost of balance, auto-collision, velocity/acceleration limits violation, it endangers the
robot as well as the human partner, which is why the scenario is considered to be failed in
such events. A high rate of failure would make our control scheme non-viable. In this case,
it is difficult to judge which results to expect. Theoretically, our control scheme could allow
the robot to impose, to a certain extent, its limits to the human partner. However, because
our implementation of the FSM is simplistic, it would be at the cost of less pro-activity.
For this user study, we make the choice to tune the parameters of our control scheme to
favor pro-activity over conservativeness. In comparison, the passive behavior seems more
conservative. Therefore, a good result would be a similar number of failures between the
proactive and passive behaviors.

In the following, we present additional indicators to compare the performances of both
controllers’ behaviors, but are, to some extent, redundant with the three previous ones.

4.2.2.4 Maximal and average velocity and angular velocity norm over the trial

As we expect relatively lower completion times, we assume velocities (average or maximum)
to be higher with the proactive behavior when compared to the passive one. Similarly, we

also do not measure velocities directly but use the output Ẋ =
[

vx vy vz vθ

]T
of the

admittance controller instead. The velocities’ indicators we use are given by the following
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formulas

Average Velocity Norm =
1

if − i0 + 1

if
∑

i=i0

√

vx(i)2 + vy(i)2 + vz(i)2 (4.14)

Maximal Velocity Norm = max
i∈[i0,if ]

(

√

vx(i)2 + vy(i)2 + vz(i)2

)

(4.15)

Average Angular Velocity Norm =
1

if − i0 + 1

if
∑

i=i0

|vθ(i)| (4.16)

Maximal Angular Velocity Norm = max
i∈[i0,if ]

|vθ(i)| (4.17)

4.2.2.5 Maximal and average horizontal force and torque norm over the trial

The force applied on the object by the human not directly necessary to the movement is also
an important indicator. The work is more significant since it only counts the forces that are
co-linear to the object velocity and also counts them positive if they are in the same direction
and negative otherwise. Nonetheless, in the formula of the mechanical work, the amplitude
of the forces are mixed with the amplitude of the velocities. Therefore, a decrease in the
work can be explained by a decrease of the velocities or of the forces or of both. That is
why looking at velocities and forces can be informative. However, we are not interested in
the forces that counter the object’s weight, thus we do not take the vertical component of the
force in this indicator.

We then use the sum of the 4D-forces F =
[

fx fy fz fθ

]T
applied on the robot’s

grippers at point X in the world frame to compute the forces indicators:

Average Horizontal Force Norm =
1

if − i0 + 1

if
∑

i=i0

√

fx(i)2 + fy(i)2 (4.18)

Maximal Horizontal Force Norm = max
i∈[i0,if ]

(

√

fx(i)2 + fy(i)2

)

(4.19)

Average Torque Norm =
1

if − i0 + 1

if
∑

i=i0

|fθ(i)| (4.20)

Maximal Torque Norm = max
i∈[i0,if ]

|fθ(i)| (4.21)

We expect higher velocities and lower work for the proactive behavior. One solution to
obtain this is to have lower average horizontal forces and torque levels. Yet, we expect the
proactive behavior to require punctual high forces and torques (peeks), during accelerations
and decelerations for instance. It is therefore possible that no difference is observed for the
maximal force/torque levels.
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4.2.2.6 Maximal and average power norm over the trial

Finally, we compare maximal and average norms of the power input into the robot over the
trial. We first exhibit the formulas before making any comment

Average Power Norm =
1

if − i0 + 1

if
∑

i=i0

∣

∣

∣FT (i)Ẋ(i)
∣

∣

∣ (4.22)

Maximal Power Norm = max
i∈[i0,if ]

∣

∣

∣FT (i)Ẋ(i)
∣

∣

∣ (4.23)

Note that equation (4.22) is similar to the work in (4.12) but with absolute values. In the force
indicator section, we claimed that the combination of lower work and higher velocities could
be obtained with lower forces. Another option is to have elementary works that compensate
each other in the sum (4.12). Note that for the passive behavior in (4.8), this compensation
mechanism never works for the damping term which is the dominant part. The elementary
works for the damping part are always negative and thus add up. This compensation mecha-
nism would not appear with the mean of the absolute values. We define a power ratio ρ with

ρ =

∑if

i0
FT (i)Ẋ(i)

∑if

i0

∣

∣

∣FT (i)Ẋ(i)
∣

∣

∣

≤ 1 (4.24)

It can be easily verified, using (4.12)(4.13) and (4.22) that

ρ =
Work

Average Power Norm × Completion Time
(4.25)

Since the kinetic energy variations are negligible, we expect ρ = 1 in the passive case. The
power ratio indicates what part of a decrease in mechanical work levels must be attributed to
the compensation with elementary work of opposite signs.

To summarize, a decrease in mechanical work can be caused by

• a decrease in velocity;

• a decrease in force;

• a shorter completion time;

• a compensation due to the robot inputting work into the human.

Theoretically, another cause would be to have uncorrelated forces and velocities such that
FT Ẋ is close to zero2. However, we cannot figure-out how this could happen in practice
because of physical causality.

Since we expect higher velocities, the decrease in mechanical work should be explained
by a decrease in force, a shorter completion time, and the robot inputting work into the
human. We hypothesize a decrease of force to be the major cause.

2For instance, sinusoidal forces and velocities that have a phase offset of π/2.
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4.2.3 Questionnaires

In addition to data, we submit a questionnaire to the participants after each condition. Ques-
tionnaire 1 is given to the participant after the first condition and consists in six statements
regrouped in three factors, that are described in Table 4.2. The participants have to evalu-
ate each statement on a seven-point Likert scale, which range from “Strongly Disagree” to
“Strongly Agree”. Questionnaire 1 also contains a free remarks section. The choice of the
factors and statements is based on similar experiments found in the literature, e.g. [71] [54].

Table 4.2: Questionnaire 1 factors and statements.

Factor Statement

Ease of Task It was easy to perform the task with the robot.
Ease of Task I perceived that the robot understood what I wanted it to do.
Co-Experience The physical contact with the robot felt natural.
Co-Experience I liked to interact with the robot.
Feeling of Security I feared to use the robot, as an error might harm me.
Feeling of Security I feared to use the robot, as an error might harm the robot.

Table 4.3: Questionnaire 2 factors and statements.

Factor Statement

Ease of Task It was easier to perform the task with the robot than with pre-
vious condition.

Ease of Task I perceived that the robot better understood what I wanted it to
do more than with previous condition.

Co-Experience The physical contact with the robot felt more natural than with
previous condition.

Co-Experience I liked to interact with the robot more than with previous con-
dition.

Feeling of Security I feared to use the robot more than with previous condition, as
an error might harm me.

Feeling of Security I feared to use the robot more than with previous condition, as
an error might harm the robot.

Questionnaire 2 is submitted after the second condition. It reuses the same statements as
Questionnaire 1, but as a comparison with the first condition, and uses the same seven-point
Likert scale as Questionnaire 1, as well as a free remarks section. Factors and statements are
presented in Table 4.3.
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4.2.4 Results

For each indicator, we plot a bar chart that presents the value of this indicator in both passive
(red) and proactive (blue) cases for each participant (Fig. 4.4 to 4.10). The participants are
separated in two groups: the “Pro-Pas Group” (Subject 1 to 4) that started the experiment
with a proactive behavior of the humanoid robot, then did the passive one, and the “Pas-
Pro Group” (Subject 5 to 8) that started the experiment with the passive behavior, then the
proactive one.

For each indicator, we perform two t-tests using the ttest2 function from MATLAB®.
The first test assumes equal variances, whereas the second does not. Both tests yield very
similar results though. The results of these tests are presented in Tables 4.4 and 4.5.

4.2.4.1 Important Indicators

The most notable result of this comparative study is the much lower work input into the
robot in the proactive case as seen in Fig. 4.4, top. The p-value is extremely low (the lowest
of the study at 5.5 × 10−9, see Table 4.4). This result validates the performance of our
proactive control scheme, energy-wise. Looking at the mean work among the participants,
our proactive control scheme allows a reduction of 71% of the work input into the robot.
This is the result we expected, but not with such important discrepancy.

Table 4.4: Important Indicators t-tests results, assuming equal (=) and unequal ( 6=) variances, with

5% significance level. Blue cells indicate that a significant statistical difference is observed (p-value
< 5%).

Indicator
Proactive
Mean

Passive
Mean

p-value = p-value 6=
Work [J] 22.6 78.2 5.5 × 10−9 9.2 × 10−8

Completion Time [s] 36.3 52.2 2.3 × 10−2 2.4 × 10−2

Nb of Failures 1.0 0.2 9.0 × 10−2 1.0 × 10−1

Although the number of failures seems slightly higher in the proactive case than in the
passive one (Fig. 4.4, bottom), no significant statistical difference is observed (p-value of
9.0 × 10−2, see Table 4.4). Although this result shows that our approach is not too poor in
terms of repeatability, it also shows that more testing, i.e. more participants, is necessary to
really evaluate the performance of our proactive control scheme in this regard. Besides, it
is worth noting that some subjects had difficulties to complete the training phase with the
proactive behavior. Particularly, two subjects that are knowledgeable to robotics failed many
times to achieve the task during the proactive training phase.

Finally, Figure 4.5 compares the task completion times. The completion times achieved
when the participants performed the task in a human dyad with the experimenter are shown
as another indication. The proactive case shows a shorter completion time, which is con-
firmed by the t-tests results (p-value of 2.3 × 10−2, see Table 4.4). Comparing the means
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Figure 4.4: Work and Number of failures in the comparative user study.
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gives an improvement of 30% of the completion time between proactive and passive. The
improvement of the completion time is limited by the walking capabilities of the robot. In-
deed, we believe that the velocity of the robot is limited by the interaction in the passive case.
The proof is that the robot performs the task faster with the proactive behavior. Contrariwise,
we limit the velocity plan V of the robot (See Chapter 3) to prevent the robot’s grippers to
move faster than the robot can walk. For instance, on the frontal axis, the maximal walking
velocity of the robot is 0.3m/s. Therefore we limit the velocity plan of the robot’s gripper to
0.25m/s. Because of the impedance, the actual velocity of the grippers might be greater than
0.25m/s, or even than 0.3m/s, but at the cost of an increased force from the human partner.
We believe that improving the walking capabilities of the robot will contribute to improve the
completion time even further in both schemes, and for the proactive behavior in particular.
Improving the robot’s walking capabilities will certainly improve task repeatability.

To summarize, the results concerning the decrease of mechanical work exceed by far our
expectations. By comparison, the improvements of the completion time are satisfactory, but
could be improved further with better walking capabilities of the humanoid robot. Further
investigations are necessary to validate or invalidate the repeatability of our proactive control
scheme. In the following we analyze the other indicators in order to deepen the comparison.

4.2.4.2 Other Indicators

The t-test results are presented in Table 4.5.

Velocity indicators. The results (see Fig. 4.6) indicate an improvement of 41% in average
velocity norm (p-value of 7.7 × 10−3) and 36% in maximal velocity norm (p-value of 2.3 ×
10−3) and are coherent with the improvement of completion time. However, Fig. 4.7 shows
no such significant improvement in angular velocity norm, whether average or maximal (p-
values of 8.9 × 10−2 and 5.6 × 10−2 respectively). The major cause for this is, again, the
walking capabilities of the robot, that are even more limited in rotation than in the frontal
direction. We limit the velocity plan in rotation to 0, 18rad/s for a limit in rotation gait of
0.2rad/s, which is punctually exceeded by every participant but Subject 7.

Force/Torque indicators. The results (see Fig. 4.8) indicate a 50% decrease in the average
horizontal force norm with an excellent p-value of 2.9 × 10−6, which is the second distin-
guishing result of the study. As expected, the force levels strongly contribute to the 71%
decrease in mechanical work. The t-test also indicate a 28% decrease in the maximal hori-
zontal force norm (p-value of 2.3×10−2). It is a good point because the human partner has to
input less force, but also regarding the robot stability. The robot toppling likeliness is lower
because of an excessive force with our proactive control scheme. It is worth noting though
that the ratio of the maximal horizontal force norm over the average horizontal force norm is
greater in the proactive case (around 3) than in the passive case (around 2). This highlights
the differences in passive and proactive behaviors. The force pikes are likely to correspond
to velocity pikes in the passive case, whereas they are more likely to occur during changes of
plan –changes of motion primitive for instance– in the proactive case. Note also the results
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of Subject 3; the maximal horizontal force norm is higher in the proactive case than in the
passive one. In this case, Subject 3 applied a high force at the beginning of the task. This
event also shows in the maximal power norm chart. The event is punctual and does not affect
much the average horizontal force norm.

Both average and maximal torque norm show no significant statistical difference. Glob-
ally, the results in rotation are less convincing, e.g. lower p-values, than the translational
ones. The limitation in velocity may explain that difference. It might also simply point at
lower performances of our control scheme in rotation. Further investigations are necessary
in this regard.

Power indicators. The results (see Fig. 4.10) show a 49% decrease in the average power
norm (p-value of 2.9 × 10−3), which is in the same line as the average force/torque decrease.
No significant difference is observed in the maximal power norm. Note the high maximal
power norm in the proactive case for Subject 3. As explained in the force paragraph, this
event does not particularly affect the average power norm. This validates the fact that the
proactive behavior can lead to punctual power pikes, but it allows to globally decrease the
power input into the robot.

Fig. 4.11 shows the power ratio defined by (4.24). As expected, the power ratio is equal
to 1 in the passive case. In the proactive case, all participants have a power ratio ranging from
0.75 to 0.9, except for Subject 7 who has a very low power ratio of around 0.55. Thus, the
compensation of elementary works of opposite signal plays an important role in the decrease
of the global work, although not comparable to the decrease of the horizontal force norm.

To summarize, our proactive control scheme shows substantial quantitative performances
comparatively to the passive approach. It shows:

• a 71% decrease of mechanical work input into the robot;

• a 30% decrease in completion time;

• a 41% increase of average velocity norm and a 36% increase of maximal velocity
norm;

• a 50% decrease of average horizontal force norm, as well as a 28% decrease of maxi-
mal horizontal force norm;

• a 49% decrease of average power norm.

The most convincing results are the highly significant decrease of work and average hori-
zontal force (p < 10−5), the latter being the major cause of the former. The decrease of
mechanical work is also caused by the compensation of elementary works of opposite signs.
The results of completion time and velocity are also good, although limited by the walking
capabilities of the robot. Further investigations are also necessary regarding the rotation part
of the control scheme.
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Figure 4.10: Average and maximum powers in the comparative user study.
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Table 4.5: Other Indicators t-tests results, assuming equal (=) and unequal ( 6=) variances, with 5%
significance level. A blue cell indicates that a significant statistical difference is observed (p-value
< 5%).

Indicator
Proactive
Mean

Passive
Mean

p-value = p-value 6=

Average
Velocity Norm [m/s]

0.154 0.109 7.7 × 10−3 1.0 × 10−2

Maximal
Velocity Norm [m/s]

0.30 0.22 2.3 × 10−3 2.4 × 10−3

Average Angular
Velocity Norm [rad/s]

0.066 0.056 8.9 × 10−2 9.3 × 10−2

Maximal Angular
Velocity Norm [rad/s]

0.24 0.21 5.6 × 10−2 5.8 × 10−2

Average Horizontal
Force Norm [N]

4.9 9.9 2.9 × 10−6 6.0 × 10−5

Maximal Horizontal
Force Norm [N]

15.4 21.3 2.3 × 10−2 2.5 × 10−2

Average
Torque Norm [N.m]

5.3 5.6 2.5 × 10−1 2.5 × 10−1

Maximal
Torque Norm [N.m]

15.6 16.4 5.4 × 10−1 5.5 × 10−1

Average
Power Norm [W]

0.83 1.62 2.9 × 10−3 5.5 × 10−3

Maximal
Power Norm [W]

4.28 5.37 3.1 × 10−1 3.1 × 10−1
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4.2.4.3 Questionnaire Results

To compare the questionnaire results, we only use the comparative questionnaire, i.e. ques-
tionnaire 2 that contains the statements of Table 4.3. For each statement, a score ranging
from −3, for “Strongly disagree”, to 3, for “Strongly Agree”, is attributed. Therefore a score
of zero means that the participants evaluated both proactive and passive to be equivalent re-
garding the statement. Because questionnaire 2 asks the participants to evaluate the second
condition relatively to the first one, to obtain the score of the proactive behavior, question-
naire 2 counts positively for Pas-Pro Group and negatively for Pro-Pas Group. For example,
if a participant of Pas-Pro Group rates a statement with “Agree”, we count a score of 2 for the
proactive behavior and a score of −2 for the passive one. Conversely, if a participant of the
Pro-Pas also rates a statement with “Agree”, we count a score of 2 for the passive behavior
and a score of −2 for the proactive one. As the score of the proactive behavior is the opposite
of the score of the passive behavior, they have necessarily the same variance. Therefore, we
only perform a t-test assuming equal variances. The results of the t-tests are presented in
Table 4.6. The individual results are presented in charts 4.12 to 4.14. The free remarks made
by the participants are presented in Table 4.7.

The results of the questionnaires are as surprisingly bad for the proactive behavior as the
results based on the measurement are good. Concerning the Ease of Task, most participants
prefer the passive behavior. They generally find that the passive behavior is easier to guide
with the passive behavior. And interestingly, the participants give their preference to the pas-
sive behavior for statement “I perceived that the robot understood what I wanted it to do”, as
if they were attributing more cognitive capacities to the passive behavior than to the proac-
tive one3. Some participants note than the passive behavior requires more force from them,
but most of them still highlight the capacity to guide the robot correctly as more primordial.
An explanation might be that the passive behavior of the robot is more predictable than the
proactive one. A course of action would be to train/teach the participants so that they can
better predict the reactions of the proactive behavior, which is studied in Section 4.3. It is
also clear that these difficulties to predict the robot behavior comes from the difficulties for
the participants to assess the physical capacities of the robot – how fast it can move and
walk for instance. Subject 5 affirms that “it can be hard to know what the robot can handle”.
Improving our control scheme to make it more human-like is thus necessary. For this, it will
be needed to improve the walking capabilities of the robot. In Section 4.4, we compare our
approach with the data gathered for Chapter 2 to get an idea about which indicators must be
improved.

Another important factor is the fear to harm the robot. This fear is significantly higher
with the proactive behavior as shown in Fig 4.14 and in Table 4.6 (p-value of 1.9 × 10−3).
This is to be put in parallel with the number of failures in Fig. 4.4. It is worth noting that

3In questionnaire 1 that absolutely rates the first behavior, the proactive behavior was rated 2, 2, −1 and 1
by the participants of the Pro-Pas Group, whereas the passive behavior was rated with 2 by all four participants
of the Pas-Pro Group. Although the score of the proactive behavior is lower, these scores show no significant
statistical difference, with the assumptions of equal and unequal variances (p-values of 2.1 × 10−1 and 2.5 ×
10−1 respectively).
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Figure 4.12: Score to ’Ease of Task’ items in the comparative user study.
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Figure 4.13: Score to ’Co-Experience’ items in the comparative user study.
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Table 4.6: Questionnaires t-tests results, assuming equal (=) and unequal ( 6=) variances, with 5%
significance level. A blue cell indicates that a significant statistical difference is observed (p-value
< 5%).

Item
Proactive
Mean

Passive
Mean

p-value = p-value 6=
It was easy to perform
the task with the robot.

−1.6 1.6 8.7 × 10−3

I perceived that the robot
understood what I wanted it to do.

−1.8 1.8 9.0 × 10−4

The physical contact with
the robot felt natural.

−0.4 0.4 5.2 × 10−1

I liked to interact
with the robot.

−0.8 0.8 1.4 × 10−1

I feared to use the robot,
as an error might harm me.

1.0 −1.0 8.2 × 10−2

I feared to use the robot,
as an error might harm the robot.

1.8 −1.8 1.9 × 10−3

many subjects failed during the proactive behavior experiment. During a failed trial, the
experiment cut the power of the robot, which thus falls. Although robot is attached to a crane
via ropes, this can be impressive and further increase the anxiety of the participants to harm
the robot. This might also explain the preference of the participants for the passive behavior.
The passive behavior is more conservative and does not push the robot to its velocity walking
limits, unlike the proactive behavior. It is therefore easier to exceed the robot’s walking limits
with the proactive behavior, thus more likely leading to a failure of the task. We observed
that after a failure, participant tend to be much more conservative –too conservative– with
the proactive behavior. We hypothesize that they found the starting velocity of the proactive
behavior too high –perhaps too risky– and thus tried to slow down the motion. The robot
interprets this slowing down as an intention to brake and thus stop while the participants
keep pulling to continue the task. Such a sequence is likely to destabilize the robot and cause
a failure of the task, which further increases the fear of the participants to harm the robot.
Besides, it increases their incomprehension of the robot behavior, as they do not understand
what they did wrong to cause such a failure.

In order to decrease this apprehension, we perform an other study where the participants
are sound-deprivedwhile performing the task with the proactively behaving robot. The sound
deprivation aims at limiting the noise from the robot’s actuators. This study is presented in
Chapter 5.
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Table 4.7: Comments made by the participants in the free remarks section of each questionnaire.

Subject Questionnaire 1: Proactive Questionnaire 2: Passive
1 The contact felt more reactive, hence the ro-

bot was easier to control but I had to use
more force to guide him which felt less like
human interaction.

2 The robot seems to have a bit limitation on
rotation, range of motion, angular velocity,
reaction time.

It seems easier to guide the robot if I rotate
with small degrees and slowly.

3 I feel the robot reacts later that I expected.
I know that its cognitive capabilities are not
the same as with human, however, it is diffi-
cult to guide it.

I feel the robot reacted in a smoother way
than in the previous experiments.

4 It was a bit more difficult than I expected to
cooperate with the robot.

Subject Questionnaire 1: Passive Questionnaire 2: Proactive
5 Not as easy as it would have been with a hu-

man (not as smooth), but still rather straight-
forward. I perceived that the robot under-
stood what I wanted it to do for the incoming
time frame, but not for the long-term plan. I
liked to interact with the robot, but still with
some fear of doing something wrong. It can
be hard to know what the robot can handle.
One needs to be extra careful if not used to
the robot’s actual capabilities.

During both experiments, the robot seemed
to “translate” the table to its left towards the
end of the experiment. Also, the second ex-
periment decreased the sensation of unease
arising from the lack of knowledge on the ro-
bot’s capabilities. It seemed to catch up more
easily with its human partner.

6 It seems that the robot gets an idea of what
I want to do during the first seconds of the
movements and then sticks to that idea, then
it is hard to make him “change his mind”.

7 I enjoyed working with the robot. But I was
a little bit worried if I broke down the robot.
Because the robot is quite expensive!

It felt more difficult to move the robot than
previous experiment. When I pulled/pushed
the robot, I felt the robot move too much than
I expected.

8 I felt that pulling or push the object was a
little bit harder than doing that with a human,
like if the robot were opposing resistance.

Somehow I felt that it was much more dif-
ficult to drive the robot, very unnatural as I
perceived it. I think that the first experiment
was so much better.

4.2.5 Conclusion of the Comparative Study

Our proactive control scheme allows a 71% decrease in the mechanical input of the human
partner, as well as a 50% decrease in the average horizontal forces, while allowing higher
velocities and thus a quicker completion of the task. However, these results are contradictory
with the participants’ feeling that prefer the passive behavior because it is easier to guide
and causes less apprehension to harm the robot. Furthermore, many participants perceive
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that the passively behaving robot better understands their intentions. We hypothesize that
they prefer the passive behavior partly because it is more predictable and more conserva-
tive, and thus more reassuring. More thorough investigations are necessary to understand
the discrepancy between the good results of the measurements and the bad results from the
questionnaires. Improvements on the walking capacities of the robot may also help to de-
crease the apprehension to harm the robot, as well as bringing the robot’s capacities closer to
the human’s in terms of speed and reactivity. This might make the robot’s proactive behavior
more predictable.

4.3 Impact of Training on Performance with Proactive

4.3.1 Setting

This user study is based on the same scenario as the previous one. The task is described
in Fig. 4.1 where participants have to transport a beam with the HRP-2 robot through two
doorways. This time, however, the participants repeat the task five times successfully with
our proactive controller solely. The purpose of this study is to evaluate the impact of user
repeated training on the performances of our proactive control scheme. Four participants,
different from the comparative study, take part to the study (3 females, 1 male) of age ranging
from 15 to 30 (average 22.3, std 7.8) and height ranging from 162cm to 180cm (average
169cm, std 8.5cm). Three participants are right-handed the remaining one is left-handed.
They are from various countries: France (2 participants), Korea (1) and USA (1). None of
them worked in the field of robotics, nor had previously interacted physically with a robot.
The user study took place at the CNRS-AIST Joint Robotics Laboratory (JRL) in Tsukuba,
Japan, from the 9th to the 11th of July 2013.

The task consists in carrying a beam (See Fig. 4.2) with the HRP-2 through two doorways
from a fixed start position. Measurements are stopped once the blue marker on the object
has reached the second doorway. Then the experimenter signals the participants to stop the
robot. Each doorway consists in two pillars that are 120cm apart from each other (center-
to-center). Pillars and doorway have the same dimension as previous studies. The complete
set-up is pictured in Fig. 4.3. Similar instructions for security and the experimental set-up
are given to the users in this study.

After this, the participants proceed to the first of the five trials; there is no practice ses-
sion with the robot. We repeat/provide them the following instructions respecting the same
sequencing for all the participants:

1. the robot is blind and cannot see the pillars; the participants have to guide it,

2. the robot should not be expected to perform lateral steps,

3. the table has to be kept horizontal

4. the participants has to be relaxed and to focus on the task, not on the robot,
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5. the task starts as soon as the experimenter gives the start signal,

6. the participants stops the robot when the experimenter gives the stop signal.

The participants perform five successful trials. If they fail to perform the task, data are not
saved and the participants start the trial again until they are successful. We count the number
of failures before each trial. For instance, if a participant fails the task twice before Trial 1,
two failures are counted for Trial 1. Then, if the same participant fails the task once between
Trial 1 and Trial 2, one failure is counted for Trial 2. After five successful trials, participants
are asked to fill the same Questionnaire 1 as in the previous study (see Section 4.2.3).

4.3.2 Results

We chose the same indicators as in Section 4.2.2. They are computed in the exact same way.
The results are presented for each participant and each trial in Figures 4.15 through 4.24. For
each indicator, we compute the mean and standard deviation (STD) over the four participants
for each trial; they are presented in Figures 4.17 to 4.25. Again, we perform t-tests using the
ttest2 from MATLAB® assuming both equal and unequal variances. Each trial is com-
pared to every other one. The results of the t-tests are presented in Table 4.8 through 4.19.

4.3.2.1 Important Indicators

The first remark that can be done is that participants performed the task very well compared
to the previous study. As shown in Fig. 4.15, only one trial failed over the 21 trials that
were performed, thus giving a success rate of 95%. Comparatively, the success rate for the
proactive behavior in the comparative study is only 50%, without considering the practice
session. This also reflected in the values of the induced work; the minimal work value of the
previous study is 14J. In this study, only five trials are over this value and only one is the first
trial of a participant. Subject 3 performed the task extremely well energy-wise.

No effect of training on the work or the number of failures can be observed though. The
results of the t-tests presented in Table 4.8 confirm that no significant statistical difference
between any trial is observed. Therefore this training study is non conclusive as the t-tests
yield the same results for every other indicator we chose. We hypothesize that the results
show different strategies of training. However, as the study has only four participants, the
data are not sufficient to draw conclusions and further investigation is necessary.

We first focus on Subject 1. The work evolution from Fig. 4.15 shows an improvement
with training until the third trial. Since this improvement also shows in the average power
in Fig. 4.24, we call this strategy “Power decrease”. Except for the first trial, Subject 2
shows a similar evolution of work and average power. It is as if Subject 2 luckily makes a
good performance on the first trial and then fails to reproduce a similar performance. Only
after a few trials is Subject 2 able to make a similar performance energy-wise. Therefore,
we classify Subject 2 in the “Power decrease / Lucky first”. Fig. 4.17 (top) is interesting
in this regard. Indeed, it shows a slight decrease in the work in average. But is also shows
a decrease of the standard deviation: there is more variation in the first trials than in the
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Table 4.8: Work t-tests results between each trials, assuming equal (top) and unequal (bottom)

variances, with 5% significance level. Each cell shows the p-value of the test. A highlighted cell

means that a significant statistical difference is observed (p-value < 5%).

Work
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 9.7 × 10−1 7.3 × 10−1 5.0 × 10−1 3.6 × 10−1

Trial 2 5.7 × 10−1 2.8 × 10−1 1.5 × 10−1

Trial 3 5.5 × 10−1 2.7 × 10−1

Trial 4 5.1 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 9.7 × 10−1 7.4 × 10−1 5.2 × 10−1 3.8 × 10−1

Trial 2 5.8 × 10−1 3.0 × 10−1 1.7 × 10−1

Trial 3 5.5 × 10−1 2.8 × 10−1

Trial 4 5.1 × 10−1

subsequent ones. That is probably the high variance in the first and second trials that makes
the t-tests fail.

The work input by Subject 3 over the five trials is very low and its variations are too
small to be imputed to training. But if we look the Fig. 4.16, we observe that the completion
time of the first trial is much higher than the subsequent ones. This is also remarkable in the
evolution of average velocity (see Fig. 4.18). Therefore we classify Subject 3’s strategy as
“Speed increase”. Note that only the first trial is much different from the other. Whereas the
first two trials are different in Subject 1 and “Power decrease” strategy cases. However, few
data do not allow us to affirm whether this quick learning is specific to the strategy or the
subject.

Subject 4 is a bit harder to classify because of the third trial. During this trial, the subject
wrongly estimated how to perform the bend to go through the second doorway. Therefore,
she had to stop and readjust a few times. However, the task was successfully completed, so
it was considered valid. This might explain the high completion time although the average
velocity is similar to Trial 2 and 4. The evolution of completion time and average velocity,
Trial 3 excepted, leads us to classify Subject 4’s strategy as “Speed increase”. Unlike with
Subject 3, the training seems to take several trials.

To summarize, the training has no significant impact on the means of the indicators we
chose. We explain this result by the presence of different training strategies, as “Power
decrease” and “Speed increase”. The study of the evolution of means and standard deviations
of the work input and completion time suggests that variability decreases with training.
Nevertheless, the limited amount of data we gathered is not sufficient to draw conclusions
and further investigation is necessary.



108 User Studies

Subject 1 Subject 2 Subject 3 Subject 4
0

5

10

15

20

25

30

28
.3

11
.6

7.
1 7.
7

17
.7

20
.3

9.
3

8.
4

8.
5

14
.9

7.
2

16
.3

11
.4

11
.2

5.
2

12

8.
1 8.
7

5.
7

11
.6W
or
k
[J
]

Trial 1
Trial 2
Trial 3
Trial 4
Trial 5

Subject 1 Subject 2 Subject 3 Subject 4
0

0.2

0.4

0.6

0.8

1

0 0 0 00 0 0 0

1

0 0 00 0 0 00 0 0 0

N
um

be
r
of

Fa
il
ur
es

Trial 1
Trial 2
Trial 3
Trial 4
Trial 5

Figure 4.15: Work and Number of failures in the training user study.
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Figure 4.16: Completion times in the comparative user study. Here the completion times achieved

when the participants performed the task with the experimenter are shown. First, the participants

followed the lead of the experimenter (HHF, green), then they lead the task (HHL, purple).

Table 4.9: Completion time t-tests results between each trials, assuming equal (top) and unequal

(bottom) variances, with 5% significance level. Each cell shows the p-value of the test. A highlighted
cell means that a significant statistical difference is observed (p-value < 5%).

Completion Time
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 7.0 × 10−1 7.8 × 10−1 8.2 × 10−1 6.4 × 10−1

Trial 2 4.7 × 10−1 7.7 × 10−1 9.8 × 10−1

Trial 3 5.4 × 10−1 3.8 × 10−1

Trial 4 5.8 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 7.0 × 10−1 7.8 × 10−1 8.2 × 10−1 6.5 × 10−1

Trial 2 4.7 × 10−1 7.7 × 10−1 9.8 × 10−1

Trial 3 5.5 × 10−1 4.1 × 10−1

Trial 4 5.9 × 10−1
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Table 4.10: Average Velocity Norm t-tests results between each trials, assuming equal (top) and

unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test. A

highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Average Velocity Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 7.6 × 10−1 8.7 × 10−1 8.3 × 10−1 6.2 × 10−1

Trial 2 8.5 × 10−1 8.8 × 10−1 7.8 × 10−1

Trial 3 9.4 × 10−1 6.1 × 10−1

Trial 4 5.5 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 7.7 × 10−1 8.7 × 10−1 8.3 × 10−1 6.4 × 10−1

Trial 2 8.5 × 10−1 8.8 × 10−1 7.9 × 10−1

Trial 3 9.4 × 10−1 6.3 × 10−1

Trial 4 5.7 × 10−1

4.3.2.2 Other Indicators

In the following, we quickly review the other indicators and see if they support our hypothesis
of several training strategies and the decrease of variability.

Velocity indicators. There is no significant statistical difference between trials for velocity
indicators (Tables 4.10 to 4.13). Concerning the velocity norm, an improvement can be
observed for Subjects 3 and 4 unlike Subjects 1 and 2 in Fig. 4.18, which is coherent with
the strategies we hypothesize. No such observation can be made for angular velocity norm
(Fig. 4.19), except maybe the first trial of Subject 3. The maximal velocity and angular
velocity norm are rather constant over the subjects and trials.

Except for the maximal angular velocity norm, we can observe from Fig. 4.20 that vari-
ability among the participants tends to decrease with training.

Force/Torque indicators. The average horizontal force norm seems to decrease for the
first two subjects, whereas it remains constant for Subject 3 and even increases for Subject 4
(see Fig. 4.21), which is consistent with the strategy repartition. It also explains the lack
of significant statistical difference for the force indicators (Tables 4.14 to 4.17). Only the
maximal torque norm shows a significant statistical difference between Trial 2 and 3 which
we cannot explain. However, the p-value is barely under the 5% significance level. Therefore
we consider it as a false positive. Unlike with velocity, the variability of forces levels does
not notably decrease with training (Fig. 4.23).

Power indicators. Except for the first trial of Subject 2, which we call “Lucky First”, the
average and maximal power norms of Subjects 1 and 2 decrease with training while they do



112 User Studies

Subject 1 Subject 2 Subject 3 Subject 4
0

0.05

0.1

0.15

0.2
0.

17
9 0.

19
9

0.
09

7

0.
10

1

0.
15

4

0.
19

4

0.
14

2

0.
12

4

0.
12

6

0.
19

2

0.
15

3

0.
12

4

0.
13

5

0.
18

2

0.
15

2

0.
13

3

0.
16

2

0.
15

8

0.
15

4

0.
15

6

A
ve
ra
ge

V
el
oc
it
y
N
or
m

[m
/s
]

Trial 1
Trial 2
Trial 3
Trial 4
Trial 5

Subject 1 Subject 2 Subject 3 Subject 4
0

0.1

0.2

0.3

0.4

0.
37

0.
3

0.
24 0.

26

0.
29 0.
3

0.
28

0.
250.

27 0.
28

0.
26 0.

28

0.
26 0.
27

0.
26 0.

28

0.
28

0.
26

0.
26 0.

28

M
ax
im

al
V
el
oc
it
y
N
or
m

[m
/s
]

Trial 1
Trial 2
Trial 3
Trial 4
Trial 5

Figure 4.18: Average and maximum velocity norms in the training user study.
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Figure 4.19: Average and maximum angular velocity norms in the training user study.
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Table 4.11: Maximal Velocity Norm t-tests results between each trials, assuming equal (top) and

unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test. A
highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Maximal Velocity Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 6.9 × 10−1 5.0 × 10−1 4.5 × 10−1 4.2 × 10−1

Trial 2 5.7 × 10−1 4.3 × 10−1 3.9 × 10−1

Trial 3 6.0 × 10−1 5.2 × 10−1

Trial 4 8.3 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 7.0 × 10−1 5.3 × 10−1 4.7 × 10−1 4.5 × 10−1

Trial 2 5.9 × 10−1 4.5 × 10−1 4.1 × 10−1

Trial 3 6.0 × 10−1 5.3 × 10−1

Trial 4 8.3 × 10−1

Table 4.12: Average Angular Velocity Norm t-tests results between each trials, assuming equal (top)

and unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test.
A highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Average Angular Velocity Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 8.9 × 10−1 8.9 × 10−1 4.7 × 10−1 5.2 × 10−1

Trial 2 7.0 × 10−1 2.9 × 10−1 3.2 × 10−1

Trial 3 2.8 × 10−1 2.9 × 10−1

Trial 4 8.4 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 8.9 × 10−1 8.9 × 10−1 4.8 × 10−1 5.4 × 10−1

Trial 2 7.0 × 10−1 3.0 × 10−1 3.3 × 10−1

Trial 3 2.9 × 10−1 2.9 × 10−1

Trial 4 8.4 × 10−1
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Table 4.13: Maximal Angular Velocity Norm t-tests results between each trials, assuming equal (top)

and unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test.
A highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Maximal Angular Velocity Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 4.7 × 10−1 6.3 × 10−1 3.1 × 10−1 2.6 × 10−1

Trial 2 3.6 × 10−1 9.2 × 10−1 1.7 × 10−1

Trial 3 2.8 × 10−1 5.4 × 10−1

Trial 4 1.2 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 4.8 × 10−1 6.3 × 10−1 3.2 × 10−1 2.9 × 10−1

Trial 2 3.6 × 10−1 9.2 × 10−1 1.7 × 10−1

Trial 3 2.8 × 10−1 5.4 × 10−1

Trial 4 1.4 × 10−1

Table 4.14: Average Horizontal Force Norm t-tests results between each trials, assuming equal (top)

and unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test.
A highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Average Horizontal Force Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 7.5 × 10−1 7.9 × 10−1 6.7 × 10−1 9.2 × 10−1

Trial 2 4.9 × 10−1 3.3 × 10−1 5.9 × 10−1

Trial 3 8.7 × 10−1 8.4 × 10−1

Trial 4 6.9 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 7.6 × 10−1 7.9 × 10−1 6.7 × 10−1 9.2 × 10−1

Trial 2 5.0 × 10−1 3.4 × 10−1 6.0 × 10−1

Trial 3 8.7 × 10−1 8.4 × 10−1

Trial 4 6.9 × 10−1
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Figure 4.20: Mean and Standard Deviation over all four participants of velocity indicators in the

training user study.
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Figure 4.21: Average and maximum horizontal force norms in the training user study.
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Figure 4.22: Average and maximum torque norms in the training user study.
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Figure 4.23: Mean and Standard Deviation over all four participants of force/torque indicators in the

training user study.
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Table 4.15: Maximal Horizontal Force Norm t-tests results between each trials, assuming equal (top)

and unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test.
A highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Maximal Horizontal Force Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 9.2 × 10−1 6.8 × 10−1 4.1 × 10−1 8.4 × 10−1

Trial 2 5.0 × 10−1 2.9 × 10−1 6.7 × 10−1

Trial 3 5.3 × 10−1 7.1 × 10−1

Trial 4 3.7 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 9.2 × 10−1 6.9 × 10−1 4.1 × 10−1 8.4 × 10−1

Trial 2 5.1 × 10−1 2.9 × 10−1 6.8 × 10−1

Trial 3 5.3 × 10−1 7.1 × 10−1

Trial 4 3.8 × 10−1

Table 4.16: Average Torque Norm t-tests results between each trials, assuming equal (top) and

unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test. A
highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Average Torque Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 3.3 × 10−1 9.1 × 10−1 4.2 × 10−1 6.5 × 10−1

Trial 2 2.4 × 10−1 7.2 × 10−1 4.1 × 10−1

Trial 3 2.4 × 10−1 4.5 × 10−1

Trial 4 5.3 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 3.3 × 10−1 9.1 × 10−1 4.2 × 10−1 6.5 × 10−1

Trial 2 2.8 × 10−1 7.2 × 10−1 4.3 × 10−1

Trial 3 2.6 × 10−1 4.5 × 10−1

Trial 4 5.3 × 10−1
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Table 4.17: Maximal Torque Norm t-tests results between each trials, assuming equal (top) and

unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test. A

highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Maximal Torque Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 3.5 × 10−1 8.9 × 10−1 7.7 × 10−1 9.7 × 10−1

Trial 2 3.6 × 10−2 2.8 × 10−1 1.1 × 10−1

Trial 3 4.0 × 10−1 8.3 × 10−1

Trial 4 5.9 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 3.7 × 10−1 8.9 × 10−1 7.8 × 10−1 9.7 × 10−1

Trial 2 4.4 × 10−2 2.8 × 10−1 1.1 × 10−1

Trial 3 4.1 × 10−1 8.3 × 10−1

Trial 4 5.9 × 10−1

not with Subjects 3 and 4 (Fig. 4.24). This is what led us to consider the “Power decrease”
strategy. Again, the discrepancy of strategies leads to a non-significant statistical difference
in the power data (Tables 4.18 and 4.19).

The decrease of variability with training appears in both average and maximal power
norm data (Fig. 4.25).

4.3.2.3 Questionnaire Results

Although we reuse Questionnaire 1, we believe that a specific questionnaire must be used if
further work is envisaged. However, we present the free remarks made by the participants in
Table 4.20.

4.3.3 Conclusion

This training user study does not allow us to draw straight conclusions about the impact of
training on the performances of our proactive control scheme. However, we are able to for-
mulate hypotheses about the study’s failure. Firstly, there seems to be at least two strategies
–“Power decrease” and “Speed increase”– to learn how to better perform the transportation
task with the proactive robot. Secondly, this discrepancy of strategies leads to a high vari-
ability in the first trials, in work, completion time, velocity and power, that decreases with
the training. The phenomenon of a “Lucky first” trial is symptomatic of this high variability,
where a participant can brilliantly succeed the first trial, and only manages to reproduce such
a trial after a training phase of a few trial.

As interesting as these hypotheses might be, we think that our study cannot assess them
strongly given the limited number of subjects. Further investigation is necessary to prove
these hypothesis of different strategies and variability decrease with training.
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Figure 4.24: Average and maximum powers in the training user study.
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Table 4.18: Average Power Norm t-tests results between each trials, assuming equal (top) and un-

equal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test. A
highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Average Power Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 9.6 × 10−1 5.7 × 10−1 5.6 × 10−1 4.9 × 10−1

Trial 2 2.7 × 10−1 2.4 × 10−1 2.0 × 10−1

Trial 3 9.6 × 10−1 6.8 × 10−1

Trial 4 6.7 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 9.6 × 10−1 5.9 × 10−1 5.8 × 10−1 5.1 × 10−1

Trial 2 2.9 × 10−1 2.7 × 10−1 2.1 × 10−1

Trial 3 9.6 × 10−1 6.8 × 10−1

Trial 4 6.7 × 10−1

Table 4.19: Maximal Power Norm t-tests results between each trials, assuming equal (top) and

unequal (bottom) variances, with 5% significance level. Each cell shows the p-value of the test. A
highlighted cell means that a significant statistical difference is observed (p-value < 5%).

Maximal Power Norm
= Trial 2 Trial 3 Trial 4 Trial 5

Trial 1 9.3 × 10−1 4.8 × 10−1 5.5 × 10−1 3.9 × 10−1

Trial 2 1.3 × 10−1 2.0 × 10−1 7.5 × 10−2

Trial 3 7.0 × 10−1 4.2 × 10−1

Trial 4 3.1 × 10−1

6= Trial 2 Trial 3 Trial 4 Trial 5
Trial 1 9.3 × 10−1 5.0 × 10−1 5.7 × 10−1 4.2 × 10−1

Trial 2 1.6 × 10−1 2.2 × 10−1 1.1 × 10−1

Trial 3 7.0 × 10−1 4.3 × 10−1

Trial 4 3.2 × 10−1
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Figure 4.25: Mean and Standard Deviation over all four participants of power indicators in the training
user study.

Table 4.20: Comments made by the participants in the free remarks section of Questionnaire 1 in the

training study.

Subject Questionnaire 1
1 It definitely felt very different from doing the same task with a human. It seems like

it takes practice to figure out how the robot moves and what its limitations are. While
I’d prefer to do the task with another human, I can see where a robot could be very
helpful if other people were not around.

2 It was unclear how to make the robot go backward.
3 I could do that all day long!
4 Impacts were producing tremors.
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4.4 Comparison with Human-Human Collaboration Data

To conclude this chapter, we compare the data we gathered in both user studies with the data
we gathered with human dyads for Chapter 2. The results we present in this part are to be
considered with high caution. They are not strictly rigorous since the data we compare come
from various experiments that differ from more than one factor. However, they can allow us
to explain some results found in the comparative study in Section 4.2.

4.4.1 Data Sets

In this section, we compare four sets of data:

1. human-human data with no role assignment, denoted HH for Human-Human

2. human-human data with a leader and a follower, denoted HHF for Human-Human
Follower since we use the data from the follower point-of-view

3. human-robot data with robot’s proactive behavior, denoted HRPro for Human-Robot
Proactive

4. human-robot data with robot’s passive behavior, denoted HRPas for Human-Robot
Passive

Both data sets HH and HHF are extracted from the data gathered during the human-
human experiment of Chapter 2. This experiment consists of two human carrying a table-like
object backward and forward along one degree of freedom. Compared to the human-robot
experiments:

• there is no turning,

• the distance is not exactly the same, although of the same order,

• the object is heavier,

• the task is repeated multiple times,

• the subjects are grouped in dyads to perform the task, whereas every participant does
the task with the robot in the human-robot experiment,

• the instructions are not identical.

Each dyad is asked to perform the task five times without being assigned any roles. The
experimenter then assigns the role of leader to the first subject of the dyad and the role of
follower to the second. The dyad performs the task five times. Finally, roles are switched
and the dyad performs the task five more times. To limit the effect of training we use the fifth
trial in each case. The fifth trial of the task performed with no role assignment composes the
HH data set, whereas both fifth trials of the task performed with role assignments compose
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the HHF data set. Because eight dyads participate to the human-human experiment, the HH
data set is composed of 8 trials and the HHF is composed of 16 trials.

Similarly, the HRPro data set is composed of the fifth trial of the training study, which
represents 4 trials. The HRPas data set is composed of the passive trial of the comparative
study, which represents 8 trials.

4.4.2 Indicators

We use the same translational indicators that are described in Section 4.2.2. In other words,
we exclude the angular velocity and torque indicators. However, the contributions of rotation
to both work and power are conserved in the human-robot data. The contributions of rotation
are neglected in the human-human data.

We need to compute a velocity and a force for the human-human experiments. For the
velocity, as the task is on one degree of freedom, all the points of the object have the same
velocity, we thus use the object’s CoM velocity. In the human-robot experiment, we use
the force applied on the robot’s grippers. Since the robot acts as a follower, we need the
force applied on the follower’s hands in the human-human experiment too. Although it
is easy to determine the follower in the role assignment case, there might not even be a
follower in the non-role assignment case. If we neglect the object’s inertia, which is a crude
approximation, both forces are thus roughly opposite, which has no impact on the force
and power indicators. However, choosing a sign for the forces implies of a choice of sign
for the work input into a partner. In the human-robot experiment, the work input into the
robot’s gripper is always positive. Therefore, for the HH data set, we arbitrarily choose the
forces felt by the first subject of the dyad and compute the work input into his hands. If it
is negative, then we take its absolute value, which is the work input into the other subject’s
hands if we neglect the variation of the kinetic energy. Note however, that this is an arbitrary
choice since we observed negative work to be input into the follower’s hands in some trials
with role assignments.

To determine the completion time in the HH and HHF data sets, we use the trapezoidal
fit performed in Chapter 2. This trapezoidal fit allows us to roughly determine the starting
and ending time of the task. Because the velocity is modelled as an affine function of time
during the acceleration phases this estimated starting time is late compared to the effective
one. Therefore we subtract half a second to this estimation of the starting time. For similar
reasons, we add half a second to the estimation of the ending time.

We also present the power ratios computed with (4.25).

4.4.3 Results

For each data set, we plot the mean and standard deviation (STD) for each indicator in
Fig. 4.26 to 4.28. We also compare each data set to the HHF data set using two t-tests using
the ttest2 function from MATLAB®. The first test assumes equal variances, whereas the
second does not. The results of these tests are presented in Tables 4.21 to 4.29.
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Figure 4.26: Mean and Standard Deviation for Work and Completion Time for each data set.

The first result is that there is no significant statistical difference between the HH and
HHF data sets. None of the indicators we choose allows classifying the trials where roles are
assigned from the ones with no role assignment. In the following, we thus only compare the
HRPro and HRPas data sets with the HHF data set.

4.4.3.1 Important Indicators

The work input in the follower partner is similar between HHF and HRPPro data sets,
whereas it is much higher in the HRPas data set (see Fig. 4.26 and Table 4.21). This is a
good point for our proactive control scheme, since we achieve similar work levels between
humans and a robot as within human dyads. However, as we said previously, the causes of
such a low work in both data sets might be different and therefore must be identified using
the other indicators.

As expected, the completion time of the task is much higher when the task is performed
with the robot than by a human dyad (see Fig. 4.26 and Table 4.22). This comes from
the limited walking capabilities of the robot and also reflects in the velocity indicators (see
Fig. 4.27 and Tables 4.23 and 4.24). This shorter completion time might have an impact on
a low work in the HHF data set.
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Table 4.21: Work t-tests results between each data set, assuming equal (=) and unequal ( 6=) vari-

ances, with 5% significance level. A highlighted cell means that a significant statistical difference is
observed (p-value < 5%).

Work [J]
Data Set Mean p-value = p-value 6=

HH 10.5 9.0 × 10−1 9.0 × 10−1

HHF 11.0 – –
HRPro 8.5 6.0 × 10−1 3.5 × 10−1

HRPas 78.2 1.3 × 10−13 5.2 × 10−9

Table 4.22: Completion Time t-tests results between each data set, assuming equal (=) and un-

equal ( 6=) variances, with 5% significance level. A highlighted cell means that a significant statistical
difference is observed (p-value < 5%).

Completion Time [s]
Data Set Mean p-value = p-value 6=

HH 8.2 7.0 × 10−1 6.8 × 10−1

HHF 8.1 – –
HRPro 33.9 1.3 × 10−17 1.1 × 10−4

HRPas 52.2 8.8 × 10−12 4.1 × 10−5
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Table 4.23: Average Velocity Norm t-tests results between each data set, assuming equal (=) and

unequal ( 6=) variances, with 5% significance level. A highlighted cell means that a significant statistical

difference is observed (p-value < 5%).

Average Velocity Norm [m/s]
Data Set Mean p-value = p-value 6=

HH 0.437 7.1 × 10−1 6.8 × 10−1

HHF 0.447 – –
HRPro 0.158 1.7 × 10−7 3.1 × 10−11

HRPas 0.109 4.3 × 10−12 1.5 × 10−13

Table 4.24: Maximal Velocity Norm t-tests results between each data set, assuming equal (=) and
unequal ( 6=) variances, with 5% significance level. A highlighted cell means that a significant statistical

difference is observed (p-value < 5%).

Maximal Velocity Norm [m/s]
Data Set Mean p-value = p-value 6=

HH 0.80 8.2 × 10−1 8.0 × 10−1

HHF 0.81 – –
HRPro 0.27 3.6 × 10−7 5.3 × 10−11

HRPas 0.22 5.5 × 10−11 6.7 × 10−13

4.4.3.2 Other Indicators

Velocity and Force indicators. As stated previously, HRPro and HRPas data sets have
significantly lower velocity indicators than the HHF data set, as shown in Fig. 4.27 and
Tables 4.23 and 4.24, which is expected because of the limited walking capabilities of the
robot.

The force indicators are much more interesting. First notice that the STD of force indi-
cators of the HRPro data set are different from the STD of the HHF data set (see Fig. 4.27).
We should therefore consider the results of the t-tests that assume unequal variances in this
case, because both t-tests indicate different results (Tables 4.25 and 4.26). What we notice
then, is that the force levels are much lower in the HRPro data set than in the HHF data set,
whereas HHF and HRPas data sets show similar force indicators. This may be a cause of the
discrepancy we observe between the measurement results and the questionnaire results in the
comparative study of Section 4.2. The force levels with the passive behavior are higher than
the proactive behavior, but they are still within limits than humans experience when perform-
ing the task with another human. Higher force levels in this case might not be considered as
prejudicial as not being able to make the robot do what we want.

Besides, such high force levels cannot be the cause of the low work value in the HHF
data set.
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Figure 4.27: Mean and Standard Deviation for Velocity and Force Indicators for each data set.
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Table 4.25: Average Horizontal Force Norm t-tests results between each data set, assuming equal

(=) and unequal ( 6=) variances, with 5% significance level. A highlighted cell means that a significant
statistical difference is observed (p-value < 5%).

Average Horizontal Force Norm [N]
Data Set Mean p-value = p-value 6=

HH 10.6 4.8 × 10−1 4.6 × 10−1

HHF 9.4 – –
HRPro 4.1 1.3 × 10−2 7.6 × 10−5

HRPas 9.9 7.5 × 10−1 6.9 × 10−1

Table 4.26: Maximal Horizontal Force Norm t-tests results between each data set, assuming equal

(=) and unequal ( 6=) variances, with 5% significance level. A highlighted cell means that a significant
statistical difference is observed (p-value < 5%).

Maximal Horizontal Force Norm [N]
Data Set Mean p-value = p-value 6=

HH 20.1 9.5 × 10−1 9.4 × 10−1

HHF 19.9 – –
HRPro 13.5 9.1 × 10−2 3.0 × 10−3

HRPas 21.3 6.3 × 10−1 6.0 × 10−1
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Table 4.27: Average Power Norm t-tests results between each data set, assuming equal (=) and

unequal ( 6=) variances, with 5% significance level. A highlighted cell means that a significant statistical

difference is observed (p-value < 5%).

Average Power Norm [W]
Data Set Mean p-value = p-value 6=

HH 3.42 6.9 × 10−1 6.8 × 10−1

HHF 3.68 – –
HRPro 0.46 4.3 × 10−4 2.3 × 10−7

HRPas 1.62 9.8 × 10−4 6.9 × 10−5

Table 4.28: Maximal Power Norm t-tests results between each data set, assuming equal (=) and

unequal ( 6=) variances, with 5% significance level. A highlighted cell means that a significant statistical
difference is observed (p-value < 5%).

Maximal Power Norm [W]
Data Set Mean p-value = p-value 6=

HH 13.19 7.0 × 10−1 7.0 × 10−1

HHF 12.53 – –
HRPro 2.20 6.7 × 10−5 2.1 × 10−8

HRPas 5.37 1.1 × 10−4 1.9 × 10−5

Power indicators. The power indicators are much high in the HHF data set than in the
HRPro and HRPas data sets, as shown in Fig. 4.28 and Tables 4.27 and 4.28. This is con-
sistent with the high force and velocity levels observed. This leads to a lower power ratio,
though the difference between the HHF and HRPro is not significant (see Table 4.29). We
believe that a significant statistical difference may be observed with more participants.

These results show that human dyads spend a significant amount of energy in the task
when compared to the HRPro and HRPas data sets. The low power ratio suggests that power
is exchanged in both senses –from or to a partner– a lot.

4.4.4 Conclusion

The comparison between the human-human and human-robot data sets teaches us valuable
lessons in order to improve our control scheme. The first teaching is that our results are
good when considering the work input into the follower partner. The power ratio is also
good. They express a bilateral4 exchange of power between the robot and the human that is
also found in the human-human data. In comparison, the power exchange with the passive
behavior is unilateral because the power is always input positively into the robot.

4The power flow input into each partner switches between positive and negative during the task.
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Figure 4.28: Mean and Standard Deviation for Power Indicators for each data set.

Table 4.29: Power Ratio t-tests results between each data set, assuming equal (=) and unequal ( 6=)

variances, with 5% significance level. A highlighted cell means that a significant statistical difference
is observed (p-value < 5%).

Power Ratio
Data Set Mean p-value = p-value 6=

HH 0.4 9.9 × 10−1 9.9 × 10−1

HHF 0.4 – –
HRPro 0.6 3.5 × 10−1 1.2 × 10−1

HRPas 1.0 3.8 × 10−5 2.4 × 10−6
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Nonetheless, the power exchanges in the human-human case are more important, that is
more power and forces are exchanged and the task is performed at higher velocities –and
probably higher accelerations. The robot, in its current state (software and maybe hardware)
cannot withstand such power exchanges. The force and power levels input with the robot’s
passive behavior are within the limits of what is input in the human-human experiments.
This is likely a cause of the preference of the participants for the passive behavior: the force
and power levels are not hindering enough comparatively to the difficulty to guide the robot.
However, further investigations are necessary to understand exactly what the participants did
not like in the proactive behavior and how to solve them.

4.5 Conclusion

In this chapter, we first compare a passive behavior of the robot based on Evrard’s ap-
proach [19] to our proactive control scheme. The quantitative results yielded by the mea-
surements are very good. The robot’s proactive behavior allows a 71% decrease in the work
input of the human partner, as well as a 50% decrease in the average horizontal forces, while
allowing higher velocities and thus a quicker completion of the task. However, in the qual-
itative comparative questionnaire, the participants to the study give their preference to the
passive behavior because they feel that the robot better understands what they want it to do.

In a second investigation, we study the impact of training on the performances of the
proactive behavior. The results show no significant improvement and rather point at differ-
ent strategies of learning the task with the robot. The non-continuous improvement of the
quantitative or the qualitative measures is normal, since an optimal value is reached after
several trials. The obtained results may suggest that in fact the learning process can be fast.

Finally, we compare the data of both robot’s behaviors with the data gathered from human
dyads of Chapter 2. Our proactive control scheme shows good results in terms of work input
into the follower partner, and even too good in terms of force and power input. The force
and power levels of the passive behavior are within limits of those from human dyads, which
may explain why these levels are less discriminating than the robot’s manipulability when
the participants have to compare the proactive and passive behaviors.

The main way to improve our proactive control scheme would be to improve the walk-
ing capabilities of the robot, both in velocity and stability. Concerning stability, physical
interaction offers the incredible opportunity to use the contact with the human partner to
increase the robot’s equilibrium options. The next chapter presents a tentative study on the
stabilization through physical interaction. It also introduces preliminary works on the pos-
sible future developments of our proactive control scheme, including its extension to direct
physical interaction, as well as the addition of vision-based control.
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IN the previous chapter, we studied the performances of our proactive control scheme. We
found that although it showed good quantitative performances when compared to the passive
approach, qualitative assessment investigation through subjective questionnaire shows that
users preferred a passive-behavior humanoid robot. A small number of users experienced the
proactive behavior in order to see if performance can be improved through repeated practice
and learning, but this was not the case. We hypothesize that the only way to improve the
qualitative (and even quantitative) performance and usability is to seek for improvement of
the technology to change the view of the user on the robot and its capability.

First, we thought that the sound from the robot’s actuators might have disturbed the
participants and increase their fear to harm the robot. In Section 5.1, we investigate the
effect of robot’s sound on the performances of our proactive control scheme.

We also highlighted that the walking capacities of the robot needed to be improved.
Indeed, the stabilizer of the walking pattern generator is designed to work for a humanoid
walking in standalone, a physical contact is seen as an external perturbation and it is certainly
not designed to work in a sustained physical contact interaction with a human. In Section 5.2,
we discuss how to improve the robot’s balance during walking, which would eventually lead
to improved walking capacities.

In Section 5.3, we present possible extensions of our motion primitive approach to two
other tasks that require direct interaction: guiding the robot by the hand and handshaking.

Finally, we present on-going research for an extension of our work that includes vision
in Section 5.4 and constitutes a first step toward multi-modal interaction.

5.1 Sound Deprivation User Study

This section presents a user study which aims at determining the impact of robotic sound
(inherent from actuation) deprivation on the performances and impressions of human sub-
jects that perform a transportation task with the proactive HRP-2. Indeed, in Chapter 4, one
important factor is that participants fear to harm the robot more with the proactive behavior
than with the passive behavior. The sounds from the robot actuators might be a source of this
anxiety. Therefore we hypothesize that diminishing this noise may improve the performance
and feelings of the participants when performing the transportation task.

5.1.1 Conditions and setting

The setting, scenarios, the measurements and the questionnaires are identical to the ones
used for the comparative user study of Section 4.2. Only the conditions that are compared
are different. Whereas Section 4.2 compares the passive and proactive behaviors of the robot,
we compare the task performed with and without sound deprivation, both with the robot’s
proactive behavior.
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Figure 5.1: Headset used to deprive the participants of audition.

To deprive the participants of audition, we use the headset of Fig. 5.1. To limit the impact
of learning, the participants are separated in two groups. The “Sound-NoSound Group” starts
by the task without sound deprivation and continues with the task with sound deprivation.
The “NoSound-Sound Group” does the reverse. Hand signals are used in addition to voice
to give the start and stop signals when the participants wear the helmet. The same eight
participants that take part to the user study of Section 4.2 participate to this one. The groups
are changed. Whereas the groups consists in Subject 1 to 4 and 5 to 8 in the previous study,
we keep the same numeration of subjects and put the odd-numbered subjects in the NoSound-
Sound Group and the even-numbered subjects in the Sound-NoSound Group. The user study
took place at the CNRS-AIST Joint Robotics Laboratory (JRL) in Tsukuba, Japan, from the
27th of June to the 1st of July 2013.

5.1.2 Results

For each indicator, we plot a bar chart that presents the value of this indicator in both passive
(red) and proactive (blue) cases for each participant (Fig. 5.2 to 5.8).

For each indicator, we perform two t-tests using the ttest2 function from MATLAB®.
The first test assumes equal variances, whereas the second does not. Both tests yield very
similar results though. The results of these tests are presented in Tables 5.1 and 5.2.

The t-tests show that no significant statistic difference can be observed in any indicators.

5.1.2.1 Questionnaire Results

The questionnaire results show no significant statistic difference in general either. The only
exception is the item “I perceived that the robot understood what I wanted it to do”. Besides
only three subjects rate it differently than zero, and one of them, Subject 8, admits that it
might come from habit rather than from the sound deprivation. Given the other results, we
would rather consider it as a false positive.
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Table 5.1: Important Indicators t-tests results, assuming equal (=) and unequal ( 6=) variances, with

5% significance level. A blue cell indicates that a significant statistic difference is observed (p-value
< 5%).

Indicator
NoSound
Mean

Sound
Mean

p-value = p-value 6=

Work [J] 23.2 21.6 7.6 × 10−1 7.6 × 10−1

Completion Time [s] 32.1 35.4 1.8 × 10−1 1.8 × 10−1

Nb of Failures 0.1 0.6 1.1 × 10−1 1.2 × 10−1

Table 5.2: Other Indicators t-tests results, assuming equal (=) and unequal ( 6=) variances, with 5%
significance level. A blue cell indicates that a significant statistic difference is observed (p-value
< 5%).

Indicator
NoSound
Mean

Sound
Mean

p-value = p-value 6=

Average
Velocity Norm [m/s]

0.166 0.159 6.5 × 10−1 6.5 × 10−1

Maximal
Velocity Norm [m/s]

0.31 0.30 5.0 × 10−1 5.0 × 10−1

Average Angular
Velocity Norm [rad/s]

0.065 0.061 2.3 × 10−1 2.3 × 10−1

Maximal Angular
Velocity Norm [rad/s]

0.23 0.21 4.2 × 10−1 4.3 × 10−1

Average Horizontal
Force Norm [N]

5.5 5.4 9.0 × 10−1 9.0 × 10−1

Maximal Horizontal
Force Norm [N]

16.8 16.5 9.1 × 10−1 9.1 × 10−1

Average
Torque Norm [N.m]

5.6 5.5 9.4 × 10−1 9.4 × 10−1

Maximal
Torque Norm [N.m]

14.6 14.5 9.4 × 10−1 9.4 × 10−1

Average
Power Norm [W]

0.89 0.82 6.4 × 10−1 6.4 × 10−1

Maximal
Power Norm [W]

5.05 4.20 3.8 × 10−1 3.8 × 10−1
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Figure 5.5: Average and maximum angular velocity norms in the comparative user study.
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Figure 5.6: Average and maximum horizontal force norms in the comparative user study.
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Figure 5.7: Average and maximum torque norms in the comparative user study.
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Table 5.3: Questionnaires t-tests results, assuming equal (=) and unequal ( 6=) variances, with 5%
significance level. A blue cell indicates that a significant statistic difference is observed (p-value
< 5%).

Indicator
NoSound
Mean

Sound
Mean

p-value = p-value 6=
It was easy to perform
the task with the robot.

0.5 −0.5 3.0 × 10−1 3.0 × 10−1

I perceived that the robot
understood what I wanted it to do.

0.9 −0.9 1.4 × 10−2 1.4 × 10−2

The physical contact with
the robot felt natural.

0.0 0.0 1.0 × 100 1.0 × 100

I liked to interact
with the robot.

0.4 −0.4 3.9 × 10−1 3.9 × 10−1

I feared to use the robot,
as an error might harm me.

−0.1 0.1 8.0 × 10−1 8.0 × 10−1

I feared to use the robot,
as an error might harm the robot.

−0.1 0.1 8.4 × 10−1 8.4 × 10−1

The measurements and questionnaire results are rather disappointing since no clear dif-
ference shows up. However, the free remarks section, whose results are presented in Ta-
ble 5.4, contains some interesting quotes about the usefulness of sound deprivation. Only
Subject 5 noted that it lessens the anxiety from the sound of the robot’s actuators. Contrari-
wise, Subjects 1 and 2 prefers to hear the sound from the robot because they associate it with
the velocity of the limits of the robot. Finally, Subjects 7 and 8 seems skeptical about the
impact of the headset.

5.1.3 Conclusion

To summarize this study, sound deprivation has no visible effect on the performances or on
the feeling of the participants. As with the user study in training, we hypothesize that the
participants can be classified in at least three groups:

1. those who prefer to hear the robot’s sounds because it gives information about the
robot’s state,

2. those who prefer not to hear the robot’s sounds because it increases anxiety,

3. those who do not mind either.

This highlights that participants are not only interacting physically with the robot but
also through sound; and most likely visually too. Although the present work focuses on
physical interaction, the visual and audio stimuli the robot sends to the human should not be
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Table 5.4: Comments made by the participants in the free remarks section of each questionnaire.

Subject Questionnaire 1: NoSound Questionnaire 2: Sound
1 Because it failed at the very end, it was a lit-

tle strange. Otherwise, it felt very natural
even though I had to make him turn in two
phases.

It felt lighter to control the robot (less force)
and having the sound gives more info on the
state of the robot. It was still very enjoyable!

3 I feel the robot takes a little time to respond
when I pull or push it, then when I want to
begin (or change) the motion I have to wait
for the response of the robot before keeping
pushing or pulling.

I feel the motion was more natural in the ex-
periment before than in this one, but I think
it was due to my own behavior. I mean, I
wanted to reproduce exactly the nice behav-
ior achieved the last time, and maybe that
stressed me a little.

5 The noise-cancelling device probably made
it easier since it dampened the mechanical
sounds of the actuators and the steps, which
can be source of worry when not used to it.

7 I felt that the robot reacted a little bit late
when I pushed it or stopped.

Compared to the previous condition, I was
more relaxed to move the robot. But I don’t
think it is easier to perform the task even if I
do it without the headset.

Subject Questionnaire 1: Sound Questionnaire 2: NoSound
2 Not easy to guide the robot when rotating. I felt easier to guide the robot without the

headset. (The sound of the seep helps me to
know its velocity.) Finally, I understand how
to guide it better by maintaining the same ve-
locity.

4
6
8 It was not so difficult to guide the robot at the

beginning but at the moment of turning I felt
it kind of unnatural. I couldn’t avoid trying
to adapt the robot.

I found easier to make the robot turn in its
place, rather than walking and turning at the
same time. I found it easier but I don’t know
if it is because I already got accustomed to
the robot or because I was using the ear cov-
ers.
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neglected. The robot making a weird motion or emitting a strange noise has a non-negligible
impact on the human partner. Therefore, vision and audition should be considered even
though one does not consider multi-modal interaction.

Even the noise of the actuators has some importance; we consider it to be similar to the
noise electrical cars are designed to make. As a car, a robot is a powerful machine that can
hurt and kill a human. In both cases, sound is linked to the power produced by the machine
and therefore is a strong indicator of the potential danger of this machine –for the human or
itself. Therefore, completely eliminating the sound emitted by a robot’s actuators might not
be a good idea.

As the deprivation of humanoid’s sound has no visible effect on the performances of
our control scheme, we focus, in the next section, in improving the robot’s capabilities. In
particular we investigate how to use the physical interaction to improve the robot’s balance,
and thus its walking capacities. The next section presents preliminary results.

5.2 Self-Stabilization through pHRI

5.2.1 Evaluation of Stability

Before finding strategies for the robot to maintain its balance, we need criteria to evaluate

the robot’s stability. It means being able to detect whether it is losing its balance or not –a
binary criterion– but also being able to evaluate how close the robot is from losing its balance
–a “distance” criterion.

The main indicators we choose are based on the Zero-Moment Point or ZMP [58], since
the robot is walking on a horizontal even floor. During gait without interaction, the robot
loses its balance when the ZMP is on the edge of the support polygon. This criterion is
not valid in our case however, since a human partner applies forces on the robot’s grippers
that might stabilize the robot even if the ZMP lies on the edge of the support polygon. In
other words, the human partner can hold the robot back and prevent it from falling through
the physical interaction. Still, this is not a sustainable situation because the robot is heavy –
around 50kg for the HRP-2 case– and we do not want the robot to rely toomuch on the human
to stabilize itself (the latter can obviously destabilize the humanoid by a wrong maneuver).
Therefore, although the ZMP being on the edge of the support polygon does not necessarily
mean a loss of balance, an action must be undertaken for the robot to gain a more “stable”
and safe state.

To summarize, the ZMP indicators we develop thereafter cannot determine if the robot is
losing its balance strictly speaking. However, they can help us to assess how close the robot
is from a dangerous situation where the human partner would have to exert a lot of force on
the robot to prevent its fall. This necessitates computing the ZMP position.

5.2.1.1 Computation of ZMP from force sensors

Since the ZMP coincides with the Center of Pressure (CoP) [58], we compute the ZMP using
measurements from the robot’s feet force sensors. The ZMP computation algorithm is taken
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from [35]. First, we compute the position of the ZMP for a single support phase, i.e. when
only one foot is on the floor, in the given foot local frame. We develop the formulas for the
right foot, but the computation is the same for the left foot. The foot local frame is pictured
in Fig. 5.12. The six-axis force sensor is positioned so that its center of measure is located
on the z-axis of the foot local frame. Moreover, the frame of measure is aligned with the foot
local frame, so that the homogeneous matrix RHSr

that transform the measure frame into the
foot local frame is

RHSr
=











1 0 0 0
0 1 0 0
0 0 1 d
0 0 0 1











(5.1)

In the case of HRP-2, d = −0.0195m.

Figure 5.12: Foot local frame. It is chosen so that the z-axis is confounded with the gravity axis when
walking on a horizontal floor. Besides the x-axis is the forward direction, thus making the y-axis the

lateral direction.

Besides, the origin of the foot frame is located at a height h = 0.105m from the sole.

The right force sensor measures the force FR =
[

fRx fRy fRz τRx τRy τRz

]T
. The

position pR of the ZMP in the right foot frame is given by1

RpR =





















−τRy − fRx(h + d)

fRz

τRx − fRy(h + d)

fRz

−h
1





















(5.2)

1This is equations (3.26) and (3.27) from [35] on page 71. However, in [35], d is the distance of the sensor
from the floor, hence the difference.
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in homogeneous coordinates. As the SoT is providing the homogeneous matrix of the feet
frames W HR and W HL in the world frames, we can compute the position of the ZMP of
each foot W pR and W pL in the world frame







W pR = W HR
RpR

W pL = W HL
LpL

(5.3)

When the robot is in double support, the global ZMP W p is computed as

W p =
fRz

W pR + fLz
W pL

fRz + fLz

(5.4)

The advantage with equation (5.4) is that it can be adapted to encompass both single and
double support by setting fRz = 0 or fLz = 02 during single support phases. Single support
phases are determined when fRz or fLz is below a given force threshold. In such a case, the

corresponding ZMP local position RpR or LpL is set to
[

0 0 −h 1
]T
.

The inconvenient with this method is that it depends on the position/orientation of the
feet in the world frame W HR and W HL, which are computed by the Stack-of-Tasks (SoT)
and therefore are not accurate since they do not account for the modifications made by the
stabilizer.

5.2.1.2 Distance to Support Polygon

The first indicator is the distance of the ZMP to the support polygon formed by the robot’s
feet. Because we also need information on which direction the robot is losing balance, we
need to compute the vector that realizes that distance. By modelling the robot’s sole as a
rectangle, computing the robot’s support polygon is computing the convex hull of a cloud of
four or eight points in 2D, which is done using Andrew’s monotone chain algorithm [2]. We
then compute a signed distance of the ZMP to the support polygon and the vector that realizes
this distance; the distance is counted negative if the ZMP is outside the support polygon3.

Figure 5.13 shows the results of the algorithm for one time step of data from a real exper-
iment with the robot. The signed distance to the support polygon is pictured in Figure 5.14 as
well as the vector that realizes it. The main observation is that these data are discontinuous.
Such discontinuities in the distance come from the alternation of single and double support
phases during the robot gait. Besides, the vector that realizes the distance can become very
discontinuous when the ZMP is in the middle of the support polygon. This is not a problem
to detect when the robot is losing its balance, but it might be if we plan to use these values
to compute a command.

Moreover, the computation of the support polygon highly relies on the relative posi-
tion/orientation of the feet given by the SoT during double support phases, which is modified
by the stabilizer. However, this does not explain the negative signed distance observed in the

2In practice, force thresholds are used to determine null forces.
3Note that the ZMP is always inside the support polygon. The ZMP being outside is the result of measure-

ments errors.
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data (the minimum is 7.5mm; it means that the ZMP is outside the support and thus the robot
should have fallen but it did not) since all the negative distance but one (t = 50.3s) occurred
during single support phases for which the algorithm does not depend on the feet relative
position.
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Figure 5.13: Support polygon and ZMP while the robot is in double support. The support polygon

is in blue, while the parts of the feet that do not belong to the support polygon are in magenta. The

green dot is the ZMP. The red dot is the projection of the ZMP on the support polygon, e.g. the point
of the polygon that minimizes the distance, and the red line is the vector that realizes this distance.

5.2.1.3 Distance to Feet Geometric Middle

The second indicator is the distance to a safe value. In this case, a safe point: the geometric
middle of the feet that are in contact with the ground. It consists in defining a safe point
for each foot in that foot local frame, respectively noted RqR and LqL. In this study, they
are chosen so that they are the middle of the rectangle that is used to model the plant of the
robot’s feet. However, choosing their x and y components as zero may have been a better
choice. Then the geometric middle W q can be computed as follows

W q =







W HR
RqR + W HL

LqL in double support
W HR

RqR or W HL
LqL in single support

(5.5)

In double support phase, we thus have

W p − W q = W HR

[

fRz

fRz + fLz

RpR − RqR

]

+ W HL

[

fLz

fRz + fLz

LpL − LqL

]

(5.6)

Because of the force ratios factors, the fourth components of

fRz

fRz + fLz

RpR − RqR and
fLz

fRz + fLz

LpL − LqL
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Figure 5.14: Signed distance to the support polygon (top) and vector that realizes this distance (x and

y components: middle and bottom respectively), between t = 50s and t = 55s. The total experiment
goes from t = 45s to t = 80s. The main observation is that these values are highly discontinuous.

are non-zero (but they cancel out so that the fourth component of W p − W q is zero). There-
fore, W p−W q will depend on the translation part of W HR and W HL, e.g. of the feet relative
position. The results are presented in Figures 5.15 and 5.16.
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The main advantage of this indicator over the distance to the support polygon is that zero
is now a safe value rather than a value to avoid. The zero is decreed the safest position,
whereas a safest position is harder to define with the support polygon. It is also easier to
compute. However, the distance is still discontinuous because of the alternation of single
and double support during the gait.
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Figure 5.15: Feet geometric middle and ZMP while the robot is in double support. The support

polygon is in blue, while the parts of the feet that do not belong to the support polygon are in magenta.
The green dot is the ZMP. The red dot is the geometric middle of the feet and the red line is the vector

between this middle and the ZMP.

5.2.1.4 Distance to Feet Weighted Middle

To eliminate the problem of discontinuities, we compute a weighted middle point of the feet
inspired from (5.4). First we choose a safe point for each foot RrR and LrL. In this study, we
choose the x and y components as zero, which explains why the computed distance comes
closer to zero in Fig. 5.18 in comparison to Fig. 5.16. Then we compute the weighted middle
point in the world frame as follows

W r =
fRz

W HR
RrR + fLz

W HL
LrL

fRz + fLz

(5.7)

which is valid for both single and double support if using a force threshold for fRz and fLz.
Thus, the vector from the ZMP to this weighted middle point is

W p − W r =
fRz

fRz + fLz

W HR

[

RpR − RrR

]

+
fLz

fRz + fLz

W HL

[

LpL − LrL

]

(5.8)

Since RpR − RrR and LpL − LrL fourth component is zero, W p − W r does not depend on
the feet relative position, but only on their relative orientation. Therefore, this algorithm is
less dependent on the modifications made by the stabilizer. Moreover, the computed data
in Figure 5.18 seems less discontinuous. Indeed, the safest point moves continuously as the
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Figure 5.16: Distance to geometric middle point (top) and vector ZMP-geometric middle point (x and
y components: middle and bottom respectively), between t = 50s and t = 55s. The total experiment

goes from t = 45s to t = 80s. These values are highly discontinuous, too.

robot lays a foot on the floor and switches between single and double support. This might be
a more suited input for command. Besides, the distance varies less and the time t = 50.3s
stands out as more unbalanced than the rest. This timing corresponds to the robot’s first step,
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where the Walking Pattern Generator is asked to produce a high acceleration, making the
generated gait less balanced. An example is shown in Fig. 5.17.
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Figure 5.17: Feet weighted middle and ZMP while the robot is in double support. The support polygon

is in blue, while the parts of the feet that do not belong to the support polygon are in magenta. The

green dot is the ZMP. The red dot is the weighted middle of the feet and the red line is the vector
between this middle and the ZMP.

To summarize, the distance to the support polygon may be the best indicator to evaluate
the stability of the robot offline. For command however, using the vector to the weighted
feet middle may be preferable because it is less discontinuous and not sensible to the mea-
surement error of the feet relative position.

5.2.1.5 Horizontal Force and Torque Norm

Besides the ZMP approaches, it is also useful to look at the forces applied by the human
partner through the beam on the robot’s grippers, especially if the human is asked to maintain
the robot’s balance. Therefore, the horizontal force norm can yield useful information. For

F =
[

fx fy fz τx τy τz

]T
, it is computed as follows

Horizontal Force Norm =
√

f 2
x + f 2

y (5.9)

Similarly, we compute the torque norm:

Torque Norm =
√

τ 2
x + τ 2

y + τ 2
z (5.10)

The advantage of this indicator is that it is easy to measure and also works for uneven floors.
Besides it yields more information when the robot is off-balance. When the ZMP is on an
edge of the support polygon, the robot start rotating around that edge. Whatever this angle
of rotation is, the ZMP will always remain on the edge. Contrariwise, depending on the
angular acceleration of the robot around that edge, the human partner has to apply more or
less force to keep the robot’s balance. The horizontal force norm applied by the human thus
yield complementary information to the ZMP indicators.
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Figure 5.18: Distance to weighted middle point (top) and vector ZMP-weighted middle point (x and

y components: middle and bottom respectively), between t = 50s and t = 55s. The total experiment
goes from t = 45s to t = 80s. These values are less discontinuous than the two previous sets of

data.

The important drawback of the force indicator is that it is difficult to separate the interac-
tion force from the force applied for the robot’s stabilization. Moreover, the human partner is
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likely to apply more force than necessary to stabilize the robot. Therefore, the force indicator
is useful when performing a benchmark test of stabilization through interaction, e.g. in very
specific situations where the human partner is asked to only focus on the stabilization of the
robot through interaction, and to limit interaction forces when possible.

5.2.2 Benchmark test Scenario

To evaluate stabilization through interaction, we design a one-degree-of-freedom scenario.
The robot and the human partner have to transport a table-like object over a few meters.
No turning is required. The robot is walking forwards and the human partner is walking
backwards.

The robot is controlled using the control scheme from Chapter 3, except that the robot
assumes a leader role. As in Chapter 3, the leader behavior is controlled by a human that
generates the velocity plan V . Then the control scheme is identical. The human that controls
sends a constant velocity plan of 0.1m/s to the robot and the human that is interacting with
the robot tries to keep the robot from falling by exerted forces on the object. The scenario is
illustrated in Fig. 5.19.

Figure 5.19: Benchmark test scenario for stabilization through interaction. The robot walks over a
short distance (a few meters) at a limited speed of 0.1m/s. The human tries to prevent the robot from

falling by applying force on the object when necessary.

We increase significantly the robot’s grippers’ stiffness and damping so the human part-
ner can apply higher forces on the grippers. The impedance values are presented in Table 5.5.

Table 5.5: Stiffness, Damping and Inertia coefficients for the stabilization experiments.

Stiffness Damping Inertia

Kxy = 250N/m Bxy = 200N.s/m Mxy = 8kg
Kz = 250N/m Bz = 100N.s/m Mz = 8kg
Kθ = 250N/rad Bθ = 200N.s/rad Mθ = 8kg.m2

5.2.3 Benchmark test with and without Stabilizer

Without the stabilizer, the robot can only make a few steps before losing its balance. The
Walking Pattern Generator (WPG) [30] generates a ZMP desired trajectory, but the errors ac-
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cumulate and the robot fall after a few steps. The WPG generates the ZMP desired trajectory
according to constraints on its distance d(ZMP, SP ) to the support polygon. The constraint
of the robot’s stability is

d(ZMP, SP ) > 0 (5.11)

In practice a security margin m is enforced

d(ZMP, SP ) > m > 0 (5.12)

In simulation, we notice that modifying m impacts on the number of steps the robot could do
before falling. We determine by dichotomy the optimal value for m, at a precision of 1mm,
to maximize the number of steps done by the robot before falling. We find m = 0.063m,
when the robot’s feet are 0.138m-wide.

With this value for m, we first perform the test scenario with the stabilizer on. The
measured distance of the ZMP to the SP remains higher than 0.03m as pictured in Fig. 5.20.
The horizontal force applied on the grippers globally remains lower than 4N with two pikes
at 6.6 and 5N (see Fig. 5.21), while the torque norm remains lower than 7.7N.m (Fig. 5.22).
The human partner does not need to stabilize the robot through the interaction.
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Figure 5.20: Signed distance of ZMP to the Support Polygon (SP) with the stabilizer active. A nega-

tive distance means that the ZMP is measured outside the SP.

We then perform the same test with the stabilizer off. Results are presented in Fig. 5.23
to 5.25. The results show that the ZMP is often measured outside the SP (20 times) and that
a horizontal force and torque up to 27.6N and 20N.m respectively are necessary to stabilize
the robot. These values are high, but not higher than the maximal values applied by the
participants in the comparative user study (see Fig. 4.8 and 4.9). Still, the operator that
ensures the security has to help stabilizing the robot as shown in Fig. 5.26 (right).

5.2.4 Legs Impedance Control

We notice that the shocks of the robot’s feet on the ground seem to destabilize the robot. We
therefore implement impedance control for the robot’s feet to partially absorb these shocks.
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Figure 5.21: Horizontal force norm exerted on the robot’s grippers with the stabilizer active.
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Figure 5.22: Torque norm exerted on the robot’s grippers with the stabilizer active.

5.2.4.1 Implementation

The WPG generates a 6D trajectory for each foot in the world frame. However, we focus
only on the desired height zd that we use as the nodic reference of the impedance controller.
Therefore, we also use only the vertical force fz applied on a foot. We implement the fol-
lowing damping-stiffness impedance constraint

b(ż − żd) + k(z − zd) = fz (5.13)

where b and k are the damping and stiffness coefficients respectively. We use z as the height
input for the command of the foot through the SoT instead of the WPG height output zd.

Concerning b and k, we need two sets of values: one “soft” set to absorb the impact of
the foot on the floor, one “hard” set so the robot does not sag under its weight while in single
support. The ideal case for the hard set is to choose b and k infinite, which is not practical to
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Figure 5.23: Signed distance of ZMP to the Support Polygon (SP) with the stabilizer turned off. A

negative distance means that the ZMP is measured outside the SP.
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Figure 5.24: Horizontal force norm exerted on the robot’s grippers with the stabilizer turned off.

realize. Therefore, we perform the following variable substitution














g =
1

k

ω0 =
k

b

(5.14)

which yields the impedance constraint when replaced in (5.13)

(ż − żd) + ω0(z − zd) = gω0fz (5.15)

or in the Laplace s-domain
z − zd

fz

=
g

1 + s
ω0

(5.16)

Therefore g is a static gain and ω0 a cutoff frequency. To implement an infinite impedance,
we set g = 0 which is the same as de-activating the force input. Setting g to zero from any
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Figure 5.25: Torque norm exerted on the robot’s grippers with the stabilizer turned off.

Figure 5.26: Test scenario with the stabilizer on (left) and off (right). The robot remains straight with

the stabilizer on while it is leaning dangerously without it. The operator behind the robot has to assist

in stabilizing the robot by stretching the ropes that are holding the robot in case it is falling.

positive value causes an step response of the impedance. The height z converges towards zd

in a given among of time. The convergence at 99% is reached after a time of 5τ = 5
ω0

.

The advantage with this choice of variables is that we can switch from the “soft” set to
the hard set by setting g to zero. There is no need to interpolate g to zero since we can tune ω0

so that the robot pushes on the floor at the velocity we desire. We choose g = 0.00006m/N
and ω0 = 10s−1, which gives a convergence at 99% in 0.5s.

To determine when to switch from one set to another, we use information from the WPG.
The WPG plans a periodic succession of single and double support phases that always last
the same amount of time: 0.1s for double support and 0.7s for single support. The WPG
also determines a support foot. We set g to zero for a foot when this foot is considered the
support foot by the WPG and for 0.4s after the WPG stops considering it as the support foot.
Therefore, the impedance is activated during the single support phase before the foot landing
and de-activated during the double support phase just after, as can be seen in Fig. 5.27.
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Figure 5.27: Example of inputs and outputs of the right foot impedance control. The vertical force fz

applied on the foot is in red (right scale), the desired trajectory zd generated by WPG is in grey (left
scale). The output trajectory z of the impedance controller is in black (left scale). The dotted light

blue line is a multiple of the gain g. When it is positive, impedance control is active, when it is zero,
impedance control is inactive and z converges towards zd.

5.2.4.2 Results of the test scenario

We perform the test scenario with the stabilizer off and with the impedance-controlled legs.
The results are presented in Fig. 5.28 to 5.30. The ZMP is measured outside the SP only 6
times. More importantly, the force pikes are not higher than 9.5N4, and the torque ones no
higher than 8.7N.m. This is less than half than the force and torque levels in the test with no
stabilizer. Besides the human partner is able to stabilize the robot by himself using only the
interaction through the object.

These results demonstrate that it is possible for a human to stabilize a humanoid robot
through physical interaction with:

1. a Walking Pattern Generator that plans a stable gait,

2. an impedance controller that reduces the shock of the feet on the ground.

5.2.5 Stabilization through Interaction

With the knowledge that it is possible to stabilize a humanoid robot through physical inter-
action with limited forces, our goal is now to endow the robot with the capacity to stabilize
itself through the interaction.

5.2.5.1 Implementation

The idea is that the robot adapts its velocity plan V to stabilize itself. For instance, when the
robot is leaning backwards, it should pull on the object to stabilize itself, and push on the

4The impedance of the legs is de-activated in the last five seconds when the robot stops stepping, which
explains the last high force pike
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Figure 5.28: Signed distance of ZMP to the Support Polygon (SP) with the stabilizer turned off and

impedance-controlled legs. The legs impedance is de-activated during the last five seconds at robot

stop. A negative distance means that the ZMP is measured outside the SP.
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Figure 5.29: Horizontal force norm exerted on the robot’s grippers with the stabilizer turned off and

impedance-controlled legs. The legs impedance is de-activated during the last five seconds at robot

stop, which explains the pike of force.

object when leaning forwards.
Since the task we consider only consists in a translational motion of the robot, the world

frame is always parallel to the foot frame pictured in Fig. 5.12. When the robot is leaning
backwards, the ZMP is moving towards the negative x; the x-component of the vector of the
feet geometric middle to the ZMP from (5.6) becomes negative. Since pulling on the object
means giving it a negative velocity, our stabilization control law could be

Vstab = Kp(W p − W q) (5.17)

where W p is the position of the ZMP and W q the position of the feet geometric middle, both
in the world frame. Their difference is given by (5.6). Kp is a positive proportional gain.
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Figure 5.30: Torque norm exerted on the robot’s grippers with the stabilizer turned off and impedance-

controlled legs. The legs impedance is de-activated during the last five seconds at robot stop, which

explains the pike of torque.

Vstab is the velocity plan for self stabilization through interaction, or stabilization velocity
plan for short. The stabilization velocity plan is used in our control scheme of Chapter 3.

However, as stated in Section 5.2.1.3, W p−W q is discontinuous when the robot switches
between single and double support. Although the velocity plan Vstab is filtered by the low-
pass filter from (3.50), we prefer to use the weighted middle of the feet. Therefore, our
stabilization control law is, using notations from (5.8)

Vstab = Kp(W p − W r) (5.18)

where W r is the position of the weighted middle of the feet in the world frame.
We finally combine the stabilization velocity plan Vstab with the velocity plan for the

transportation of the object Vtr to get the total velocity plan Vtotal

Vtotal = Vtr + Vstab (5.19)

Because the transportation velocity plan is set by a human, Vstab has no influence on Vtr.
However, it may not be so if we had chosen a follower behavior for the robot, where Vtr is
determined by a Finite State Machine (FSM) based on haptic cues. Indeed, the haptic cues
are impacted by the stabilization process through Vstab. The FSM, in its implementation of
Chapter 3, does not take this impact into account and is likely to misinterpret the stabilization
process as an intention of the human partner. This is the main reason we choose a leader
behavior for the robot over a follower one.

5.2.5.2 Results of the test scenario

We perform the test scenario with the self-stabilization process. The legs are still impedance-
controlled. This time, however, the human partner is asked to not stabilize the robot, but only
to keep the interaction forces low. The results are shown in Fig. 5.31 to 5.33. The ZMP is
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measured 18 times outside the SP. As with the previous test, the last five seconds correspond
to the stop of the robot when the impedance control is de-activated. Therefore, we do not take
the last force pike into account. The horizontal force is not higher than 12N while the torque
is not higher than 9.6N. Fig. 5.34 shows the nodic trajectory of the impedance constraint: the
robot moves its grippers laterally to stabilize itself.
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Figure 5.31: Signed distance of ZMP to the Support Polygon (SP) with the stabilizer turned off,
impedance-controlled legs and stabilization through interaction. A negative distance means that the

ZMP is measured outside the SP. The legs impedance is de-activated during the last five seconds at

robot stop.

0 10 20 30 40 50
0

5

10

15

Time [s]

G
ri

p
p

e
rs

 H
o
ri

z
o
n

ta
l

F
o
rc

e
 N

o
rm

 [
N

]

Figure 5.32: Horizontal force norm exerted on the robot’s grippers with the stabilizer turned off,
impedance-controlled legs and stabilization through interaction. The legs impedance is de-activated

during the last five seconds at robot stop, which explains the pike of force.
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Figure 5.33: Torque norm exerted on the robot’s grippers with the stabilizer turned off, impedance-

controlled legs and stabilization through interaction. The legs impedance is de-activated during the

last five seconds at robot stop, which explains the pike of torque.
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Figure 5.34: Impedance nodic trajectory Xd for the robot’s grippers in the world frame. The robot
moves from (0, 0) towards the positive x. The axis are not normalized.

5.2.6 Discussion

The results of all four test scenarios are presented in Table 5.6, as well as the average torque
and horizontal force norms.

These results show that the impedance control of the legs is very efficient in increasing
the robot’s stability. The addition of self-stabilization shows no improvements. However, the
human partner does not try to stabilize the robot in this case whereas s/he does not with only
the impedance-controlled legs.

In any case, the work presented in this section shows the feasibility of self-stabilization
through physical interaction. It is made possible by the nodicity of our impedance constraint.
The nodic trajectory Xd can be used for pro-activity or for self-stabilization. A challenge is
to mix both in a follower behavior where the robot can also stabilize itself. This would
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Table 5.6: Results of Test Scenario.

Z
M
P
m
ea
su
re
d

ou
ts
id
e
th
e
SP

A
ve
ra
ge

H
or
iz
on

ta
l

F
or
ce

N
or
m

[N
]

M
ax

im
al

H
or
iz
on

ta
l

F
or
ce

N
or
m

[N
]

A
ve
ra
ge

T
or
qu

e
N
or
m

[N
.m

]

A
ve
ra
ge

T
or
qu

e
N
or
m

[N
.m

]

Stabilizer On 0 2.0 6.6 3.8 7.7
Stabilizer Off 20 6.7 27.6 7.3 20.0

Impedance-Controlled Legs 5 3.5 9.5 4.4 8.7
Self-Stabilization through Interaction 18 3.4 12.0 4.7 9.6

require a long investigation and a complete rewriting of the stabilizer with the PG and is left
for a future work beyond this thesis.

In the remaining of this chapter, we present further applications of our control scheme.

5.3 Direct Physical Interaction

5.3.1 Guiding the robot by the hand

Guiding the robot by the hand shares many similarities with the object transportation task.
The robot guesses the human’s intentions from the haptic cues on the hand that is held and
moves accordingly.

From this observation, we adapted our control scheme developed in Chapter 3 to guide
the HRP-2 robot by the hand. We change only a few things. Firstly, the robot is guided
through its left gripper. The right arm is no longer impedance controlled; we fix its posture
to lie along its body. Secondly we change the point that is impedance controlled. For the
transportation task, it is the middle of the robot’s grippers to get symmetry between the
left and right grippers. In the present case, we only control the left gripper. As shown in
Fig. 5.35, if we do not change the control point, a frontal force applied on the gripper results
in a torque at the middle of the gripper, which we wants to avoid. Therefore we position the
control point 20cm behind the left gripper on the frontal axis (the yellow point in Fig. 5.35).
Note that when the human apply a lateral force on the gripper, it results in a torque at the
new control point, which eases the turning of the robot. Finally, we slightly re-tune the Finite
State Machine.

A human is thus able to guide the robot by the hand with the same control scheme as
shown in Fig. 5.36 (left). We obtain similar results in term of trajectory (Fig. 5.37), velocity
(Fig. 5.38) and force (Fig. 5.39). This highlights that the motion primitives we describe in
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Old Control Point

New Control Point

Figure 5.35: Old and new control points. With the old control point, a frontal force F1 applied on the

left gripper results in a torque τ1 at the control point. With the new control point, a lateral force F2

applied on the left gripper results in a torque τ2 at the control point

Chapter 3 are not specific to the transportation task but can be used for different tasks and
motions.

Figure 5.36: HRP-2 being guided by the hand in a lab environment (left) and at the French Embassy

in Japan on July 14th 2012 (right).

5.3.2 Handshaking

Given that our choice of motion primitives can be re-used to guide the robot by the hand, we
try to use them for handshaking.

5.3.2.1 Implementation

We simply model handshaking as an up and down motion in the world Cartesian frame.
Therefore we use the 1DoF Finite State Machine of Chapter 3 to generate a reference trajec-
tory on the vertical axis. This simple FSM has only two motion primitives:

• Stop: no motion;
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Figure 5.37: Trajectories of the robot’s gripper in the XY plan: the admittance controller output X in

black, follower desired trajectory Xd in grey. The motion starts at (0, 0) towards the positive x. In a

second time, the human guides the robot in a half-circular trajectory back to (0, 0).

• Move: move the gripper up or down.

Unlike the 1DoF transportation task, the FSM only detects the intentions of the human
through force thresholds.

We only add a security limit to prevent the hand from going too high or too low. This
security consists in two mechanisms. If the robot is performing theMove primitive upwards
and the desired gripper’s height reaches the upper position limit, the FSM transitions to the
Stop primitive. Once the desired height is higher than the upper position limit, the FSM
cannot transition to theMove primitive for upwards motions, but only downwards. The rule
for the lower position limit is identical.

The FSM is also tuned differently and we use different impedance parameters presented
in Table 5.7.

Table 5.7: Stiffness, Damping and Inertia coefficients for the handshaking experiments.

Stiffness Damping Inertia

Kxy = 250N/m Bxy = 200N.s/m Mxy = 8kg
Kz = 100N/m Bz = 60N.s/m Mz = 8kg
Kθ = 160N/rad Bθ = 160N.s/rad Mθ = 10kg.m2

5.3.2.2 Results

When handshaking with the robot, it does not feel proactive at all. However, when looking
at the trajectory generated by the FSM (Fig. 5.41 in grey), it follows the actual trajectory, if
slowly. We also find that the force applied on the robot is almost perfectly in phase with the
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Figure 5.38: Velocities of the gripper on the robot’s frontal axis: the admittance controller output Ẋ in
black (top), robot desired velocity Ẋd in grey (middle) an velocity plan V (bottom).

gripper’s velocity, as shown in Fig. 5.42. This reflects in the power measurement of Fig. 5.43
where the power input into the robot’s gripper is almost the same as the power dissipated by
the damping part of the impedance constraint. These results show that our control scheme
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Figure 5.39: Force applied on the robot’s gripper by the human (black) on the robot’s frontal axis. The

gray curve represents the damping part of the interaction force F = BẊ: it is the force the human

would need to apply on the robot with a passive behavior.

Figure 5.40: HRP-2 shaking hands with a human (left). HRP-2 also shook the hand of the French

President François Hollande on June 7th 2013 in Japan (right).

fails at being proactive in the handshaking scenario.
To verify the uselessness of the intended trajectory generated by the FSM, we impose

a zero intended trajectory on the impedance constraint and perform handshaking with the
robot again (Fig. 5.44). We obtain similar results in force, velocity and power, as shown in
Fig. 5.45 and 5.46.

Such poor performances are easily explained. Our choice of motion primitives is based
on Constant Velocity Phases (CVP). This makes sense for a transportation task, for which we
observed in Chapter 2 that they represent the most important part of the task. We designed
our FSM to roughly estimate the human’s intentions during the acceleration phases and to
catch up during the CVPs.

Handshaking, however, is only composed of successive accelerations and decelerations.
Therefore, the FSM estimation is always rough, as can be seen in Fig. 5.41. To obtain a good
proactive behavior, an option is to generate appropriate acceleration and deceleration motion
primitives. Another option is to change radically our point of view and to define motion
primitives that are specific to handshaking. Our intuition is to define a periodic handshaking
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Figure 5.41: Gripper’s vertical intended (grey) and effective (black) trajectories with the proactive

control scheme.
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Figure 5.42: Gripper’s vertical velocity (grey) and force (black) with the proactive control scheme.
They are almost perfectly in phase.

motion primitive that would be parameterized by its frequency and amplitude.

5.3.3 Discussion

These two examples of direct physical interaction –guiding by the hand and handshaking–
perfectly show the possibility and the limits of our control scheme using motion primitives.
The key is to define the right set of motion primitives for a given task. Then the difficulty
resides in when and how to switch between two primitives. Our control scheme uses a FSM
but other methods, such as Markov Models, can be considered.
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Figure 5.43: Power input into the gripper on the vertical axis (black) with the proactive control scheme.

In grey is the power dissipated by the damping part, i.e. bv2

z . The proactive control does not reduce
the power input at all.
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Figure 5.44: Gripper’s vertical intended (grey) and effective (black) trajectories with no intended

trajectory.

5.4 Extension with vision-based control

This work is achieved jointly with a new PhD student which thesis will deal more thoroughly
in combining haptics with vision in pHRI. Another extension of our work is to include multi-
modal information. For instance adding visual information to haptic cues to realize a task
with a human. As a preliminary work, we realize the following scenario with the HRP-
2 robot: the task still consists in transporting a beam over a few meters on one-degree of
freedom, as in Chapter 3 but the robot has the extra task to keep the table horizontal. The
robot uses haptic cues to guess the human’s intentions and transport the table horizontally,
but also uses visual information to keep the beam horizontal during the transportation.

The transportation task is performed using our proactive control scheme. To keep the
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Figure 5.45: Gripper’s vertical velocity (grey) and force (black) with no intended trajectory. They are

almost perfectly in phase.
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Figure 5.46: Power input into the gripper on the vertical axis (black) with no intended trajectory. In

grey is the power dissipated by the damping part, i.e. bv2

z . The stiffness part does not reduce the
power input at all.

beam horizontal, the robot detects a green cube on the beam and moves its grippers vertically
to keep it horizontal. Keeping the beam horizontal also involves the rotation around the
robot’s frontal axis, but this is left for future work. Thus, the robot only controls the angle
θ around the sagittal axis as shown in the block diagram of the control scheme which is
presented in Fig. 5.47.

5.4.1 Cube detection

The orientation of the cube is determined with visual tracking. The edges of the cube are
tracked throughout the images. Then a robust optimization process is used to obtain the
orientation of the cube in the camera frame by fitting the tracked edges onto the model of the
cube. Typical results of the visual tracking are presented in Fig. 5.48. We can then compute
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Figure 5.47: A simplified block diagram of the control framework. A green cube is used to determine

the orientation of the beam using vision.

Figure 5.48: Typical result of the visual tracker. The full image is at the left. The middle image is

a zoomed-in portion bordered by blue with the projection of the cube’s model in red, and the object

frame in green. The right image shows how edges are tracked.

the estimation of the angle θ̂ using the robot’s direct geometric model.

5.4.2 Visual Servoing

Given the estimation of the angle θ̂, we compute a desired vertical velocity żd for the robot’s
grippers

żd = −λθ̂ cos θ̂ (5.20)

where λ is the control gain. żd is then numerically integrated into zd, i.e. at the k-th control
step

zd(k) = zd(k − 1) + żd(k)δt (5.21)

zd is then used as the vertical component of the nodic reference Xd of the impedance control.
The other components are determined by the FSM.

5.4.3 Results

This visual servoing allows HRP-2 to perform the transportation task while keeping the table
horizontal as shown in Fig. 5.49.
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(a) (b) (c) (d)

Figure 5.49: Image results: (a) before vision control is activated, (b) result after the vision controller
is activated, (c)(d) results while walking with the robot and changing table height

This experiment demonstrates the possibility to couple visual and haptic information
to control a humanoid robot. However, the coupling is limited in this scenario since the
visual servoing only affects the vertical axis while the haptic cues are used to determine the
robot’s intended trajectory on the other components. Nonetheless, this is a first step towards a
control scheme where both visual and haptic cues are used to take a decision and determine
the human’s intention. Considering the transportation task, the robot could use the image
of the human going to the side in addition to haptic cues in order to detect turning. The
redundancy of information would make the detection of intention more robust.

5.5 Conclusion

In this chapter, we presented and investigated some pathways that can be considered in the
future in order to improve our proactive control scheme.

First, the user study revealed that diminishing the noise made by the robot’s actuators
does not cause any substantial improvement on the quantitative and qualitative performance.
In the contrary, some users tend to rely on sound as a substitute cue in speed state perception
of the robot. At this stage, depriving the user from sound does not improve the interaction,
which means that more serious issues are to be considered.

Then, we presented preliminary results of self-stabilization through interaction. Al-
though the results are limited, they show the feasibility of such an approach to improve the
robot’s walking capacities. It is clear that the current stabilizer that is designed for standalone
walking might not be suitable for walking in sustained physical interaction with a human.
However, it might be enough to consider the joint action interaction force compensation in
the walking pattern generator while keeping the current stabilizer. We think that this issue
deserves another thesis to be fully addressed.

Another possible extension is to diversify the task the robot can perform with the motion
primitives approach. Guiding the robot by the hand can be achieved using the same set of
motion primitives. However, for other tasks, such as handshaking, additional primitives are
necessary.

Finally, we presented a preliminary approach of a multi-modal task, which demonstrates
an example of coupling vision and physical interaction. However, the interaction in itself is
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not yet multi-modal.
The three last improvements integrate straightforwardly in our control scheme that uses a

nodic reference trajectory in the impedance constraint. For instance, the stabilization through
interaction and the extension using vision could not be achieved with a simple passive impe-
dance constraint.



Conclusion

THIS thesis introduced and investigated a novel proactive control scheme to endow the
HRP-2 robot with the capability to perform haptic actions jointly with a human partner. Al-
though our analysis and development concerned particularly human-humanoid table trans-
portation task, we believe that our methodology in dealing with this challenging case study
extends to the more general cases of human-humanoid haptic joint actions.

Main Contributions

My thesis did continue our group’s research in human-humanoid joint action initiated with
the thesis of Paul Evrard. Paul Evrard used an engineering approach in programming the
humanoid to achieve the task and introduced the idea of human-humanoid equal respon-
sibility sharing using leader/follower homotopy switching. The limitations encountered in
his experiments and the difficulty to identify the homotopy function suggested to use an-
other approach to the problem. Therefore, we started by studying how human dyads per-
form a one-degree-of-freedom (1DoF) transportation task together using motion capture and
force/torque sensors, and modelling. To the best of our knowledge this is the first inves-
tigation of this task. We observed that the human partners use constant velocity phases in
the object’s motion in the world frame, thus that forwards and backwards motion can be
decomposed into the sequence Zero Velocity - Positive Velocity - Zero Velocity - Negative
Velocity - Zero Velocity, with intermediary acceleration phases. We determined that jointly
carried object motion can subsequently be decomposed in elementary bricks of motion or
motion primitives, so that any motion is a sequence of appropriate primitives. Therefore,
predicting a human’s intended motion reduces to guessing the next motion primitive. Using
known motion primitives allows a local estimation of future motion that can be used by the
robot to anticipate the human partner’s behaviour. Using this model, we devised a proactive
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controller scheme based on impedance, and implemented it on the HRP-2 humanoid robot
to perform the same 1DoF transportation task as the human dyads. A Finite State Machine
(FSM) was used to determine the sequence of motion primitives that fitted the human’s in-
tentions. Compliance tuning allowed smooth transition between motion primitives. We then
successfully extended our approach to a 3DoF transportation task.

In thorough user performance studies, we compared our approach to a passive dynamic
behavior of the robot. Quantitative comparative measurement revealed drastic decreases in
the energy and forces the human partner had to provide because of the robot, as well as
increased velocity. However, qualitative investigations (questionnaire and analysis of sub-
jective assessments) revealed that the participants had a better acceptance of the passive
behavior. They found that the robot better understood their intentions with the passive be-
havior. To try and explain this unexpected result, we performed an additional user study to
evaluate the training on the performances and feeling of the participants, and compared these
data to the data obtained with the human dyads. This showed that humans could withstand
high levels of force during the task, so that the decrease in force levels in the proactive case
was not as significant as the perceived difficulty to be understood by the robot. Finally, we
started to investigate potential improvements and extensions to our work. A third user study
showed that eliminating the noise from the robot’s actuator to decrease the fear of the human
to harm the robot did not bring any improvement. Some participants liked to hear it, as it
informed them on the robot’s state, whether they could go faster or not for instance. We also
demonstrated the possibility for the robot to stabilize itself through physical interaction. In
other words, the robot was able to push or pull on the human through the transported ob-
ject to keep from falling. This preliminary result could lead to improvements in the robot’s
walking, and thus allow the robot to perform the transportation task at higher velocity. We
then presented the generalization to our motion primitives’ model to two tasks: guiding the
robot by the hand, and handshaking. We used the same set of motion primitives as for the
transportation task. We could easily guide the robot by the hand, but handshaking showed
poor results. It indicated that completing our set of motion primitives is necessary. Finally,
we introduced an extension of our work that coupled a haptic joint action with visual control,
which is a first step towards multi-modal human-robot interaction.

Perspectives

An important future perspective of our work is to develop the motion primitives model. In
the medium term, their detection and parameterization method could be improved. But more
importantly, in the long term, a generalization is necessary. The idea is to automatically
perform what we did manually in the second and third chapter: identify motion primitives
in human dyads motions and generate a program able to identify online which primitive a
human partner wishes to do based on haptic cues. The first step would be to implement
a classifier able to automatically detect and decompose human motion into primitives, even
offline. Such classifiers already exist; the works of Kulic and Nakamura [44,45] propose very
promising solutions. The second step would be to be able to automatically generate the rules
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to switch between primitives. Machine learning techniques are likely one of the solutions
to this problem [9]. Besides, we only mention motion primitives, but the primitive model
can naturally be extended to force primitives, or even combined force-motion primitives.
The space the primitives are defined in –the Cartesian motion space in our case– can be
enriched. And finding the right space for the primitives is not a trivial issue at all, especially
for an automated classifier. For instance, a classifier that focuses only on joint trajectories
may have missed the constant velocity phases in the world frame we identified in this thesis.
Such tools would endow a robot with the ability to proactively collaborate with a human in
a large variety of tasks by only studying how human dyads perform the same tasks.

Another promising field is Robot Learning from Demonstration (RLfD). In this case, the
robot would not learn from human dyads but directly by performing the task. For instance,
a human could teach the robot by performing the task with it while it has a passive behavior.
Then, each time the robot performs the task; it will become more efficiently proactive by
identifying the right model to assist the human.

Improving the walking capacities of the robot and its stabilization strategy in close inter-
action with a human partner is clearly an important pathway to improve our work. Although
this problem is general in the field of biped humanoid robotics, it is possible, in the medium
term, to use the specificity of pHRI to improve the stability of the robot, as we demon-
strated in the fifth chapter. Finally, the more global perspective to our work is Multi-Modal
Human-Robot Interaction. pHRI is not meant to be separated from visual or auditory com-
munication, simply because humans use all their senses when they perform collaborative
tasks. In the short or medium term, it is possible to realize specific tasks using two or three
senses. However, everything we developed in the beginning of this section about learning
primitives can be applied to Multi-Modal Interaction. But adding the visual cue to haptic
joint action (visuo-haptic pHRI in human-humanoid) drastically increases the complexity of
the problem. Thus, automated and fully merged multi-modal interaction is a very long-term
perspective that started by a new thesis in our group.
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IN this appendix, we study the dynamic behavior of an object attached to two nodic impe-
dance at two different points. We first establish the dynamic equations in a simplified form,
before studying the equilibrium points and their stability.

A.1 Dynamic Equation

Consider two partners, indicated by numbers 1 and 2 respectively, that are interacting with
an object at two different points X1 and X2, so that the object has the following dynamics















F1,X1
= M1(Ẍd,1 − Ẍ1) + B1(Ẋd,1 − Ẋ1) + K1(Xd,1 − X1)

F2,X2
= M2(Ẍd,2 − Ẍ2) + B2(Ẋd,2 − Ẋ2) + K2(Xd,2 − X2)

MCC̈ = F1,C + F2,C

(A.1)

where C is the object’s CoM generalized 4D position. Note that all three points C, X1

and X2 have the same angular parameter θ, and consequently represent the same orientation
matrix R of the object. The problem with equation (A.1) is that it is expressed at three
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different points of the object. The goal of this appendix is to write this system at a given
point Y of the object. We will use notations similar to Featherstone’s in [20]. To that
purpose, we define the positions of C, X1 and X2 relatively to Y in the object frame















X1 = Y + RL1

X2 = Y + RL2

C = Y + RLC

(A.2)

Note that the angular component θ of LC , L1 and L2 are zero. As we said, R = R(θ)

R =











cos θ − sin θ 0 0
sin θ cos θ 0 0

0 0 1 0
0 0 0 1











(A.3)

so that the matrix 1
θ
(R − I4) can be defined by continuity for θ = 0 as 0. Equation (A.2)

becomes


































X1 = Y +
1

θ
(R − I4)L1θ + L1

X2 = Y +
1

θ
(R − I4)L2θ + L2

C = Y +
1

θ
(R − I4)LCθ + LC

(A.4)

1

θ
(R − I4)L1θ =











l1,x
cos θ−1

θ
− l1,y

sin θ
θ

l1,x
sin θ

θ
+ l1,y

cos θ−1
θ

0
0











θ =
[

Q1(θ) − I4

]

Y (A.5)

where

Q1(θ) =











1 0 0 l1,x
cos θ−1

θ
− l1,y

sin θ
θ

0 1 0 l1,x
sin θ

θ
+ l1,y

cos θ−1
θ

0 0 1 0
0 0 0 1











(A.6)

Finally, we have














X1 = Q1(θ)Y + L1

X2 = Q2(θ)Y + L2

C = QC(θ)Y + LC

(A.7)

The matrices Qi have the form of translation matrices in Plücker coordinates, as in [20]. For
time derivatives, we have

Ẋ1 = Ẏ + Ṙ(θ)L1 = Ẏ + R′(θ)L1θ̇ = Ẏ +
[

P1(θ) − I4

]

Ẏ (A.8)

where

P1(θ) =











1 0 0 −l1,x sin θ − l1,y cos θ
0 1 0 l1,x cos θ − l1,y sin θ
0 0 1 0
0 0 0 1











(A.9)
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which yields














Ẋ1 = P1(θ)Ẏ

Ẋ2 = P2(θ)Ẏ

Ċ = PC(θ)Ẏ

(A.10)

Note the Pi are the translation matrices defined by Featherstone1. And, by differentiating
relatively to time, we obtain the accelerations



















Ẍ1 = P1(θ)Ÿ + U1(θ, θ̇)Ẏ

Ẍ2 = P2(θ)Ÿ + U2(θ, θ̇)Ẏ

C̈ = PC(θ)Ÿ + UC(θ, θ̇)Ẏ

(A.11)

where Ui(θ, θ̇) = θ̇P ′
i (θ)

We repeat the same process for the desired trajectories Xd,1 and Xd,2

{

Xd,1 = Yd,1 + Rd,1L1

Xd,2 = Yd,2 + Rd,2L2

(A.12)

and we get
{

Xd,1 = Q1(θd,1)Yd,1 + L1

Xd,2 = Q2(θd,2)Yd,2 + L2

(A.13)







Ẋd,1 = P1(θd,1)Ẏd,1

Ẋd,2 = P2(θd,2)Ẏd,2

(A.14)

and






Ẍd,1 = P1(θd,1)Ÿd,1 + U1(θd,1, θ̇d,1)Ẏd,1

Ẍd,2 = P2(θd,2)Ÿd,2 + U2(θd,2, θ̇d,2)Ẏd,2

(A.15)

Equation (A.1) becomes














































































































F1,X1
= M1

[

P1(θd,1)Ÿd,1 − P1(θ)Ÿ
]

+ M1

[

U1(θd,1, θ̇d,1)Ẏd,1 − U1(θ, θ̇)Ẏ
]

+ B1

[

P1(θd,1)Ẏd,1 − P1(θ)Ẏ
]

+ K1

[

Q1(θd,1)Yd,1 − Q1(θ)Y
]

F2,X2
= M2

[

P2(θd,2)Ÿd,2 − P2(θ)Ÿ
]

+ M2

[

U2(θd,2, θ̇d,2)Ẏd,2 − U2(θ, θ̇)Ẏ
]

+ B2

[

P2(θd,2)Ẏd,2 − P2(θ)Ẏ
]

+ K2

[

Q2(θd,2)Yd,2 − Q2(θ)Y
]

MCPC(θ)Ÿ + MCUC(θ, θ̇)Ẏ = F1,C + F2,C

(A.16)

1Actually, it is their transpose because we use a translation-rotation 4D notation, whereas Featherstone uses
a rotation-translation notation.
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We define Varignon’s formula for our 4D Cartesian description between points A and B

FA = FB + (B − A)×FB (A.17)

where

X× =











x
y
z
θ











×

=











0 0 0 0
0 0 0 0
0 0 0 0

−y x 0 0











(A.18)

Thus we have
{

F1,Y = F1,C + (RLC)×F1,C = F1,X1
+ (RL1)×F1,X1

F2,Y = F2,C + (RLC)×F2,C = F2,X2
+ (RL2)×F2,X2

(A.19)

Noticing that I4 + (RLi)× = P T
i (θ) as in Featherstone [20], we get







F1,Y = P T
C (θ)F1,C = P T

1 (θ)F1,X1

F2,Y = P T
C (θ)F2,C = P T

2 (θ)F2,X2

(A.20)

Since Pi matrices are invertible, we multiply third equation of (A.1) by P T
C (θ) to obtain

P T
C (θ)MCPC(θ)Ÿ + P T

C (θ)MCUC(θ, θ̇)Ẏ = F1,Y + F2,Y (A.21)

In order to shorten equations’ writing, we write, for i ∈ {1, 2, C}






























M̃i = M̃i(θ) = P T
i (θ)MiPi(θ)

G̃i = G̃i(θ, θ̇) = P T
i (θ)MiUi(θ, θ̇)

B̃i = B̃i(θ) = P T
i (θ)BiPi(θ)

K̃i = K̃i(θ) = P T
i (θ)KiQi(θ)

(A.22)

with BC = 0 for the object. Similarly for desired trajectories






























M̃d,i = M̃d,i(θ,θd,i) = P T
i (θ)MiPi(θd,i)

G̃d,i = G̃d,i(θ, θd,i, θ̇d,i) = P T
i (θ)MiUi(θd,i, θ̇d,i)

B̃d,i = B̃d,i(θ,θd,i) = P T
i (θ)BiPi(θd,i)

K̃d,i = K̃d,i(θ,θd,i) = P T
i (θ)KiQi(θd,i)

(A.23)

Finally, combining with (A.16) and (A.20), and using notations from (A.22) and (A.23),
system (A.21) becomes

(M̃C + M̃1 + M̃2)Ÿ + (G̃C + G̃1 + G̃2)Ẏ + (B̃1 + B̃2)Ẏ + (K̃1 + K̃2)Y

=
2
∑

i=1

M̃d,iŸd,i + (G̃d,i + B̃d,i)Ẏd,i + K̃d,iYd,i

(A.24)
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A.2 Equilibrium positions

In this section, we show that the number of equilibrium may vary with the parameters. We
study the case where

L1 = −L2 =











l
0
0
0











(A.25)

We choose the impedance nodic references similarly

∀t, Xd,1(t) = −Xd,2(t) =











l
0
0
0











(A.26)

Therefore, equation (A.13) simply becomes Yd,1 = Yd,2 = 0. Besides, as we seek to
identify equilibrium positions, we have Ẏ = Ÿ = 0, and equation A.24 becomes

(K̃1 + K̃2)Y = 0 (A.27)

For simplicity, we choose simple stiffness matrices

K1 = K2 =

[

kI3 0
0 kθ

]

(A.28)

We set

p =

[

−l sin θ
l cos θ

]

q =

[

l cos θ−1
θ

l sin θ
θ

]

(A.29)

so that

P T
1 (θ) =

[

I3 0
pT 1

]

Q1(θ) =

[

I3 q
0 1

]

P T
2 (θ) =

[

I3 0
−pT 1

]

Q2(θ) =

[

I3 −q
0 1

] (A.30)

From (A.22), we obtain

K̃1(θ) =

[

kI3 kq
kpT kθ + kpT q

]

K̃2(θ) =

[

kI3 −kq
−kpT kθ + kpT q

]

(A.31)

Thus, our equilibrium equation (A.27) becomes
[

kI3 0
0 kθ + kpT q

]

Y = 0 (A.32)

The translation part yields
xeq = yeq = zeq = 0 (A.33)
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while the rotation part yields

θeq

[

kθ + kpT (θeq)q(θeq)
]

= 0 (A.34)

With

pT (θ)q(θ) =
l2

θ
[− sin θ(cos θ − 1) + cos θ sin θ] =

l2 sin θ

θ
(A.35)

we have

θeq

[

kθ +
kl2 sin θeq

θeq

]

= 0 (A.36)

whose solutions are

θeq = 0 or
sin θeq

θeq

= − kθ

kl2
(A.37)

This shows that there may be several equilibrium positions as shown in Fig. A.1, depend-
ing on the value of kθ

kl2
. Besides, we considered both partners had the same stiffness which

simplified the calculation. To picture the different stable equilibrium positions, imagine a
beam fixed by a pin on the floor on its middle, so that it can only rotate around the vertical
axis. The pin acts as a torsion spring so that when the beam is rotated, it seeks to return to
the equilibrium position θ = 0. Now fix two translation springs to each end of the beam. If
the torsion spring is strong enough, you can rotate the beam as you wish, but it will always
return to the equilibrium position θ = 0. Contrariwise, if the torsion spring is weak enough,
once you have made one turn of the beam, the torsion spring will try to bring back to beam
to the equilibrium angle θ = 0, but will be counteracted by the two translational springs.
The lower the ratio kθ

k
is, the more turns you will be able to do and find other equilibrium

positions.
Equation (A.36) gives the elastic force fe(θ) on the angular component

fe(θ) = kθθ + kl2 sin θ (A.38)

that we can differentiate to determine the stability of equilibrium positions

1

kl2

dfe

dθ
= cos θ +

kθ

kl2
(A.39)

For θ = 0, this is strictly positive which assesses the stability of this equilibrium position.
For the other positions θeq, we use (A.37), which gives

1

kl2

dfe

dθ
(θeq) = cos θeq − sin θeq

θeq

= θeq

θeq cos θeq − sin θeq

θ2
eq

(A.40)

or
1

kl2

dfe

dθ
(θeq) = θeq

d

dθ

[

sin θ

θ

]

(θeq) (A.41)

Thus the stability of each equilibrium position other than zero can be assessed from the
derivative of the curve of Fig. A.1 at the given position.
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θ

n = 5
n = 3
n = 1

sin θ
θ

Figure A.1: Number of equilibrium positions n depending on the value of kθ

kl2 . The equilibrium position

θeq = 0 is counted in n. Stable equilibrium positions are picture by a blue dot, while metastable and

unstable equilibrium positions are pictured with orange and red dots respectively.

This results demonstrates that it is not possible to find a Lyapunov Candidate Func-
tion in the general case, with general impedance parameters. It might be possible to do so
with constraints on these parameters. In the general case, it might be possible to use the
Krasovskii-Lasalle principle to demonstrate local asymptotic convergence to zero. And the
case we developed in this section only considered fixed impedance nodic references...

A.3 Energy of the system

In this section, we consider

∀t,

{

Xd,1(t) = L1

Xd,2(t) = L2

(A.42)

so that (A.13) becomes

∀t,

{

Yd,1(t) = 0

Yd,2(t) = 0
(A.43)

and also for the successive derivatives. Thus (A.24) becomes

(M̃C + M̃1 + M̃2)Ÿ + (G̃C + G̃1 + G̃2)Ẏ + (B̃1 + B̃2)Ẏ + (K̃1 + K̃2)Y = 0 (A.44)

Consider the energy of this system

V (Y, Ẏ) =
1

2

∑

i∈{1,2,C}

[

(Xi − Li)
T Ki(Xi − Li) + ẊT

i MiẊi

]

(A.45)
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with KC = 0. Differentiating over time yields

V̇ (Y, Ẏ) =
1

2

∑

i∈{1,2,C}

[

ẊT
i Ki(Xi − Li) + (Xi − Li)

T KiẊi + ẌT
i MiẊi + ẊT

i MiẌi

]

(A.46)
Note that











(Xi − Li)
T KiẊi =

[

(Xi − Li)
T KiẊi

]T
= ẊT

i Ki(Xi − Li)

ẌT
i MiẊi =

[

ẌT
i MiẊi

]T
= ẊT

i MiẌi

(A.47)

because they are scalar, so that

V̇ (Y, Ẏ) =
∑

i∈{1,2,C}

ẊT
i

[

Ki(Xi − Li) + MiẌi

]

(A.48)

Using the transformation equations (A.7), (A.10) and (A.11), it becomes

V̇ (Y, Ẏ) =
∑

i∈{1,2,C}

ẎT P T
i

[

KiQiY + MiPiŸ + MiUiẎ
]

(A.49)

which is
V̇ (Y, Ẏ) =

∑

i∈{1,2,C}

ẎT
[

K̃iY + M̃iŸ + G̃iẎ
]

(A.50)

From the dynamic equation (A.44), it comes

V̇ (Y, Ẏ) = −ẎT (B̃1 + B̃2)Ẏ ≤ 0 (A.51)

We can also use the transformation equations to rewrite the energy equation (A.45)

V (Y, Ẏ) =
1

2

∑

i∈{1,2,C}

[

YT QT
i KiQiY + ẎT M̃iẎ

]

> 0 when Y 6= 0 (A.52)

Conversely, (A.51) can also be written

V̇ (Y, Ẏ) = −
∑

i∈{1,2}

[

ẊT
i BiẊi

]

(A.53)

The energy V is thus positive definite and V̇ is only negative semidefinite, which con-
firms that it is required to use the Krasovskii-Lasalle principle to prove the global or local
asymptotic stability.

A.4 General Case

We use a state representation

X =





















∆X1

∆X2

C

∆Ẋ1

∆Ẋ2

Ċ





















(A.54)
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where
{

∆X1 = Xd,1 − X1

∆X2 = Xd,2 − X2

(A.55)

And we write the energy function

V (X) =
1

2



ĊT MCĊ +
∑

i∈{1,2}

[

∆XT
i Ki∆Xi + ∆ẊT

i Mi∆Ẋi

]



 (A.56)

Differentiating over time yields

V̇ (X) = ĊT MCC̈ +
∑

i∈{1,2}

[

∆ẊT
i Ki∆Xi + ∆ẊT

i Mi∆Ẍi

]

(A.57)

Using (A.1), we obtain

V̇ (X) = ĊT
∑

i∈{1,2}

Fi,C +
∑

i∈{1,2}

∆ẊT
i

[

Fi,Xi
− Bi∆Ẋi

]

(A.58)

With (A.20) we have

V̇ (X) = ĊT
∑

i∈{1,2}

P −T
C P T

i Fi,Xi
+

∑

i∈{1,2}

∆ẊT
i Fi,Xi

−
∑

i∈{1,2}

∆ẊT
i Bi∆Ẋi (A.59)

or
V̇ (X) =

∑

i∈{1,2}

[

PiP
−1
C Ċ + ∆Ẋi

]T
Fi,Xi

−
∑

i∈{1,2}

∆ẊT
i Bi∆Ẋi (A.60)

From (A.10), we have
Ẋi = PiP

−1
C Ċ (A.61)

which yields
V̇ (X) =

∑

i∈{1,2}

ẊT
d,iFi,Xi

−
∑

i∈{1,2}

∆ẊT
i Bi∆Ẋi (A.62)

We prefer the transpose writing in the first sum, e.g.

V̇ (X) =
∑

i∈{1,2}

FT
i,Xi

Ẋd,i −
∑

i∈{1,2}

∆ẊT
i Bi∆Ẋi (A.63)

This result shows that the energy of the system may grow, but will decrease as soon as

∀t > tf , Ẋd,1(t) = Ẋd,2(t) = 0 (A.64)

Thus, if we can guarantee condition (A.64), our system will be asymptotically stable.
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