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Introduction générale

Depuis la création des moteurs a combustion interne, les recherches sur I’optimisation du
fonctionnement des moteurs essence et diesel se sont développées indépendamment. Afin de réduire
les temps et les colts de développement d’un moteur, une approche unifiée de conception serait
intéressante. Dans ce cadre, le controle et la mise au point des moteurs a combustion interne pourrait
étre la premiere étape de cette unification. Bien évidemment, ce contrdle doit étre stable, robuste vis-a-
vis des disparités de fabrication, comme de fonctionnement. Cette theése propose alors, une démarche
unifiée pour les moteurs essence comme pour les moteurs diesel, afin d’obtenir un contréle robuste de
la chaine d’air du moteur. La chaine d’air du moteur contient les ¢léments permettant de contrdler la
quantité et les proportions d’air et de gaz neutres dans le cylindre (Recirculation des gaz
d’échappement, papillon d’admission, turbocompresseur). Cette démarche unifiée de commande,
permettant de contrdler les systémes monovariables, tout comme multivariables non carrés (nombre
d’entrées différent du nombre de sorties), contient plusieurs étapes : identification d’un modele du
systéme, analyse du systéme permettant d’en déduire une structure de contrdle, synthése d’un
controleur autour d’un nominal, vérification de la robustesse en stabilité, tests du controle. Le
couplage des entrées vers les sorties, les non linéarités sont pris en compte lors de la synthése du
controleur. Cette méthode de conception a été validée sur plusieurs applications dont un moteur
essence et un moteur diesel. Des résultats expérimentaux sur un banc moteur diesel haute dynamique

ont montrés que la commande multivariable permettait de réduire les émissions d’oxydes d’azote.

La présentation de cette thése suit alors la logique ci-dessus, et est donc présentée en quatre chapitres,

résumés ici:

Le chapitre 1 présente le contexte de cette thése. Depuis la révolution des moteurs a combustion
interne, le turbocompresseur est 1'une des solutions les plus intéressantes pour satisfaire de nombreuses
exigences dans les moteurs. Ces exigences sont une haute performance, satisfaire la 1égislation sur les
émissions polluantes et une consommation réduite de carburant. En outre, et en comparaison avec des
solutions de post-traitement, la commande de la combustion est une solution moins chére pour réduire
les émissions polluantes. Afin de réaliser une combustion optimale, l'air dans le cylindre doit étre
controlé avec précision. Par conséquent, de nombreux actionneurs sont introduits dans les moteurs
modernes avec comme objectif une commande rapide et précise. Les principes généraux du contrdle

moteur sont détaillés a la fin de ce chapitre.

Le chapitre 2 présente une nouvelle méthodologie qui contient la modélisation, l'identification
fréquentielle, 1'analyse du systéme, la synthése de la commande robuste et sa validation, nommée
méthodologie séquentielle de conception d’'une commande robuste. Cette méthodologie est utilisée

pour réaliser la régulation de la chaine d'air dans les moteurs & combustion interne. A ce titre, plusieurs
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outils d'aide a la conception sont introduits pour comprendre sa contrélabilité et les interactions
entrées/sorties. Le rapport de performance entre le domaine temporel et le domaine fréquentiel sont

aussi discutés dans ce chapitre.

Le chapitre 3 exécute la méthodologie présentée dans le chapitre 2 pour le contréle de la chaine d’air
d’un moteur essence turbocompressé (Smart). Le simulateur utilisé est un modéle 0D moyen créé au
laboratoire PRISME a Orléans, France. Le défi de ce moteur essence est la consommation de carburant
et le contrdle en couple puisque les émissions polluantes sont bien maitrisées avec le catalyseur trois
voies et un rapport air carburant bien contrdlé a la stoechiométrie. La consommation de carburant
dépend alors de la masse d'air enfermée dans le cylindre. Par conséquent, il est régi par la chaine d'air.
Pour ce faire, les capteurs a notre disposition sont les mesures de pression dans le collecteur
d’admission et apres le compresseur. Les actionneurs disponibles sont le papillon d’admission et la
vanne de décharge du turbocompresseur. La premicre étape de notre méthodologie a consistée a
mod¢éliser notre systéme d’étude par deux modeles : le premier est un modele boite grise basse
fréquence utilis¢ pour comprendre le systéme et surtout pour valider notre loi de commande ; le
deuxiéme est un modele boite noire permettant de concevoir notre régulateur et de valider sa
robustesse. Il est prouvé dans ce chapitre que notre stratégie appliquée au contrdle de la chaine d’air
du moteur essence permet bien d’obtenir un régulateur multi-SISO robuste aux incertitudes non-
paramétriques du systéme. Les résultats montrent des performances satisfaisantes et respectant les
spécifications faite lors de la conception du régulateur en termes de dépassement et de robustesse vis-

a-vis des temps de montées.

Le chapitre 4 exécute la méthodologie présentée dans le chapitre 2 pour le contréle de la chaine d’air
d’un moteur diesel turbocompressé¢ avec recirculation des gaz d’échappement. Comme les émissions
polluantes ne sont pas réglées facilement sur un moteur diesel, une solution populaire est d'employer
une vanne d'EGR pour réduire les NOx. D'abord la stratégie de commande robuste unifiée est d’abord
appliquée a un systéme ayant 2 entrées (vanne de recirculation des gaz brilés et vanne de décharge du
turbo) et 2 sorties (débit d’air et pression de suralimentation). L’objectif de cette premiére application,
réalisée en simulation, est de maitriser la quantité d’air entrant dans le cylindre et de maitriser la
consommation du moteur. Dans la deuxiéme partie de ce chapitre, la stratégie est cette fois appliquée a
un systéme augmentée d’un actionneur (papillon d’admission). L’objectif, cette fois ci, est d’aller plus
loin dans le compromis NOx et consommation, a I’aide d’un degré de liberté supplémentaire. La
validité de ces deux applications est prouvée par un grand nombre d’essais sur simulateur mais aussi

sur banc d’essai ou les quantités de NOx sont abaissé durant les transitoires de couple et de régime.
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1.1 Résumé

Le rendement des moteurs a combustion interne est limité par la quantité de gaz entrant dans le
cylindre. Le turbocompresseur peut augmenter cette quantité et c'est pour cette raison qu'ils sont
maintenant couramment utilisés. Souvent utilisé en combinaison avec d'autres composants (waste-gate
par exemple) ces systémes présentent l'inconvénient de ralentir la dynamique de remplissage du
cylindre. Les stratégies de contrdles associés doivent exploiter pleinement toute la dynamique de ce
systéme complexe afin d'assurer la demande de couple du conducteur. Cette thése propose une
stratégie de contréle unifiée permettant de résoudre le probléme de contrdle de la chaine d’air des
moteurs essence et diesel turbocompressés. Ce chapitre présente de maniére générale le moteur a
combustion interne et les défis a relever lors de la calibration d’un moteur. Ces défis sont
généralement liés aux exigences législatives concernant les niveaux de polluants, la consommation de
carburant et les performances. En raison des caractéristiques physiques différentes des moteurs
essence et diesel, ces défis doivent étre traités différemment. L objectif de cette thése est d'employer la
méme méthodologie de conception du régulateur pour la chaine d’air d’un moteur essence et d’un

moteur diesel.
1.2 Introduction

Due to the evolution and the development of electronics and embedded computers, the interaction
between the engine and the driver has become more complicated. The improvement and
miniaturization of electronics has allowed increasing sensor accuracy, lower actuator cost and above
all a number of possible calculations in the electronic control unit (ECU). Linked to this improvement,
the number of variables and control actuators in automotive applications has increased tenfold. In
addition, research has been done on combustion which leads to the apparition of new types of
combustion, such as Low Temperature Combustion (LTC), Pre-mixed Charge Compression Ignition
(PCCI) or Homogeneous Charge Compressions Ignition (HCCI). Through these advancements,
pollutant emissions have been reduced significantly. All of these technologies have led to a more and

more optimized Internal Combustion Engine (ICE).

However, because of environmental concerns linked to the regulation of pollutant emission and non-
infinite energy resources (natural gas, oil), some governments implement laws on allowed level of
pollutants products hoping that these laws reduce negative effects on the climate (acid rain) and on the
environment (greenhouse effect). Additionally, the drivability (performance) and comfort need to meet
various demands of consumers. All of this challenges the engineers and researchers from the ICE
department every day. The internal combustion engines can be stored in two main families, which are
gasoline engines and diesel engines. In the automobile industry, vehicles equipped only with gasoline
engine or diesel engine are the two main vehicles that are sold in the marketing (99% in 2009 in

France). Vehicles equipped with internal combustion engine are still the absolute types of vehicles that
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people buy. This situation is going to last for some years as it is depicted in Fig.1. 1. These two engine
families have different combustion modes and operate in totally different ways, and consequently
separate control methods are usually designed. It consumes much time for designing different methods
for different engines. Thus it is necessary and interesting to propose one unified control methodology

that can be applied in these different ICE, i.e. diesel engines and gasoline engines.

Gasoline

Gasoline+LPG—__

Hybrid —~
Ethanol

Gasoline+LNG

LNG: liquefied naturalgas
LPG:liquefied petroleum gas

Fig.1.1 The shares of sale for private vehicle in France in 2009 (source: ADEME)

As stringent legislation on pollutant emissions emerges, many more actuators or/and sensors are
employed to control ICE in order to respect legislation. The main objective of this thesis is to realize
an optimization between lower pollutant emissions and lower fuel consumption while maintaining
drivability. This objective has to be combined with air charging and mechanism of emissions post
treatment. The main goal of engine control is to control precisely in the cylinder the timing and the
quantity of fresh and burned gases (Air path) and of fuel (Fuelpath). Air path and fuel path are the two
main resources required to produce an efficient combustion. Note that the quantity of air introduced in

the cylinder is one of the key points to control engine-out emissions [Shen, et al., 2009].
1.3 Automatic control background

If a system has one input and one output, it is called a SISO (Single-Input-Single-Output) system;
otherwise this system is called Multi-Input-Multi-Output (MIMO) system. A MIMO system is
characterized by coupling phenomena that is expressed by the fact that an output is not affected by
only one input but by all inputs. The corresponding plant is not represented by a single transfer
function but by a matrix of mxn transfer functions for a system with m inputs and » outputs. In this
thesis, the particular case where the MIMO system have the same number of inputs than outputs, and
one more input than outputs are considered; in other words, plants represented by matrices with mxm

and nxm (n#m)transfer functions [Wang, et al., 2011].

For systems without coupling, which are easier to analyze and control, SISO classical control theory

can be used to design a controller. For example, Ziegler-Nicols, Chien-Hrones-Reswick, Cohen-Coon,
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Broida, frequential empirical tuning can be used. A way to choose the good method is to solve the
tradeoff between time consuming by adjusting the parameters and the performances of the closed loop
system. PID control, which can be calibrated on-line, is commonly employed in the industry because
of its simplicity. If the synthesis is only based on a nominal, the closed loop system can be unstable
especially for uncertain systems [Horowitz, 1982]. Quantitative Feedback Theory (QFT) is a
frequency domain control design method, which designs a robust controller that considers
uncertainties of the system, but the controller is not always easy to design [Tan, et al., 2003]. Model-
based Predictive Control (MPC) and Internal Model Control (IMC) use an explicit model of the
process directly in the controller. This type of control design is very sensitive to the model of system

like feed-forward control [Doyle and Stein, 1981].

Some of the control design methods cited above cannot be used directly to control MIMO plants due
to matrix representation. Doyle and Stein in [Jain and Alleyne, 2009, Bakule, 2008, Skogestad and
Postlethwaite, 2007] are first concerned by the question of how to achieve benefits of feedback in the
presence of unstructured uncertainty and matrix transfer function. They showed that classical SISO
control ideas of feedback design could be generalized to multivariable systems using singular value

description of matrix transfer function.
Sensitivity function, Complementary sensitivity function, disturbance rejection at plant input function

and control effort function are given in the Fig.1.2.

reference Input output
reference disturbances disturbances disturbances

signal
: w K o

X K A G &

N

sensor noise

Fig.1.2 Scheme of classical SISO feedback with disturbances and noises signals

1

= 14KG (1.1)
KG

T 1tKG (1.2)
K

KS = TiKG (1.3)
G

GS = TTKG (14)

Hence, all SISO closed-loops requirements on S,T, KS and GS can be transformed to MIMO closed-

loops requirements on the singular values of matrix transfer function S,T, KS and GS. The main
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problem that appears is that stability problem simply solved with Bode’s work for SISO systems
(stability related to open-loop gain and phase near the crossover frequency o, where GK (jw,) = 1
will be transformed in a difficult problem on magnitude of the eigenvalues of GK. Direct links
between shaping singular values of GK and the place of the magnitude of eigenvalues of the same
matrix do not exist. Hence, few MIMO control design methods oriented transfer function shaping are
proposed in the literature [Prochazka, 2003]. For example, Linear Quadratic Gaussian (LQG) is an
easy MIMO control method to use, but it lacks robustness to system uncertainty and the control
system has degraded performance [Zames, 1981, Eitelberg, 2007]. The second example is H, and H.,
control. These methodologies are frequency domain control methods, which design the control with
overall MIMO systems, but it is not also sensitive for the uncertainty, which means it can increase the
error via the wrong model identification, and the saturation of the system cannot be well-handed by
them [Chughtai, et al., 2005]. Besides, they often find some very high-order controllers which are

difficult to execute in reality.

Furthermore, in order to deal with the coupling problem of MIMO systems and continuing to use the
SISO control methods, an idea is to classify MIMO systems into two types: small and closely coupled.
For small coupled MIMO system, decentralized control, detuning factor methods [Deng, et al., 2012],
sequential loop turning methods [Huang, et al., 2003, Xiong and Cai, 2006], equivalent transfer
methods [Colin, et al., 2011], multi-SISO methods [Tham, 1999] can be employed. These control
methods design one loop by one loop while considering the coupling. For closely coupled MIMO
systems, decoupling control must be employed. It means that the MIMO system is decoupled into
individual loops, and afterwards, each control loop can be designed separately with ideal decoupling
[Shen, et al., 2010, Cai, et al., 2008], normalized decoupling [Vazquez and Morilla, 2002], simplified
decoupling [Stotsky and Kolmanovsky, 2002, Andersson, 2005], etc.

Decentralized and decoupled methods are used to employ SISO control methods on MIMO systems,
while the coupling is post-treated or prior-treated. Because the broadly use of PID control in industry,
this thesis is focused on decentralized control methods and pole-placement PID to control the air path
of internal combustion engines. MIMO and SISO control have been studied for new technologies of

combustion (HCCI, LTC and PCCI concepts) [Chauvin, et al., 2008, Guzzella and Onder, 2009].
1.4 Application motivations

For the automobile industry, legislation concerning the pollutant emissions of gasoline and diesel
vehicles is more restrictive than never before. Due to improvements of air path [Bordet, 2011] and fuel
path control, pollutant emissions can be regulated up to the requirement of the legislation, with the use
of a Three-Way (HC, CO and NOx) Catalytic (TWC) for gasoline engine. However, for a diesel
engine, in order to meet the legislation only a Two Way (HC and CO) Catalytic converter can be used

because of lean operation of diesel engine (A<1). Hence, a diesel engine generates more NOx than

15



gasoline engine. Moreover, particle matters (PM) are more important for diesel engines than for
indirect injection gasoline engines. Consequently, a pollutant emissions reduction solution has to be
introduced for diesel engines and researchers and engineers are challenged to solve this problem. EGR
valve is a good low cost solution to reduce NOx [Colin, 2006] while Selective Catalytic Reduction
(SCR) is a very high efficiency device to decrease NOx but it is more expensive. Moreover, diesel
particle filters, diesel oxidation catalysts (DOC) [Heywood, 1988] or lowering density and distillation
characteristics of the diesel fuel are used to restrict PM [Yildiz, et al., 2010].

Table.1.1 illustrates the amount of each pollutant emissions for gasoline and diesel passenger vehicles.
From this table, the emission regulation for Gasoline engine does not change between Euro 5 and Euro
6 contrary to Diesel emissions regulation. To satisfy emissions levels of Euro 6 new Diesel engines

must emit 30% less for HC+NOx and 56% less for CO.

Tab.1 EU Emission Standards for Passenger Cars (Category M, *)
Emissions | CO (g/km) HC(g/km) HC+NOx(g/km) NOx(g/km) PM(g/km)

Laws Date (Gasoline) (Diesel) (Gasoline) (Diesel) (Gasoline) (Diesel) (Gasoline) (Diesel) (Gasoline) (Diesel)

Euro 1+  1992.08 2.72(3.16)  2.72 (3.16) - 0.97 (1.13)  0.97 (1.13) 0.14 (0.18)
Euro 2, IDI "1996.02 22 " 1.0 - - " 05 " 07 = = = " 0.08
Euro 3 "2000.02 " 23 " o064 " o020 = - " 056 " 015 " 050 - " 0.05
Euro 4 "005.02 10 Y 050 " 0.0 - = " 030 " 008 " o025 = " 0.025
Euro 5b 200909° 7 1.0 " 0.50 0.10° = - " 023 " o006 " o018 0.005° 0.005'
Euro 6 2014.10 " 10 " 0.50 0.10¢ - - " 017 " 006 " 008 0.005%" 0.005"

*Values in brackets are conformity of production (COP) limits
b. 2011.01 for all models

d. and NMHC = 0.068 g/km

e. applicable only to vehicles using DI engines

f. 0.0045 g/km using the PMP measurement procedure
g.6.0x10'“ 1/km within first three years from Euro 6 effective dates

Table.1.1 The trend of European Pollutant Emissions Standards (Source: Emission

standard, Cars and light trucks, 2012)

From this table we can see that the emission limits for gasoline and diesel cars have been a challenge
to manufacturers since 1992, the implementation of the first Emissions Standard. Facing to this
challenge, lots of advanced technologies have been studied and implemented in engines, such as
injectors, turbocharger, EGR valve, variable intake and exhaust valve timing and common rail. Due to
improvements of electronic technologies, more actuators and sensors are chosen to regulate these
complex systems. Moreover, there are two ways to reduce the pollutant emissions, optimization of the
combustion process and post-treatment, their relative cost and the effect of reduction is shown in

Fig.1.3 [Bordet, 2011].
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Fig.1.3 Relative cost for different reduction solutions in internal combustion engines

Fig.1.3 shows that comparing to the post-treatment, combustion control costs less and can realize until
60% pollutant emission reduction. Post-treatment can achieve up to 100% of reduction, but it costs
much more than combustion control. In order to meet the pollutant emissions standard, both of them

needs to be combined and compromised together in order to optimize the relative cost.

Much of the world’s resources of fossil fuels were consumed in less than two centuries. According to
the American Petroleum Institute, the remaining fossil petroleum will not last for more than 50 years
at the present consumption speed. A solution to this problem is to lower fuel consumption (Fig.1.4)

and to find some other energy to replace this resource.

Consomﬂption (L/100Km)
g 7=

73 73
L7 g 69 68 68
- 5.7
7
=== Gasoline
6 == Dipsel
5
2.1 49 28
4 T T T T T Year

T T
1694 1996 1998 2000 2002 2004 2006 2008 2010 2012
Fig.1.4 Fuel consumption for Diesel and Gasoline engines versus years according to

ACEA (Association of European Automobile Manufacturers)

Carbon dioxide (CO,) is considered the main greenhouse gas after water vapor and is partly

responsible for global warming. Therefore, CO, emissions must be reduced (Fig.1.5).
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Fig.1.5 Estimation of the net CO; reduction resulting from technology deployment in

passenger cars between 2002 and 2010

Overall, the major attention paid to the problem of reducing emissions is beginning to pay on CO,
emissions. Thus, initiatives and objectives that have been established by the European institutions and
governments [Xiong and Cai, 2006, Yildiz, et al., 2010] contribute to reduce the quantity of CO,
produced by the combustion of gasoline and diesel automobile engines. The average slope of decline
of emitted CO, is approximately 30g/km between 2002 and 2010 due to the use of different
technologies. Knowing that approximately 2.28kg of CO, is produced per liter of burned gasoline and
2.6kg per liter of burned gasoil, the only way to reduce CO, emissions is to minimize the fuel
consumption. This thesis proposes a strategy to improve engine efficiency and therefore to optimize
fuel economy. Nowadays, the problem posed to researchers is to find the most favorable compromise,
ecologically speaking, between drivability, performance and pollutant emissions. In order to get a
good compromise, the engine torque has to be regulated precisely [Heywood, 1988].To achieve this
goal the quantity of gas entering the cylinders has to be estimated and controlled [Johnson, 2001].

1.5 Engine system

Fig.1.6 shows the theoretical representation of the Clapeyron diagram from Beau de Rochas cycle
which corresponds to the operation of a 4-stroke engine [Guzzella and Onder, 2009, Colin, et al.,

2007].
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TDC BDC

Fig.1.6 Clapeyron Diagram for Beau de Rochas cycle

This cycle operates on two revolutions (720° of crank angle) and has 4 phases [Heywood, 1988] which
are detailed in the following and on Fig.1.7:

Intake Stroke

The piston descends from a to b, i.e. from the top dead center (TDC) to the bottom dead center (BDC),
corresponding to the opening of the intake valve and the exhaust valve closing at the same time (g).
Due to the increase in the volume of the cylinder a depression is created. This depression facilitates

filling up the cylinder with air-fuel mixture (gasoline engines) or air and EGR (diesel engines).
Compression Stroke

Around b (BDC), intake valve is closing. The piston travels from b (BDC) to ¢ (TDC) so that pressure
and temperature rises and the volume decreases during this stroke. At the end of compression a spark
plug ignites the air-fuel mixture (Gasoline engine) or a quantity of fuel is vaporized into the cylinder

(Diesel engine). At this moment, the combustion is initiated (c¢).
Power Stroke

Combustion occurs and lasts for a very short time where the piston near the TDC. This combustion can
be seen as constant volume combustion (d). Combustion changes the composition of the gas mixture
to that of exhaust products and increases the temperature and pressure in the cylinder to a very high

peak value pushing the piston away from TDC. This is the stroke which produces the torque output of
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the engine cycle. As the piston travels from d (TDC) to e (BDC), cylinder volume is increased,

causing pressure and temperature to drop.
Exhaust Stroke

The exhaust valve is opened just before the BDC (e to f). As the temperature and the pressure are still
higher than the atmospheric pressure, the burned gases are pushed out of the cylinder towards the
exhaust valve. The exhaust process lasts from the opening of the exhaust valve (f) until the closing of
the one near the TDC (g). This exhaust stroke pushes most of burned gas out of the cylinder into the
exhaust system, but some of the exhaust gases are left due to the dead volume. Just before the exhaust
valve is closed completely, the intake valve restarts to open. The intake stroke will begin at this

moment.

On Fig.1.7, the orange area corresponds to the positive work, while the blue area corresponds to the

negative work (due to the pumping loses).

Fig.1.7 Four strokes for a gasoline engine

As we noticed, Diesel engines also have 4 strokes processes. The main difference between
Compression-Ignition (CI) and SI are between compression stroke and power stroke. The ignition way
is different. In diesel engine, there is very little fuel compressed in the compression stroke: only the air
in the cylinder which is compressed to a very high pressure. At one moment, the injected fuel is mixed
with the compressed hot air in the cylinder, the combustion starts instantaneously, it thus does not need

a spark.
1.6 Gas mixing in the cylinder

In order to describe the relation between the fuel and the air in the cylinder, the equivalence ratio of

the combustion ¢ and the relative air/fuel ratio 4 are defined by:
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Mryel

o= W (1.5)
Mair /stoechiometry
s = (22) -
Mfyel stoechiometry
A=¢ 1= ("‘_> scp~t (L.7)
Mfuel

where SCP is the stoichiometric coefficient parameter, which is function of the composition of fuel,

AFR the Air to Fuel Ratio, FAR the Fuel to Air Ratio.

If ¢ is bigger than 1, then the gas mixture is called rich, i.e. insufficient oxygen is present to oxidize
fully the fuel C{Hy into exhaust products such as CO,, H,O, carbon monoxide CO, Hydrogen. If ¢ is
smaller than 1, it is called lean, i.e. with excess of air. To sum up, the combustion process has three
types:

e Fuel-lean mixtures: ¢ < 1,4 > 1

e Stoichiometric mixtures: ¢ = 1,1 =1

e Fuel-rich mixtures: ¢ > 1,1 <1

The stoichiometric ratio ¢ has a very important impact on the pollutant emissions gas in gasoline

engines, this relation is depicted in Fig.1.8.
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Equivalent Ratio

Fig.1.8 Behavior of CO, HC, NOx, CSI, ; and IMEP versus equivalence ratio ¢

From these two figures in Fig.1.8, we see that CO and HC have a different trend than NOx; IMEP
(indicated mean effective pressure: average cylinder pressure over engine cycle), CSI and #; do not

change in the same way in the function of equivalent ratio:
e if ¢ < 0.85, HC reduces by degrees, if ¢ = 0.85, HC progressively increases,

e if¢p <0.77, CO reduces by a small degrees, if 0.77 < ¢ < 0.98, CO almost keeps constant,

if ¢ = 0.98 increases dramatically,
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e if g <0.96, NOx increases continuously until the maximum value; if ¢ = 0.96, NOx begins

to decrease,

e if ¢ <0.75, CSI reduces by some small degrees, if ¢ = 0.75, CSI progressively increases,

i.e., ¢ = 0.75 is the equivalent ratio, corresponding to the minimum consumption

e if ¢ <0.75, 5, increases by a small degrees until to the maximum value 37% (¢ = 0.75), if
¢ = 0.75, n,; progressively begins to decrease,

e if$p<1.2, IMEP progressively increases, if ¢ > 1.2, IMEP progressively increases reduces by

a small degrees.

Therefore, in order to find an optimal value, i.e. a compromise among CO, HC and NOx, equivalence
ratio ¢ is often set to unit for a gasoline engine. Even with ¢ equals to 1, the pollutant emissions still
cannot meet the emissions standards, so that after treatment technologies need to be used. Since year
1981, because the two-way catalytic converter was not able to reduce NOx emissions, the three-way

catalytic converter (TWC) is used which is then detailed.

1.7 Pollutant emission post treatment technology

TWC'’s efficiencies depend on several parameters: temperature, gas flow and equivalence ratio. High
efficiency is obtained where the engine operates around the stoichiometric, e.g. AFR between 14.6 and
14.8 for gasoline engine and this range is a little different for auto gas, natural gas and ethanol fuels,
which requires experimental data while using those fuels. For conventional gasoline vehicles, a

closed-loop control is realized with one or more oxygen sensors.

As we said, TWC system works effective within a narrow range of air-fuel ratios near stoichiometry
for gasoline engines. Hence, to get high efficiency of the TWC, the equivalence ratio ¢p must oscillate
in this stoichiometric band, i.e. the exhaust gas oscillates between rich and lean condition. It is very
important to note that if this band is exceeded or does not reach the minimum level of air/fuel ratios,
conversion efficiency falls very dramatically. Consequently, there are two cases if this right situation

is not satisfied:
o If AFR<14.6 there is less oxygen and the reduction of NOx is not well supported.

o If AFR>14.8 the excess fuel consumes all oxygen, in this case, no exhaust oxygen can be used

for the process of the catalyst, only stored oxygen is available for this process.

These trends can be found in Fig.1. 9. Note that for gasoline, AFR is around 14.7 (14.7g of air for 1g
of fuel). This phenomenon [ Andersson, 2005] is shown and adapted in Fig.1. 9. Facing to this problem,

closed-loop control systems are needed that can deal with this conflict for the effective reduction of
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NOx and HC oxidation. They can prevent the full oxidization of NOx reduction catalyst to occur, but

replenish the oxygen storage material to avoid the fail of oxidation catalyst.
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Fig.1. 9 TWC efficiency versus air/fuel ratio
1.8 Air path

Considering the internal combustion engine control, air path and fuel path are the most important.
They determine the process of combustion. Air path is the path where gases trace from the intake to
the exhaust pipes, so that the air is charging into the cylinders. It includes the turbocharger (turbine
and compressor), throttles, exhaust gas recirculation. In the airpath management, multivariable control
system needs to be used to control these actuators. It manages the air and the residual gases (mass,
pressure and temperature) in the cylinder, which permits the fuel to produce the indicated torque of
engine. The airpath is illustrated in Fig.1.10 for gasoline engine and Fig.1.11 for diesel engine.
Nowadays, the airpath of advanced engine is equipped with turbocharger, pipes, intercooler, intake

throttle, intake and exhaust manifolds, intake and exhaust valves and Exhaust Gas Recirculation.
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Fig.1.10 Classical air path of a gasoline engine with indirect injection
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Fig.1.11 Classical air path of a diesel engine with direct injection

1.8.1 Turbocharger

Turbocharger, which is employed to recover the energy that is lost in the exhaust gases, is made with

two components: turbine and compressor. The recovered energy by the turbine is used to drive the

compressor through a shaft, and consequently, more air is forced into the inlet manifold (the principle

can be found in Annex 5). On turbocharged engines, the turbine is mounted as close as possible to the

cylinder exhaust ports so that the turbine can obtain high temperature (and so high energy)

24



1.8.2 Intercooler

The intercooler is used to cool down the air pressurized by compressor or the recirculated gases, so
that the density of the entering fresh air or the recycled gases is (or are) increased. Hence, the power of

the engine is improved.
1.8.3 Throttle

The throttle is a device that restricts the flow and thus permits to control the manifold pressure and so
the in-cylinder mass. Hence, for a gasoline engine the torque is regulated by the throttle (throttle is
opened depending on the need of engine power). Generally, the throttle is installed after the intercooler
and before the intake manifold. A few years ago, it was directly connected to the gas pedal or the
accelerator via mechanical linkage, and pressing the gas pedal allowed more air to enter the intake

manifold. The throttle is shown in Fig.1.12. Nowadays the throttle is controlled by a DC motor.

Fig.1.12 Throttle

The actuated throttle scaled control variable uy,is the opening percentage from 0% to 100%, which is a
function of throttle's opening angle a with an aperture . It is constrained by the saturation that is

shown in Fig.1.12. A simple relation is defined as

a:uth(g—ao)+ao (1.8)
and the opening area is given by
_ ndfh __ cosa
App = Un—, (1 —Cosao) (1.9)

where dj, is the throttle diameter [Pulkrabek, 2004, Wei and del Re, 2007, Alfieri, 2009].

The nonlinearity of area can be seen in Fig.1.13.
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Nonlinear relation between position and section of throttle

500

450

400

350

300

250

200

Throttle section(mmz)

150

100

50

0 10 20 30 40 50 60 70 80 20 100
Throttle position(%)

Fig.1.13 Throttle openness expressed by percentage and area

From this figure, the throttle area is found nonlinear with its position. A mass flow through this
restriction area can be calculated as following. Considering the flow does not lose its energy while it is
accelerating, all the thermal energy conserved in the flow can be converted into kinetic energy.
Moreover, it is also converted into thermal energy after going through a narrow hole, without the

occurrence of pressure recuperation. In addition, no temperature varies before and after the throttle.

If the fluid that goes through the valve is assumed compressible, Barré S' Venant theory and equations

can be used to describe this valve equation:

Mep (t) = cd.Ath.%cm (1.10)
{ 2 y-1
[ Zli-an 7| i< pe
Crp = 4 (1.11)
y+1
L\/?(%)Z(V_l) if 11 > per
__ Pboost
I =Bt (1.12)
y=2 (1.13)
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v .
2 )y_l{ sonic for Il > p., (1.14)

Per = (m subsonic for Il < pg,

where y is the coefficient parameter of specific heat, ¢, ¢, specific heat at constant pressure/volume,

Tyoost the temperature from upstream of throttle, c; the discharge coefficient, ¢, the mass flow
parameter, I1 the ratio of downstream pressure and upstream pressure, p., the critical pressure ratio, R

gases property.

The surfacic air mass flow is given on example in Fig.1.14.

One example of discharge coefficient for the nonlinear function,Ne=2500rpm
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Fig.1.14 Barré de S' Venant equation

From this figure, surfacic air mass flow (kg/s/m?) is nonlinear with the ratio of downstream pressure

and upstream pressure.
1.8.4 Manifolds

The air charging is important because it influences the engine torque. Unfortunately, the air mass flow
of the cylinder cannot be measured directly. In order to control this important variable, it has to be
equivalently represented. It is hence often represented by the intake manifold pressure. The manifolds

of gasoline and diesel engines are shown in Fig.1.15 and Fig.1.16. This is detailed below.

The pressure of the manifold

The structure of the manifold of a gasoline engine in the engine system is shown in Fig.1.15.
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Fig.1.15 The structure of a gasoline engine intake manifold and cylinder

The manifold of a diesel engine is shown in Fig.1.16:

The calculation of the pressure assumes ideal gases and a constant manifold volume. Hence, this static
pressure in the cylinder is chosen by its average value and calculated by the equation of Mayer (r=c,-

¢,). This pressure is obtained by

p = ZmiT (1.15)

14

where 7" and m;are the temperature and mixing air-fuel in the intake manifold port, » the ideal gas, V'

the volume of manifold.

However, this equation is not related to the mass airflow in the cylinder, another equation is used to

connect the mass airflow, engine speed and manifold pressure, it is given by

Pman = f(mair_cyr N, ) (1.16)

where mg;; ¢, 1s the air mass in the engine cylinder, assuming that there is no recycled exhaust gas, the

temperature T is constant, 7 the constant ideal gas, V the constant volume of manifold in this model.

The estimation of the manifold pressure is provided with:
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dmman

AdPman _ TTiman at
e [Tner_ (1.17)
t .
Mair ey = [, heydt (1.18)
Leycle 260
tTDC = —ZC = _Nenc ( 1.19 )

where mry is the downstream mass airflow of the throttle 1.y is the downstream mass airflow of the
intake manifold. That is to say (thpy — Mgy M) is the airflow inside of the intake manifold. ¢7pcis the

period of one strike,

2:60
Nen

(1.20)

Myir_cy = Mcy-trpe = My

where mg;; ., is assumed constant. The air mass flow downstream of the intake manifold is 11,4y,

and the mass airflow downstream of the throttle is myy. Then, combine the equations ( 1.15 ) to

( 1.20) then the relation of p, . and mg;;, ., given,

. Mair_cy'Nenc . Mair_cy
dpman — TTman(mTH 120 _ TTm‘m(mTH_ 120 )

d t Vman - Vman

(1.21)

With this equation, mg;, ¢, can be controlled indirectly by p which is then controlled by V.

man’®

The structure of the manifold in a diesel engine in the engine system is shown in Fig.1.16.

Fig.1.16 The structure of a diesel engine intake manifold and cylinder
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The estimation of manifold pressure is provided with

My ‘Neng
T (m _%) dTman
dpman _ man\ MTH 120 n TMman at ( 1 22 )
dt Vman Vman

where M4y, is the mass of the flow in the manifolds. With this equation, mg;, ., can be controlled
indirectly by p, ., although it is more complex than in gasoline engine. This function shows the

nonlinearity among p, .. Mgy ¢y and T .

While combining previous equations, p, . has a nonlinearity relationship with throttle position, which
is the control variable that we need to control. In Fig.1.17, the completely static nonlinearity of

manifold pressure is shown in function of the throttle opening.

o Nonlinear relation between throttle position and Pran’ Ne=2500rpm

Manifold pression(Pa)

Throttle position(%)

Fig.1.17 Intake manifold pressure versus throttle opening

Especially, in the figure of throttle position and manifold pressure in Fig.1.17 this nonlinear
phenomenon is more evident. This nonlinear problem is treated by a normalization and linearization

which is discussed in chapter 2.
1.8.5 Waste-gate

Waste-gate is a device that permits to get a predetermined level of boost or to prevent over boosting. It
is used to prevent the very high cylinder pressure. Consequently, the speed of the turbocharger is
regulated via waste-gate by bypassing some of the exhaust gases. Effectively, only parts of the exhaust

gases are employed to drive the turbine to generate additional power, the rest of the exhaust gases are
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directly exhausted to the downstream of turbine. Hence, Waste-gate is used to drive the turbine, hence

the compressor, so that the engine can protect itself.

Waste-gate valves usually are classified into four types: manual, pneumatic, electric and hydraulic; or
they can be separated in two sorts: internal and external waste-gates. Generally, Waste-gate acts on the
boost pressure via a controlled diaphragm with a spring-loaded valve. A turbine with a waste-gate is a
way to avoid damaging the engine. Hence, a waste-gate leakage is a common way to control the boost
pressure. When boost pressure reaches a specified point, the waste-gate is opened to bypass the
exhaust gases The waste-gate actuator is controlled by air pressure supplied by a hose, tapped into
boost pressure reaches at the compressor discharge outlet. One example of real waste-gate valve is

given in Fig.1.18

wastegate
wG

Fig.1.18 Waste-gate in Turbo system

For the description of the flow through the waste-gate, the isentropic compressible mass flows are
used. They are modeled also by Barré St Venant theory and equations (see case 2 of §1.8.3 Throttle),
which are reformed as below, and a simple scheme of waste-gate and turbocharger is shown in Fig.1.

19,
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Case A Case B

Intake Throttle (Th)
Manifold Stnr

Intake Throttle (Th)
Manifold Sir

Pman

WasteGate

WasteGate
; wG

WG
Sondederichesse Sondede richesse

Fig.1. 19 Two cases of the scheme of waste-gate and turbocharger of gasoline engine, p;

and p; are two pressures that are used to control the action of waste-gate
Case 1:
Waste-gate is regulated by p; and p, i.e., Damb, Pman a0d Ppoost
P1 = f(Pamp> Ppoost), While Pamp < P1 < Ppoost (1.23)

Py = [0 gnp> Pman)> While Pman < P1 < Pamp (1.24)
p, and p, are controlled by some electrical valves.
If p,=p,, no reaction, i.e., waste-gate keeps its previous statue.
If p,<p,, waste-gate is going to be closed.

If p,>p,, waste-gate is going to be opened.

Case 2:

Same principal, but the waste-gate is only regulated by p; (p, = P, i-€ Pamb and Ppoost

p, = f(pamb’ Pman) (1.25)

Model of waste-gate flow are given below,

Tty () = cd.cm.Awg.\;% (1.26)
1,5 = Pexe (1.27)

Pex_b

cq is the same which are refereed to ( 1.10 ) and ( 1.14).

Because the waste-gate flow is not measured, it is not possible to validate it directly with the
experiment. The solution is to estimate it with the other variables, such as exhaust pressure or the

speed of turbo.
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This waste-gate mass flow is commonly given by look-up tables as shown in Fig.1.20.
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pressureratio [T,

Fig.1.20 Example of air mass flow through compressor

From Fig.1.20, the pressure ratio is found exhaust mass flow is nonlinearity in function of exhaust

pressure.

The waste-gate of our gasoline engine is a pneumatic waste-gate (case 1), which movement depends
on the pressure of the manifold. To sum up, the waste-gate permits to achieve a pointed dynamical

boost pressure.
1.8.6 EGR mass flow

Assuming the exhaust gas recycled via an EGR valve is in ideal case, i.e. no reverse flow when the
pressure of the exhaust manifold is smaller than the pressure of the intake manifold, and we assume
that no pressure drop occurs over the EGR cooler, for the reason of simplification of modeling. Thus,
this model only introduces the EGR mass flow in the case of assumption above in the range of
identified operating points. The figure of Mg, is shown in Fig.1.21, and the following equations are

presented to describe the EGR mass flow rate and mass flow.
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Fig.1.21 EGR mass flow in diesel engine

The EGR mass flow rate is defined

_ Megr _ _ Megr _ _ Megr (1.28)

Negr : : ; : 3
9 Mman MegrtMmrp Megr+Mgir

where 11,4, 1s intake manifold mixing gas flow, riiyy, the air mass flow before the intake throttle, 1,

the air mass flow in the intake manifold.

Tegr(t) = cq. cm.Aegr.JifoT‘:ﬂ (1.29)
_ Pex.a
Mogy = tete (1.30)

However, because the limitation of high temperature of EGR gas, 1,4, is not proposed to measure,

Mgy OF Ty, is thus proposed to meausre and control. Hence, 1, 4, is calculated by
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megr = Mypan Negr = (megr + mTh)negr = (megr + mair)negr ( 1.31 )

. _ MNegr . _ TNegr .
Megr = 1Z "Mrp = 2 *Mgir ( 1.32 )
1-Tegr 1-Negr

Combining ( 1.28 ) and ( 1.32 ), hence the relation of EGR valve is replaced via m,;, and given by

. _MNegr _ _MNegr . A Pex_a 1
Mair 1~Tegr egr—l_negr Ca-Cm-Aegr- [—R-Tex_a ( 33)

1.9 Torque and work

1.9.1 Torque modeling

In an engine, the torque is the force that combustion generates to force the piston to rotate on the
crankshaft, which is a good indicator of an engine’s ability to power the vehicle. Its unit is N.m or
Ibf.ft. The engine torque T, is a nonlinear function of many variables, such as engine speed ., ignition
advance angle /4 (the angle between the point of ignition and the point of TDC), in-cylinder air and
fuel masses, EGR rate, etc. Hence, it can be expressed as follows. If the amount of mixture in the

cylinder is changed, the engine torque is also changed.

T, = f(IA, Mair cys Meyel cys Wes ) (1.34)

Meyel cy = Mair cy " A+ SCP (1.35)

General for an optimized engine combustion, A is 1, SCP is 14.6 for a gasoline engine, and larger than

14.6 depended on the performance of fuel for a diesel engine.
In order to predict the engine torque, several methods can be concluded:
e Detailed thermodynamic simulations

e (Grid the space of all possible operating conditions, afterwards measurement and computation

in each direction
e Physical equations modeling and computation

In gasoline engine, the torque is regulated via the air mass flow in the cylinder. This air mass flow has
a relationship with intake manifold pressure p,,,,and boost pressure p;,,s;,» Which can be defined as

below,

T = f(mozcylinder’ mfuelcylinder’ mneutralcylinder’ IA’ ) ( 1.36 )

Because A = 1 is needed for the

T = f(maircyunder: ) mneutralcyunder' 14, ...) (1.37)

y=2 (1.38)

35



maircy”nder = f (Pmans ) ( 1.39 )
Pman = f (Pvoost> Arns ++-) ( 1.40 )

From equations ( 1.35 ) to ( 1.40 ) pyoos: and p,,qn can be used to control the amount of air mass flow
inside of the cylinder, i.e., the engine torque if the other parameters are kept as constant. In gasoline
engine, because the torque is regulated indirectly by the intake manifold pressure p;, 45, Which depends
on the area of openness of the intake throttle (7H) given in §1.8.3. The manifold pressure p,,q,
depends on boost pressure p, ., which is controlled by the waste-gate WG. Hence, TH and WG are
employed as the control actuators of gasoline engine in this thesis. The torque is produced via the
combustion in the cylinder, and it is not regulated only by the air mass flow, it is controlled by fuel

mass flow.

As ¢<1 in the diesel engine (lean combustion), the air mass flow also needs to be controlled precisely.
Moreover, the air mass flow and the EGR gas in the cylinder cannot be measured so that equivalent
variables are needed. For this reason, the intake manifold pressure (p;,.,) and air mass flow (Q,;-) can
be considered as the measured variables. In the diesel engine, the torque depends at first order on the
fuel mass flow in the cylinder (refer to the §1.9). In order to control the torque precisely in the diesel
engine, an EGR valve (EGR) and WG are often utilized, 7/ is not employed often in diesel engines,
because of the pumping loss. In this thesis, with and without 7/ are discussed. 7/ can be used to avoid
the wrong backflow problem of EGR. Indeed, for diesel engine, the intake throttle can be used in order
to reduce NOx with EGR mass flow. In this case, the EGR mass flow cannot be cycled into the intake

manifold in two situations:

o if po<Pman, the air and fuel mixture flows enter directly from intake manifold to the exhaust

manifold;
o if poy=Pman, there is no EGR mass flow transformation.

Hence, one of solutions is employing TH to reduce p,,g,until p.,> Ppman, consequently, the EGR mass

flow can be recycled all the time.
WG is employed in diesel engine system that shares the same principle of gasoline engine system.

Regarding the compromise among the fuel economy, pollutant exhaust emissions and performance, the
combustion in the cylinder has to be controlled precisely. That is to say the amount of oxide and the
fuel have to be controlled precisely. Because the amount of oxide accounts a constant percentage of air,
the air is thus considered as the parameter to replace the oxide in the cylinder. Furthermore, because of
the ideal combustion, the fuel and air has to be mixed at some certain ratio according to engine's
characteristics. Lots of researches have dealt with the air mass control, fuel mass control or the relation

of air mass and fuel mass. Because this dissertation is interested in the air path of ICE control, the fuel
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mass control of fuel path is not detailed here. Due to the different ignition of gasoline engine and

diesel engine, these two ICEs are detailed below.

1. The ratio of mass air/fuel

The gasoline engine requires an equivalent ratio ¢ being fixed as 1, i.e. ¢

(AFR) has been studied, and it is now a mature technology. Furthermore, fuel consumption can be

reduced without increasing the power of the engine by turbocharging a naturally aspirated engine and

downsizing the engine. Diesel engine requires ¢ less than 1, i.e. ¢<I. The natural aspirated diesel

engines also are well mastered. In order to realize this aim, the air charging control is one of the most

important variables that must be controlled precisely.

In airpath loop, the compressor drives much more fresh air into the intake manifold. The energy

recovered by the turbocharger is transformed into the manifold pressure to fill air in the cylinder. This

filling air is used to decide the engine torque. This process is shown in Fig.1.15. Hence, the engine

torque’s requirement is function of air mass flow in the cylinder and the advance angle of ignition

(refer to Fig.1. 6), of which determines the efficiency of the combustion, i.e. the consumption of SI

the parameters of mass air filling flow and the

2

engine (Fig.1.8). In addition, for the sake of practice

mass air flow inside of cylinder cannot be measured, an estimated of variable is therefore needed for

their replacements. The chosen torques and engine speeds are shown in Fig.1. 22.
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Fig.1. 22 Relation map of engine speed, airflow mass and torque in a smart gasoline

engine

This figure shows a conventional torque in the function of speed and airflow mass, here the maximum

torque is appears at 83N.m where engine speed is 2500rpm and airflow mass 0.1g/s.
1.9.2 Engine power

It is the power delivered by the engine and absorbed by the dynamometer, which is the rate at which
work is done. Because it is the usable power delivered by the engine to the load, hence, brake power or

“brake” is used also as power. It is defined as the product of torque and angular speed.
P =w,T (1.41)
where w, is the engine speed (rad/s), T is the engine torque (Nm).

Engine torque and power are important variables that are a function of engine speed. They are taken to
indicate the ability of engine’s performance. For a natural aspirated engine, the maximum power and
torque are fixed, but if they are turbocharged or supercharged, these maximum values are increased
due to the additional power derived. The following figure is shows an example of engine power and
torque in a turbocharged SI engine. Normally, the maximum engine power and torque do not arise at

the same operating point.
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Fig.1.23 Engine power and torque curves
1.10 Engine Control System

The Engine Control System includes Air path control and fuel path control. Because of the
introduction of electric and electronic components in advanced engines, the engine control system is

more complex and powerful than ever before, so that the drivability and comfort of passenger cars can
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be improved. Because of the stringent pollutant emissions standards, the requisite of fuel economy and
the performance of the future vehicles, engineers and researchers have brought many actuators into
engine control system. For example, a turbocharger was introduced to improve the fuel economy and
performance. Furthermore, a waste-gate valve, a variable geometry turbochargers (VGT) or a variable
nozzle turbochargers (VNT) is employed to take care of some problems that turbocharger cause. For
example, an electrical throttle is introduced to improve the precision of air charging in the cylinder of
a gasoline engine. And it is also introduced in diesel engines to improve the recycling of exhaust gases.
For example, EGR valve is introduced to reduce the temperature of the combustion, i.e. reduction of
NOx. Consequently, the degree of freedom of engine control system has been increased. The system
thus needs some more powerful control, which takes all of these actuators into account, to meet the

requirements of the control objectives.

Due to these requirements of advanced engines, i.e. pollutant emissions reduction, fuel economy and
engine performance, this thesis introduces one unified robust control methodology. It is used to realize
the whole process of engine control system while considering the pollutant emissions, fuel economy
and engine performances. Because it is unified, it is thus applied both in gasoline engine and diesel

engine with different actuators.

Because the general introduction provides the broad presentation of engine controls, the basic gasoline

engine and diesel engine control scheme are introduced as follows.
1.10.1 Gasoline engine control

The basic control-oriented scheme of gasoline engine control is given in Fig.1.24.

n ) WG
gJ & JAir mass_| Model of boost_sp >
g g set point 1 tak - . Proost =g
Driver | 3 |Torque 73 p Intake Air path o
request] Z° [setpoint g' manifold controller Th ‘P:_;
9& ] Engine - pressure pmanﬁsp - DPman
> @ [speed e

Fig.1.24 Scheme of gasoline engine control

As shown in this diagram, this gasoline engine air path control system is a two inputs two outputs
MIMO control systems. In this scheme, engine torque is the control objective that has to be controlled
precisely. First, the request of driver is translated into torque set point. With this torque set point, the
air mass flow and engine speed in the cylinder are in function of torque set point. It is regulated by
Pman sp manifold pressure and ppyoy 5 boost pressure set point. Then two parts of control variables:
controlled variables p,.., and py..s that are regulated by WG and TH. Hence, the air path control

includes boost pressure control and intake manifold pressure control.
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1.10.2 Diesel engine control

The basic control-oriented scheme of diesel engine control is given in Fig.1.25.

wG |
%} g Fuel masg o Phroost_sp R DPioost >
set point 1r pat . =Y
Driver % Torque 3 P set IZ)int Air path EGR | 5
request] Z° [setpoint| Z° por controller Qpir =4
o] o) . generation | O . =
= = |Engine _ air_sp
> vs} Speed g 7 Th

Fig.1.25 Scheme of diesel engine control with Waste-gate (WG) turbocharger

As shown in this diagram, this diesel engine air path control system is a three inputs two outputs
MIMO control systems. In this scheme, the torque is the control objective that equivalently needs to be
controlled precisely because it is related directly with compromised performance, pollutant emissions

and fuel consumption.

First the driver request is expressed by the torque set point with a supervisor A, which is linked by the
pedal and the ECU lookup table. Then, torque set point is transformed into two different set points:
fuel mass set point and engine speed via another supervisor B. With these two types of set points,
boost pressure ppoos 5 and Oy 4, are used to give the references to the MIMO air path controller. This
air path is operated by the actuators WG and Exhaust Gases Recycled (EGR). It is very important to
note that an intake Th can be used to assure the recycling of the exhaust gases, because the
phenomenon of backflow between intake manifolds and exhaust manifolds. In this case, the system

can be modified as a three inputs two outputs the MIMO system.
1.11 Assumptions and limitations

Advanced engine systems are complicated systems, which contain uncertainty, nonlinearity, saturation,
coupling, etc., and which call for the assumptions and limitations of engine systems. Engine systems
work or operate in various engine speeds, torques, etc., which cause systems to be uncertainty systems.
Because of the physical properties of various different actuators, the output of system contains much
nonlinearity. Moreover, because of the physical limitation of actuators, some actuators maximum or

minimum values are limited to the available area via their saturation area.

1.12 Conclusions

The performance of internal combustion engines is limited by the quantity of gas that the air path can
bring into the cylinder. Turbochargers can increase this amount and it is for this reason that they are

now commonly used, sometimes in combination with other components (waste-gate for example). If a
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system is a multi-variable system, and if it contains several inputs and several outputs, this kind of
system is Multi-input-multi-output system. This kind of system has coupling, and it comes from the

different loops.

This chapter introduces the general presentation of internal combustion engine vehicles' opportunity,
which shows the ICE still determines the vehicles marketing. However, challenges also exist, because
more stringent and higher requirements are in pollutant emissions, fuel consumption and performance.
Due to the different physical characteristics of different engines, these challenges should be treated
differently. The motivation of this thesis is to employ the turbocharged engines to realize these
requirements both in gasoline and diesel engine. It is chosen to reduce the pollutant emission while
keeping the same engine's performance. Moreover, because of the vital importance of air path control
in internal combustion engines, it is consequently taken as the control strategy of this thesis.
Furthermore, due to the different physical control scheme of gasoline engine and diesel engine, they

are explained more in control principle. Later, some assumptions and limitations are presented.

Chapter 2 presents the unified control methodology, chapter 3 employs and applies this methodology
into a gasoline engine simulator, and chapter 4 applies it on a diesel engine simulator, next then on a
diesel engine test bed. With the validation of gasoline and diesel engine systems, this methodology can

be proved to be a unified robust control methodology in internal combustion engines.

These systems have the disadvantage of slowing the dynamics of filling-up the cylinder. The
associated control strategies must fully exploit all dynamics of this complex system to ensure the
power demand of the driver. This thesis proposed a unified simple control strategy to solve the
problem of control systems for turbocharged engines. This unified control methodology is presented in
chapter 2 and was applied to a turbocharged gasoline engine (Chapter 3) and a turbocharged diesel
engine with exhaust gas recirculation (Chapter 4). The approach proposed is to simplify the design of
multivariable control strategies for classical turbocharged engines. Experimental results are provided

to demonstrate the relevance of the approach.

41



42



CHAPTER 2  Sequential robust control

design methodology
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2.1 Résumé

Ce chapitre propose une méthodologie unifiée de commande robuste qui peut étre utilisée pour réguler
les systemes multivariables carrés et non-carrés. Aprés avoir montré la structure générale de la
méthodologie, nous avons détaillé chacune des étapes de cette derniere. Apres avoir concu un
modele de validation basse fréquence 0D, un modele boite noire fréquentiel est congue sur la
base de résultats de l'excitation temporelle du systéme a controler et de la normalisation des
données. Ce modeéle fréquentiel est par la suite utilisé pour procéder a 'analyse approfondie des
propriétés structurelles des systémes MIMO non linéaires. La décomposition en valeurs singuliéres
permet de connaitre les directions prépondérantes de notre systéme multivariable et le degré de
complexité qui est nécessaire pour controler les différentes boucles du systéme. Le « condition
number » aide a comprendre le degré de sensibilité de notre systeme vis-a-vis des incertitudes non
structurées. Cet outil montre aussi que 'étape de normalisation est un moyen de réduire les valeurs
du « condition number » et donc de réduire la sensibilité¢ a l'entrée des incertitudes non structurées. Les
outils RGA et bande de Gershgorin permettent de trouver la forme du régulateur pouvant étre utilisé
pour controler le systéme et, par conséquent, la stratégie de controle a mettre en place. Avec cette
information, une méthode de conception de commande peut étre proposée. Finalement et en raison de
sa simplicité, la méthodologie de placement de pdles est présentée et utilisée pour synthétiser des
régulateur PIDA. La partie accélération est ajoutée au régulateur PID classique pour former des PIDA
et permettre d’appliquer la méthodologie de placement de pdle sur des systémes ayant un ordre
inférieur ou égal a 3. L’autre avantage notable de ce type de régulateur simple concerne la facilité
d’'implémentation sur les systéemes réels. Par la suite, la stabilité robuste des systémes SISO et
MIMO est présentée.

2.2 Introduction

In Automatic control, many systems have several inputs and several outputs. This type of
systems are much difficult to analyze and control because one input does not affect only one
output, which is named coupling phenomenon [Guzzella, 2007]. The control theory for Single-
Input Single-Output system is well developed contrary to those of Multi-Input Multi-Output
systems. Hence, it is quite interesting to apply this theory to control MIMO plants. In the
literature, a method called sequential multi-SISO is developed to control MIMO system with
small coupling.

Due to physical characteristic of the plant, uncertainty is one of its important features, no matter
SISO or MIMO systems. If this characteristic is not considered during the control design process,
the accuracy or/and stability of the controlled system cannot be proved or maintained for all the

operating point or uncertainty issue (if we consider one operating point).
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Considering engine control, an operating point is defined in torque and speed. Uncertainties
come for example from actuators and sensors nonlinearities. The driver demand is translated
into torque demand at a given engine speed. This torque demand and engine speeds are inputs
of a subsystem that converts them into air and fuel mass in cylinder set-points. Those quantities
are converted into pressure set points. The nonlinearity of the actuator induces that one
operating point can be obtained with many actuator set points. In addition, to satisfy all new
control laws on pollutant emission and fuel consumption the engine systems comes to have
several control variables (Exhaust gas recirculation, Throttle valve and waste gate actuator).
Due to the definition below this system is a MIMO nonlinear and uncertain system. Coupling
phenomenon and nonlinearity can bring some accuracy and instability problems. For reasons of
system's robustness against uncertainty and coupling, a robust control design is necessary to
ensure performance (accuracy and stability) in all conditions and operating points.

Furthermore, complexity of control engine system increases proportionally with control
variables and/or objectives to satisfy. Due to the different type of combustion process and
number of actuators and sensors used between spark ignition (SI) and compression ignition (CI)
engine, many control process and control methods might be used. However, the control
objectives what the engineer wants to satisfy do not differ whenever the engine (SI or CI).
Indeed, those objectives are minimization of fuel consumption and pollutant emissions.
Considering that and reason of robustness and cost, it will be interesting to develop a unified
sequential robust control methodology that can be used in SI and CI engines. This methodology
is detailed into this chapter and includes five parts: Input/output definition (A), System
modeling (B), System Analysis (C), Control Synthesis (D) and Validation (E). The entire design

process is summarized in Fig.2.1.
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2.3 System modeling

Our objective is to control a system which can meet a desired performance under some
constraints. A classical engineer control approach to developed new control strategies for engine
vehicles is an iterative process containing:

Understanding of the system based on a complete physical representation of the system,
Proposition of a control strategy based on a reduced model with simplified equation,

Validation of the strategy on the simulator relying on a much more detailed physics,
Experimental validation.

Hence, for step 1 to 3 some sort of model of system needs to be created to simplified the
engineer work. These models are usually mathematic equations and this type of control
strategies is called Model-based control design. Three kind of model can be discussed:
Non-thermodynamic model: Usually named black-box model, it is not based on physical
equations but just on experimental data and leads to an input-output model.

Semi-physical model: It is the modeling method that based on physical principles and
experiments to identify all parameters of the plants. This kind of model is named gray-box
model.

Thermodynamic model: Based only on physical and mathematic equation, no experiments are
needed. Generally used to find a model for nonlinear system they are usually called white-box

model.

The type of model used will depend on a time share that we can loose to create this model and
secondly on the degree of precision that is desired. Steps 1 to 3 can be done with different kind
of model. Steps 1 and 3 require a physical model or semi-physical because they are steps where
simulation results must be as close as possible to the real system. Consequently, to this step we
need to create a gray-box model. To step 2, it does not require to have a physical model but just
an input-output model with faithful behavior of the system. Generally speaking, engineer in
charge of developing a new strategy to control an engine makes these three stages of design with
the same gray-box model. That will contribute to great loss of time because it generates many
round-trip between stages of modeling, design and validation. Indeed, a behavior previously
neglected during stages of design and modeling stages may be blocking during the validation
step. In this case the process must be repeated from the beginning. Applied to engine control and
more precisely to Air-path control the problem is more complicated because the system is highly
non-linear and composed with a large number of complex sub-systems. To reduce the design

time of control laws we propose to develop two models:
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The first one is a validation and understanding oriented model. It will be a gray-box model based
on physics equation whose parameters are calibrated and estimated using data from the test-
bench.
The second one is a control oriented model. It will be an input-output model or black-box model
obtained by exciting the real system with particular signals. This model will be easy to obtain.
2.3.1 Gray-box model oriented understanding and validation
As mentioned above, the first stage of the proposed methodology is to create a gray-box model
of our system. This model will be used to understand the real system and validate control
strategy before try it on the real system. The type of model, its structure, its architecture and its
complexity depends on the objectives and constraints to satisfy. Generally speaking, for the sake
of engine control design validation (simulation and experiment), the engine control model can
be classified into two types: high-frequency model and low-frequency model. They are described
with more details in [Colin, 2006]:
High-frequency Model: It is the model which simulates the variables in the engine cycle. It is a
precise but complicated calculation model, which is able to deal with these variables that cannot
be measured easily or non measured variable, for example, the in-cylinder pressure.
Low-frequency Model: This is a mean value engine model (MVEM) used often for the validation
of air-path control design of an engine system. This model is usually calibrated using data from

test bench.

If we consider the dimension of the model, engine control model can be classified by zero-
dimension (0D), one-dimension (1D) or three-dimension (3D) models. Summarized in
[Heywood, 1988, Colin, 2006] these engine control models are also detailed as following:

0D model: It is the model which does not consider the spatial space. It takes simple flow models
in cylinder, and has been extensively being used due to their models, i.e., short calculation time
and less storage in computer. It has been successful to modeling the air/fuel ratio, EGR rates,
fuel compositions and other operating parameters in internal combustion engine[Mo, 2008]. It
cannot predict the emissions and completeness of combustion precisely, because it cannot easily
capture the all/piston quenching effects. Furthermore, the mixing process cannot be captured
during its induction [Shah, 2009].

1D model: It considers the acoustic and the gas inertia along one direction. It thus brings a better
accuracy. The overall dynamic characteristics of intake and exhaust flows can useful be studied
with 1D unsteady fluid model. Consequently, it can improve the accuracy of engine control
model because of additional model parameters.

3D model: It is overall complicated physical model that takes three-dimensional for gases’

propagation for modeling combustion. Evidently, it provides the best accuracy of modeling and
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simulation. However, it increases the computation time and storage space. Hence, it is not too

practical in engine control modeling [Shah, 2009]

In our case, a gray-box model is used to validate our control law. We want to build a control law
for the air-path of diesel and gasoline engine therefore spatial dimensions are not interesting for
us and we just need to have a very high precision on the amount and proportions of air that
filled-up the cylinder and passed through the exhaust valve. Consequently we choose a gray-box
0D low frequency model that we will build in parallel of the black-box model (oriented control
design). First time-savings is in this stage since choosing two models (one oriented design of the
control law and the other oriented validation) allows combining and optimizing time needed for
design.
2.3.2 Black-box model oriented control system: frequency identification

In parallel to this step we will also design an input-output model of the real system. To do that
and obtained their original information (dynamic and static properties) we used particular
signals for exciting all actuators and we captured all sensor signals. To a multivariable the
process will be made sequentially. After exciting the first input with a particular signal (multi-sin,
PRBS or SBPA) and the other input with a constant value provided by look-up table we collect all
the output of the system. This work will be re-applied for each input of the system (Fig.2.2 and
Fig.2.3). Section A details excitation signals used. Section B show some linearization and
normalization process which will be useful to compare with input and output variables for
different operating points and to design a linear controller for a nonlinear system. According to
the previous step, a set of input-output frequency response can be obtained and a linear nominal

model can be computed (section C).
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a. Signal Excitation

The systems respond to different sorts of input excitations in different ways. Observation of
nonlinearity, characterizing or quantifying problem of the system lead to some excitations which
are better to others. To derive the dynamic and static information of the system, the excited
signals should be chosen between frequency modulated sinusoid (Chirp), pseudo-random

binary sequence (PRBS) signals, and sum of sinusoids at different frequencies signal (Multi-sine).

Those signals are presented in this section and a temporal representation is shown Fig.2.4.
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Fig.2.4 Temporal representation of three available signal excitations

Chirp Signals
This form of excitation is sinusoid signal with varying frequency. It can be effective in detecting
nonlinearity and combines the frequency range. Chirp excitation can be linear or nonlinear. The
nonlinear chirp signal can be designed to have a specific input power spectrum, within which
can vary at given frequency range. This simplest form of chirp has a linear sweep characteristic

so the signal takes the form
f(t)=Fsin(oz + p*) (2.1)

where « and 3 are chosen as proper start (minimum frequency) and end (maximum frequency)

frequencies. At any given time, the instantaneous frequency of the signal is

a)(t):%(at+,6t2):a+2,6t (2.2)

PRBS Signal
PRBS is one of binary sequence signal which is frequently used for the characterization of high-
speed digital /0 interfaces. Because it is one form of noise, a discrete binary signal that switches
between -1 and 1, and has ideal spectral properties. It can be easily generated in the laboratory.
The actuating signals are of the ON-OFF type and where both the spectrum and the amplitude
probability distribution of the test signal are important. Due to its simple hardware
implementation, PRBS are used frequently in test and measurement equipment. PRBS codes are

known as Maximum length Sequence codes or m-sequences.
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Multi-sine Signal
[t is a superimposing of a finite number of sinusoids which covers the frequency band from the
minimum frequency to maximum frequency. A multi-sine signal is the sum of harmonically

related sine waves

u(t)zuO+ZF:Acos(27;7’kt+0k) (23)

where u(?) is the excitation signal, up the average value, 4 the amplitude, Fthe total number of
cosines, k& the natural number and f#-=/#, [, € N the exciting frequencies, £ the sampling
frequency, and Gxthe variable phase:

0, =—k(k-\)r/F (2.4)

The maximum signal time is determined as T = 5f,,,%.. To avoid leakage effects, only sine waves
are received that are periodic with 7, wherefore £ and fn.xmight be slightly modified. The
deviation between the frequencies in use is Af = 1/T. The signal amplitude is not normalized
but can be easily scaled utilizing the linear character of the signal.

The exciting signal frequencies f# are chosen from £y, Hz to fn.x Hz, depending on the system’s
effective response frequency range, £ is set by the Shannon theorem, the amplitude 4 and the
average uo are chosen as a function of the system’s constraints, such as saturation requirements
and noise level [Colin, et al,, 2011].

b. Data treatment

Afterwards, linearization and normalization is employed to treat those data and obtained from
the original nonlinear system only temporal data with small variation around a constant
nominal point (obtained from system's operating points). For all operating point these variables
will be much easier to compare. Nevertheless, it is vital that the normalization does not change
the fundamental systems characteristics such as stability and input-outputs behaviors [Guzzella,

2007].

Normalization
A nonlinear system is a system which can be defined by a set of nonlinear equations, which may
be algebraic, functional, ordinary differential, partial differential, integral or a combination of
these. It is one system that cannot satisfy the superposition principle; its output is not directly
proportional to the input [Drazin, 1992]. Consider that our nonlinear system is governed by a

ordinary differential equations (ODE):

52



%¢@=f&mw@)
W) = g(=(0),v(1))

(25)

where z(t) is state variable, ¢is time variable, v(%) and w(%) are the input and output variables,
respectively.
Generally to time-varying systems, all states variables z(%) of the system vary around a nominal
constant point zp and all inputs v(%¢) and outputs w{¢) vary around nominal constant vy#0 and
wy#0. Those constants are associated to the nominal point z.
The normalization consists of replacing z(%), v(t) and w(t) through the transformations :
z(t) =z, - x(1)
v(t)=v, -u(t) (2.6)
w(t) = w, - y(1)

where zis the nominal point, vpand wy are the nominal constant input and output, respectively
and x(¢) are the states, u(t) the input and p(¢) the outputs.
Due to this treatment, the new variables x(%), u(t) and y(t) will have no physical units and will be

closed to zero. The derivative of normalized level variable will be:

d d

%Z(t) = ZO '§X(l‘)

?v(l‘)zvo -%u(t) (2.7)
EW(” =W, -Ey(t)

Because systems that we want to control are always nonlinear and measurement noises [Garcia-
Nieto, et al.,, 2008] choosing one way to simplify data collected from the system to found the
black - box model will be very proper and useful. The following normalized system can be then

considered and the normalization process is illustrated in Fig.2.5:

-%nn=ﬂ&@mm)
(1) = go(x(0),(1))

(2.8)
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Fig.2.5 The normalized input u(?) and output y(?) of system

Linearization

It refers to finding the linear approximation to a function at a given point. In the study of
dynamical systems, linearization is a method for assessing the local stability of an equilibrium
point (x5 ug) of a system described by a set of nonlinear differential equations or discrete
dynamical systems[Milnor, 2000]. If this equilibrium point has been used to normalize the
vector z(t) and the scalar v(¢), then the elements of the vector xpand scalar uyare either 1 or 0. If
only small deviations from the normalized equilibrium points are analyzed, the following new
variables can be used

X(1) = xo + Se(t)with|&e(t)| << 1

u(t) = uy + Su(t)with|u(r)| <<1 (2.9)

¥(t) =y, + () withld(1)] <<1

Due to the usefulness of normalization, it is important to mention that the normalization make
the variables of linearization easily defined for small differences. Using Taylor series, the
equation ( 2.9 ) can be expanded as follows,

)
ox

-a‘x(t)+%ﬁ -Su(t) +9(2) (2.10)

X=X, U=l

d
E@c(t) =

X=X, U=l

The last term ¢ (2) represents the influence of all higher-than-linear terms.

el

[0 ] +

(2.11)

This term can be neglected when the equation of ( 2.9 ) is met. [Guzzella, 2007]. The

linearization is illustrated in Fig.2.6.
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Fig.2.6 The normalized input u(?) and output y(?) of system
Describing a real dynamic system using a normalized and linearized mathematical model is
convenient for analysis and synthesis of appropriate control systems. However, the controller
obtained with this normalized and linearized system cannot be directly applied to the real
system. Therefore, normalization and de-normalization blocks have to be added on a classical

closed - loop control scheme.

De-normalization

The de-normalization is seen in equations ( 2.12)

w0 =1+ 20

u(ty=1+20 (2.12)
Vo

yo) =1+

d d
—x.()=—2z.(t)/z.
dtx’() dtzl() Zi0

d d
Eu(t) = Ev(z‘)/v0 (2.13)

d d
— () =—w(t)/
dty() dtw() W

Finally, the scheme of normalization, linearization, de-normalization is shown in Fig.2.7 where

Xo(t), up(t) and yp(t)are chosen as 1.
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Fig.2.7 Scheme of the normalized and linearized system
Normalization and linearization of the input is given by equation ( 2.14 ), de-normalization of

the output is given by equation ( 2.15),

Yo
ou(t)=u, "0 (2.14)
w(t) =wy (v, + (1)) (2.15)

c. Frequency response and nominal frequency identification

In order to describe the system in the frequency domain, a fast Fourier transform is performed
on the temporal and normalized data. To obtain the final frequency input-output model of the
system cross-correlation, autocorrelation energy and power spectral density functions must be

used. All those functions are presented here.

Cross-correlation
It is used to give an idea about the power of diversity of signals, and it is associated with energy

and power signals [Shmaliy, 2006]. It is defined as:

oo

D (0)= j x()y (t—6)dt (2.16)

where @is cross-correlation, x and yare two different shift signals, &is phase, tis time.

Autocorrelation
It is the cross-correlation of a signal with itself, which is used to find signals with repeating
patterns or/and signal influenced by noise, or identify the missing fundamental frequency in a
signal simplified by its harmonic frequencies [Wikipedia, 2012]. It is defined by[Salivahanan and
Vallavaraj, 2000],
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R_(0)= Tx(t)x*(t —0)dt (2.17)

—oo

Energy (Power) Spectral Density

It is used to give the power carried by the signal which is defined as following,

E{R,.(0)}= [R.(0)e*d6 = X(jw) X" (jw)=|X (jw)f (2.18)

The phenomenon of aliasing
It occurs if the sampling frequency is less than two times the frequency maximum of the real
system. This sampling frequency is called under sampling. It means the signal has a
corresponding attenuation of amplitude in the frequency domain, which is calculated by energy
spectral density[Marques, 2010]. However, this is not a good signal to be chosen as an excited
signal. The following Fig.2.8gives one example about Chirp, PRBS and Multi-sine excited signals'

energy spectral density.

Application: how to choose the best signal while considering noise?
In order to validate the process of finding the frequency response of temporal signal we applied
this process on the three different signal presented in section A. Using equation ( 2.16 ) to ( 2.18)
the energy spectral densities of PRBS, multi-sine and chirp signals are computed in the desired
frequencies [0.1Hz 10Hz]. As a result we can see Fig.2.8 that multi-sine signal generates less
numerical noise than the other excited signals, thus it is an ideal signal excitation for system's

modeling and identification.
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Fig.2.8 Responses of three signal excitations
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After that the nominal process is chosen using the following equation:

G,.,(jo)= G(jw);m,‘v’w (2.19)

where Guom(jw)is the nominal process, G (jw) is the maximum of gain for all process at a given

frequency, and G (jw) is the minimum of gain for all process at a given frequency. Simple linear

models are finally obtained by minimizing the loss function with the sum of square
errors( 2.20), which is available in the system identification toolbox of Matlab®. There should be

one model that can represent the nominal diagonal process of Guom(jw) well.
eli)= (i)~ (i) (220)

where eis computed as the difference between the measured process output y(7) and the model
output y(i) for a given number N of training data samples /=1,.., N (Nis called training data set).

It is shown in Fig.2.9.

n(i)

\ 4

Process

u@

\ 4

Model f{u, 6)

y(@)
Fig.2.9 Process and model identification

2.4 MIMO system analysis

In order to analyze the coupling and uncertainty of the system, one systematic analysis
methodology is proposed using Condition Numbers (CN), Relative Gain Array (RGA), Gershgorin
Bands (GB) and Column Diagonal Dominant Degree (CD3) tools.

2.4.1 Singular Values (SV)
Singular values are used to obtain reliable information about the plant principal gains of the
system and indicate the largest and smallest gains for any input direction [Skogestad and
Postlethwaite, 2005]. It is also one way to study the effect of input uncertainty.

Definition 1: Singular values are the square roots of the largest eigenvalues of the system:
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0,(G(jw)) = 4(G(j®) * G(jw)) =4 (G(jw)G(j @) * (2:21)

A is the eigenvalue of G(jw)* G(jw)* and G(jw)G(jw)* G(jw)*s the transposed and conjugate
matrix of G(jw)* O, is the f singular value of the system. SV can be computed using several

methods like eigenvalue ( 2.22 ), singular value decomposition ( 2.23 )or norm method.

a. Singular value Decomposition (SVD) method

The singular value decomposition method applied on a mXm real or complex matrix ¢ is a

factorization of the form:

G(jw)=U(jo)Z(jo)y" (jo) (2.22)

where U(jw) is a mxm real or complex unitary matrix, 2(jw) is an mxm diagonal matrix with

nonnegative real numbers and V*jw) (the conjugate transpose of Ijw)) is a mXxm real or
complex unitary matrix. The diagonal entries 0, of 2(jw) are known as the singular values of ¢
[Wall M. E,, etal., 2003].

2(jw) = diag(0,(j®),0,(j@),....0 ;, (j@)) (2.23)
with

0,(j@) 2 0,(j@) 2.0, (j@) (224)
b. Norm method

Gl
0,(G(jo) = |G(j, (jo)|, = ” (||va();c,)()]||w)”2 (2.25)

Where vi(jw) is the &h columns of V(jw)named the input principal directions. This array has the
special property that their gains are precisely the corresponding singular values. Consequently,
the output response corresponding to the &h columns of U(jw) equals to G(jw)v, (jw)in fact will
be equal to o, (jw) times the &% column of U(jw). The columns of U(jw) are commonly named
the output principal directions and the g, (jw)the principal gains [Skogestad and Postlethwaite,
2005].

c. Maximum and minimum singular values.

They can be shown that the largest gain for any input direction is equal to the maximum singular

value:
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0 =0,(G) = max ||Gv||2 = max”Gv”
! I [

(2.26)

And the smallest gain for any input direction (excluding the “wasted” inputs in the null space of

G for cases with more inputs than outputs) is equal to the minimum singular value

Gz(T(G):nﬁnW%ﬂzznmmGﬂ| (227)
- oy, b=t

Thus, for any vector d, we have

1

Q&HS”

f 2 <5(G) (2.28)

1,

Defining u, = u,v; = v,u, = u and v, = v, then it follows that

Gv=o0v, Gv=o0v (2.29)

The vector v corresponds to the input direction with largest amplification, and u is the
corresponding output direction in which the inputs are most effective. The directions involving v
and u are sometimes referred to as the “strongest”, “high-gain” or “most important” directions
(Fig.2.11). The next most important directions are associated with vzand uz and so on until the

“least important”, "weak” or “low-gain” directions which are associated with v and u[Skogestad

and Postlethwaite, 2005].

SV
- o
principal gains in each diagonal direction (biggest) eprincipal gains in each diagonal direction (smallest)
*The largest gains *The smallest gains
*the degree of complexity required to control the different| *the degree of complexity required to control the different
loops (easiest) loops (hardest)

Fig.2.10 Scheme of SV

2.4.2 Condition Number (CN)
Condition number is a way to quantify the degree of directionality, and it is rigorously related to
system error sensitivity and robustness, but it is scale dependent[Grosdidier, et al., 1985]. A
large condition number indicates sensitivity to unstructured uncertainty. It is a measure of the
sensitivity of the solution to system perturbations. Hence, it is a possible measure of the

difficulty of controlling the system.

Definition 2: the condition number »(G)is defined by
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HG) = (G)/ a(G) (2.30)

If y is large (normally larger than 10), we say that it is ill-conditioned; and if y is smaller (near

1), we say it is well-conditioned.
The CN depends strongly on the scaling of the inputs and outputs. To be more specific, if D(s)
and Dy(s) are two diagonal scaling matrices, then the CN of the matrices G(s) and D/(s).G(s).Do(5)
may be arbitrarily different. In general, the matrix &(s) should be scaled on physical grounds, for
example, the system can be divided each input and output by its largest expected or desired
value.
The CN has been used as an input-output controllability measure, in particular it has been
postulated that a large CN indicates sensitivity to input unstructured uncertainty and may
indicate control problems:

- Alarge CN may be caused by the smallest value of SV, which is generally undesirable,

- A large CN may mean that the plant has a large minimized CN, or equivalently, it has

large RGA elements which indicate fundamental control problems,
- A large CN does imply that the system’s control performance is sensitive to
“unstructured” (full block) input uncertainty (e.g. with an inverse-based controller).

A worst case analysis is particularly useful for ill-conditioned systems in the cross-over
frequency range. This is due to the fact that such systems may provide large difference between
nominal and robust performance.
Because of the dependence of CN, the best scaling matrix can be used to optimize the system,
which lead to optimal condition number (OCN) tool. OCN is scale independent; it is used to find
the minimum condition number over all possible scales by adding two diagonal scaling matrixes.
This tool eliminates the scaling step necessary if we use the condition number tool only.

Definition 3 (Optimal Condition Number)

¥ (G)=min y(D,GD,) (231)

where Dpand D;are diagonal scaling matrices.

The OCN can also be computed by

7' (@) =[], +la]," -1 (2.32)

[| A |]izz Induced 1-norm (maximum column sum) of the RGA-matrix (see following section for
the definition of RGA) of G [Skogestad and Postlethwaite, 2005]. Besides, it is important to note
that if OCN is large that implies large elements in the RGA [Grosdidier, et al., 1985].
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Fig.2.11 Scheme of CN

2.4.3 Relative Gain Array (RGA)
RGA is an indicator of sensitivity to uncertainty for a coupled system. It measures the degree of
interaction or decoupling, in order to detect the potential difficulty of achieving robustness
considering a diagonal multiplicative uncertainty at the plant input [Skogestad and Havre, 1996].
[t provides a way of finding the desired pairing between controlled variables and manipulated
variables [Skogestad and Postlethwaite, 2005]. The RGA, which is scale independent [Grosdidier,

etal, 1985] is defined for a square system.

Definition 4: The relative gain array (RGA) of a nonsingular complex matrix G is a complex

matrix, which is defined as [Skogestad and Postlethwaite, 2005]:

ANG(j®) = G(jo)x(G(j®) ) (2.33)

where G(jw )is a MIMO system at frequency w, X represents element-by-element multiplication
(Schur product) and G(Gw )’ is the inverse of G(jw ) (pseudo-inverse for non-square matrix).
The RGA matrix has number of interesting algebraic properties, of which the most important
properties:

- itisindependent of input and output scaling,

- itsrows and columns sum to 1,

- the RGA is the identity matrix if G'is upper or lower triangular,

- arelative change in an element of G equal to the negative inverse of its corresponding

RGA element, g; =g, (1-1/4,) yields singularity,

- plants with large RGA elements are always ill-conditioned, but the reverse may not hold,
- large RGA elements (larger than 10) at important frequencies for the control design
indicates that the plant is fundamentally difficult to control due to strong interactions

and sensitivity to uncertainty,
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- diagonal input uncertainty is usually of more concern for plants with large RGA elements,
- if the sign of an RGA elements changes as we go from s=0 to s= oo, then there is a RHP-
zero in G or in some subsystem of G.
The usefulness of the RGA is summarized as two pairing rules:
Pairing 1: prefer pairings such that the rearranged system, with the selected pairings along the
diagonal, has an RGA matrix close to identity at frequencies around the closed-loop bandwidth.

Pairing 2: avoid pairing on negative steady-state RGA elements as possible as one can.

Generally speaking, for a general square or non-square matrix which can be utilized the

equations as follows,

J 2
>4, =[er], <1 (2.34)

<1 (2.35)

Zj]:/lf =Je;w.

Here V, contains the r# input singular vector for ¢, and e;is an m x 1 basis vector for input
e~[0..010 ... 0]T where 1 appears in position j. W, contains the first r output singular vectors
for G and e;is an1x 1 basis vector for output w7, ¢,=[0...0 1 0 ... 0]T where 1 appears in position
L

From this it also follows that the rank of any matrix is equal to the sum of its RGA elements. Let

the /x mmatrix Ghas rank r; then

> 4;(G)=rank(G) =r (2.36)

The Non-square RGA matrix has two most important criteria to pair the inputs and
outputs[Chang and Yu, 1990]:

- Input selection criteria: the input selection criterion is based on the sum of 4 columns.
The th input is considered effective if the sum of the / column is large and vice versa.
Therefore, the input that corresponds to the column with smallest sum can be eliminated.
For m > n, NRGA is input scaling dependent,

- Output selection criteria: the output that corresponds to the row with smallest sum can

be eliminated. For n > m, the NRGA is output scaling dependent.

The way to use this tools to determine if the controller must be centralized or decentralized is

detailed in Fig 12.
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Fig.2.12 Scheme of RGA

2.4.4 Gershgorin Bands (GB)
For a MIMO system, the Gershgorin bands theory is a way to determine the coupling grade and
the stability. If the Gershgorin bands are thin and exclude the critical point -1, the system G(s) is
diagonally dominant and stable. It can then be considered as a decoupled system and so a

decentralized controller will be sufficient [Garcia, et al., 2005].

Definition 6: In mathematics, a matrix is said to be diagonally dominant if for every row of the
matrix, the magnitude of the diagonal entry in a row is larger than or equal to the sum of the
magnitudes of all the other (non-diagonal) entries in that row. More precisely, the matrix G is
diagonally dominant if

|gii| > Z]¢L|g1]| forall i (2.37)
Where gjdenotes the entry in the /## row and j# column of ¢'[Gene and F. Van., 1996].
Definition 7: Let & is a complex mxm matrix, with entries v; For i{l,..,n}, let

R; = Zﬁl’i¢j|gi,j(s)| be the sum of the absolute values of the entries in the 7 row. Let D(g; &) be

the closed disc centered at gywith radius R: Such a disc is called a Gershgorin Disc[Gershgorin,

1931].
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Fig.2.13 Nyquist plot of Gershgorin bands

Definition 8: On the Nyquist diagram of gji(s), on each point a circle with a radius of
min(zyiulegi,j(s)|:Zﬁ1,i¢j |gjics)|) is super imposed, which corresponds to the effect of the
non-diagonal elements. The bands obtained in this way are called Gershgorin Bands [Skogestad

and Postlethwaite, 2005].

Theorem 1: if the Gershgorin bands centered on the R; exclude the origin (i.e. G(s) is column

diagonally dominant), the system is stable if and only if:
2in(gii) = —Po (2.38)

where giis the diagonal matrix, n is clockwise encirclements of gj;, po is the number of poles of

the closed loop system in the right half plane.

Theorem 2: f the Gershgorin bands centered on the /; exclude the critical point -1 (i.e. G(s) is

diagonally dominant), the system is stable if and only if:
2in(ly) = —Po (2.39)

where /;is diagonal closed-loop system’s open loop gain.

Theorem 1 and Theorem 2 are only sufficient not necessary stability conditions due to be the
nyquist chart analysis. If the bands overlap the critical point, conclusions about the stability or
instability of the closed-loop system cannot be made, but we can conclude on the type of control

system we can use (centralized, Decentralized or Multi-SISO) (Fig14).
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GB

All loops no cross (-1,0) All loops cross (-1,0)
Some loop no cross (-1,0), the others cross (-1,0)

ecoupling grade (part big,
& another part small)
*stability (yes) estability (part yes, another part no)

ecoupling grade (big)
estability (Not sure)

ecoupling grade (small)

Decentralized control Multi-SISO Stabilize and centralized control

Fig.2.14 Scheme of GB

2.4.5 Column Diagonal Dominant Degree (CD%)
CD3 is a tool to analysis the system whether to use a simple Multi-SISO control method. To be
more precise, if only considering the columns of the MIMO system, CD3 can derive the conclusion
that whether the system is applicable to use a simple Multi-SISO.
The worst-case size of the unstructured multiplicative uncertainty that needs to be taken into
account to design a decentralized controller with the multi-SISO approach is given by the

coupling degrees

i, (J@,)
7.(®,) = max Z‘ n G forl<i<N (2.40)
1;{;21/ Gll (]a)k )‘

at frequency @, , where 7, is the coupling degrees, Gj is the diagonal plant, Gj=)is the non-
diagonal plant.

When within the desired closed-loop bandwidth all 7, are much smaller than 1, a decentralized
controller can be designed with the multi-SISO approach (as the ellipsoids that model the
unstructured uncertainty domain are small)[Colin and Chamaillard, 2011].

Finally, these tools functions can be collected as following (Fig 15). Thus, the control strategy is

synthesized by this information, which is supported to understand system's coupling and

uncertainty, and to choose the configuration of the control system.

)’
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cD?

All loops’ CD3<1 All loops’ CD3> 1
Some loop(s)’s CD3<1 the others loop(s)’s CD* >

*All loops are Diagonal dominants *Some loops are diagonal dominants,
*coupling grade (small) the others are not diagonal dominants
ecoupling grade (average)

*All loops are not diagonal dominants
ecoupling grade (big)

SISOs Multi-SISO MIMO

Fig.2.15 Scheme of CD?

2.5 Multi-SISO control system design

2.5.1 Specifications
The control design scheme depends on many factors such as reliability, complexity of the system
and on whether the transfer function of the system is known or not. There are two methods to
set the specifications in frequency domain and in time domain. In any case, the “best” possible
controller C(s) has to be designed or selected and tuned, such that the desired performance

specifications are met. A general control design scheme is presented in Fig.2.16.

w d

C(s) G(s)

Fig.2.16 Standard feedback control system structure

where ris the reference signal, e is the error, w is the input system’s disturbance, d is the
system'’s output disturbance, nis the sensor noise, uis the input signal of the system.
The designed closed-loop system should at least fulfill these requirements:

1) the closed-loop system has to be stable,

2) disturbances d(t¢)should have only a minimal influence on the controlled variable y (%),

3) the controlled variable y(%?) must be able to track the reference signal r(¢) as fast and

accurately as possible,

4) The closed-loop system should not be too sensitive to parameter changes of the plant.
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To be able to access the performance of 2 and 3, in the ideal case, the relationship among errors,
the process and the controller need to be quantified and these equations have to be satisfied:

_Ye) _ B 1

Ol = T Re)-Ds) 14GG)CG) (241)
YY) G
U= e Re N Y T G (242)

where Gp is the disturbance rejection function, and Gr is the tracking transfer function that

provides

d. Time domain Specifications

The proposed methodology is a model-based one, consequently to design the controller we must
found a good nominal model to represent the system, either in the form of a differential equation
or a transfer function G,(s). The nominal transfer function found at the end of the black-box
modeling step will be used here. Generally speaking, the performance of feedback control
systems includes two tasks: stead-state performance, which specifies accuracy when all the
transients are decayed, and transient performance, which specifies the speed of response as

discussed below.

Step Response
T T T

\
100% - - - R i&:ﬁ; > - — - ———F

50%

0%

I I
2 25

Time (sec)

Fig.2.17 Response of step signal for tracking performance input main parameters of

transient performance
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The transient performance is usually defined for a step reference or step disturbance input

response as shown in Fig.2.17. And these specifications are details below:

0% (Peak overshoot): It is defined as the maximum value of the response-time #y.in
relation to its desired final value. It can be considered to be a measure of the relative
stability of the system. It is given as below,
4 -y
6% = 2 ne) = V) g 550, (243)
»(,)

where &y is the time of peak overshoot, £,is the time of first reaching at the desired
value, y(tmax) is the response value of the ty.y J(t,) is the response value of the .
ess(tracking steady-state error ): It is defined as the equation ( 2.44 ) with the final-value
theorem of the Laplace transform.

. = lime(t) = lim—X&)

—_— 2.44
t—o0 s—0 1 + G(S) ( )

7, (Rising time): It is defined as the time required for a response to go from 10% to 90%
of its desired final value. Or as the time interval given be the intersection points of the
inflexion tangent with the 0% and 100 % lines.

T, (Delay time): It is defined as the time required that the inflexion tangent line crosses
the time axis.

t; (Setting time): It is defined as the time after which the response remains with a band
of + €% about the desired final value, where £is selected between 2% and 5%. It can be
considered to be a measure of the relative stability of the system.

t.» (Reaching time): It is defined as the maximum value of the response time &.xin
relation to its desired final value. It can be considered to be a measure of the relative

stability of the system.

e. Frequency Domain Specifications

Reasonable desired performances have been fixed as a function of the system dynamics and

physical properties. The issue of specification is using the frequency-domain approach. Here, we

present the upper bounds for the frequency responses of the complementary sensitivity function

T(jw) and the sensitivity function S(jw). The following equation shows the relation between

output, disturbance input and noise input.

Y(jo)=S(jo)-D(jo)-T(jw) N(jo) (2.45)

The benefits of the proposed frequency-domain formulation are its precise arguments, the

immediate interpretation in the frequency domain and the possibility to later integrate these
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specifications in a systematic synthesis process. But the drawback of the frequency specification
is that the specifications are directly formulated for the closed-loop system. Hence, to clarify
what time-domain properties may be expected even if the specifications are met the relationship
between time domain and frequency domain specifications will be detailed at the next
paragraph. In additions, designing a proper controller C(s) is more difficult as working with
closed-loop specifications renders this task. The specifications depend on the order of the
system. The common designed equations are written in Table.2.1.

Table.2.1 Specification parameters for 1% 2"! and 3™ order systems

System Parameters Representations
Order
1 T(s) w,’

n

s*+2lw s+,

S(s) s’ +2lw,s
s’ 2l s+,
2™ T(s) aw,’

n

(s+tow,)(s* +2ém,s +w,)

S(s) s’ +Qw, +aw))s* +(2alw,” + o, )s* +aw,’
(s+ow, (s> +2lw, s+ o))
3 T(s) Rrqq
(s+R)s+7r)(s+q)(s+ 5)
S(s) - Rrqq
(s+R)(s+r)(s+q)s+q)
R=¢w,, r=15¢w,,

q=-2¢w, +w\J1-E%i,q=-2¢wm, —w,\1-Ei

f. The relationship between time domain and frequency domain specifications

Generally speaking, the performance of feedback control systems includes two tasks: steady-
state performance, which specifies accuracy when all the transients are decayed, and transient
performance, which specifies the speed of response. In the time domain, steady-state error (ess)
can be considered to be the accuracy of steady-state performance, peak overshoot (em.) and
setting time (&) can be considered to be the speed of response at transient's state. In the
frequency domain, the resonant peak of complementary sensitivity function 7 corresponds to

the steady-state performance, and the bandwidth w; of sensitivity function S(jw) corresponds to
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the transient performance. In addition, the degree of stability can be measured by the modulus
margin A Min time domain, which is governed by the resonant of S(jw) in the frequency domain.

The relationship between time and frequency domain specifications are shown as following,

t.~3/w, (2.46)

—1n0.02 = In4/1 = &*
e : nyl-¢ ~3T, (2.47)
a)}’l

_ | (no/x)
5_\}1+(ln0'/7£)2 (2.48)

_ m—arccos& (2.49)
n 7_; 1_52
G, =—20log,,|AM| (2.50)

where Giis the resonant peak of S(jw), AMis the modulus margin of the system in the nyquist
chart.[Doré Landau, et al, 2011]. Furthermore, the system's response and performance really
depend on one range of frequency w; which is called the cutoff frequency, defined as the
frequency at which the ratio of (output/input) has a magnitude of 0.707. It can be equally

converted by the magnitude value given as below,

—20log,, Ouiput
Input

=3dB (2.51)

If the sensitivity function is considered here, w.is described by an increase of 3dB from the start

frequency [Stanley, 1998].

2.5.2 Proportional, Integral, Derivative and Acceleration control design
Linear system with order greater than 2 cannot be treated easily by the classical PID pole
placement method. Due to the fact that PID cannot offer enough poles which the third orders
systems need. Hence, finding controllers that can deal with this matter is very necessary. This
paragraph presents a PIDA pole placement method which can deal with this issue. Considering

the transfer function of the system G{(s) written:
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G(s) :nL (2.52)
[[a+sT)

where n is the order of the linear system. If the order of the system is less than two, a
conventional pole placement design can be used [Mikle§ and Fikar, 2007]. The corresponding

PID controller can be written as:

C(S)=K(1+L+5de (2.53)
sT,

1

And the closed-loop transfer function will be written as:

sy = COIGE)

T 1+C()G(s) (2.54)

Finally, the pole placement methodology consists on finding poles and zeros of the controllers by
identification between the following equation and the desired dynamic of the closed-loop (57):

1+ C(5)G(s) = 0 (2.55)

For example, to a first order system the transfer function generally used to model the closed-

loop dynamic is a second order linear transfer function:

s’ +26w,s+w, =0 (2.56)

where w, is the desired natural frequency, and {is the desired damping ratio.

For system with order greater than 2 PID pole placements cannot be used, classical PID is
augmented with acceleration that mean one more zero, and consequently will be name PIDA.
PIDA pole placement presented here has three zeros and four poles [Jung. S. and Dorf. R. C,
1996], because only the complex poles play the role of dominance, and the rest of two poles
could be neglected, which are chosen 10 times left far from the dominant poles. Due to this one
more zero, the third order system can choose these two dominant poles easily by eliminating the
rest non-dominant poles. The PIDA control structure is defined in equation ( 2.57 ) without filter
on velocity and acceleration and in equation ( 2.58 ) with filters. In real applications, the
differentiator is often quite sensitive to high frequency and it is not easy to be adopted in
practical implementations, for the convenience of application, most of the time, it is switched off.
[Astrom and Hagglund, 2005]. Additionally, in PID control, due to the original controller being
non-proper transfer function, which must be modified to be proper so that can be implemented
in real industrial system. Here, the differentiator is operated by several derivative filters that are

used to change the derivative part's action in PIDA control.
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To sum up the PIDA offer one controller which can be achieved with the pole placement

configuration and satisfy the performance of the third order system.

K
C(s)=K,+—L+K, s+K s’ (2.57)
S

K, Kps K,s’
C(s)=K,+——L+ + K
(<) s Tys+1 (TDS +1)(2'As +1)

(2.58)

K K
where 7,(s) = I_OD and 7,(s)=—=.

10
Using definition of sensibility and complementary sensitivity function detailed in Table 1 and the
pole placement method all parameters of the PI, PID and PIDA controller can be found. Table.2.2
sums up all those parameters as an expression of the desired closed-loop dynamics.

Table.2.2 PIDA control parameters for 1%, 2" and 3" order systems

Order Parameters Representations
1% K x o 260,5-1
KP
T; T = 2fwn2s -1
o, T
an K TIT2a)nZ(1+2a§)_l
Kp
Ti T\T,w,>(1+204) -1
T]T20!C()n3
Tq nho,(a+20)-T, -1,
Lo, (1+20{) -1
d p— j— —
3 K qu+Rqr-|—Rqr+qqr—%TlT2T3
KP
K; ngr
KP
Kq Rq+Rq+Rr+qq+qr+qr—(%§TZ+%IT3+%T3)

KP
KP
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where w, is the desired natural frequency, and { is the desired damping ratio, o is a turning parameter and
fixed greater than /(for example, a=10). To facilitate synthesis of the pole placement, the classical
coefficient a gives the necessary third order for 7(s). w, and { have to be chosen with respect to the
specifications. The desired poles are roots of (56). Note that, as is usual in pole placement, a simple filter
is added to the controller to compensate the difference in zero terms between T(s) and desired closed-loop
transfer function.

2.5.3 Sequential control design : Multi-SISO methodology
g. Methodology of Two-input Two-output system sequential control design

In a 2 x 2 system, if one loop of the system has a small interaction, another has a big interaction,
which must be taken into account to design the controller, meanwhile, the small interaction
loop’s controller also should be considered; we called this control method Square Sequential
Control design. In this case, an equivalent plant G2,(s) must therefore be used [Colin, et al,,
2011]. This equivalent plant is defined as a function of the first controller Ci(s) on all plants:

_ Gzl(s)cn(s)Gu(S)
1+ Cll(S)Gll(S)

Gy ()= G (s) (2.59)
With this equivalent equation, the controller design can use the same control design method as

presented previously ( Table.2.1 and 2.2).

h. Methodology of Three-input Two-output system sequential control design

In a 2 x 3 system, if only one loop (G, Gz») of the system has a big interaction, but the other
loops (Gia Gz:and Gy, G2c) of the system have a small interaction. In this case, the loop (G, Gzp)
which has a big interaction must be taken into account the rest of the system to design this
loop's controller, i.e., it needs to consider the rest loops and their controllers to design its
controller. This control method is Non-square Sequential Control design. As a result, an
equivalent plant Gj(s) must therefore be used, which is the extension of G22*in equation of
(2.59). This equivalent plant is defined as a function of the first two controllers Ci(s) and Ci{(s)
on all plants:

6. (5) G ()Gl ()G ()G (), (5)G )

l l 1+C,, (5)G, (5)+C,.(5)G,.(5)

J!

(2.60)

where a, b and c are nature numbers 1, 2 and 3, /=1, j=2, ori=2, j=1.

With this equivalent equation, the controller design could be the same as presented above.
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2.5.4 Windup and anti-windup
Due to the constraints and physical limitation of actuators some problems for the control system
appears. Near upper or lower limits of actuators the integrator becomes unstable, its value starts
to sum to infinity. This problem is called a windup problem. This phenomenon is interpreted as
an inconsistency between the plant input and the states of the controller when the control signal
saturates, any controller with relatively slow or unstable modes will experience windup
problems if there are actuator constraints [Doyle, et al., 1987]. It can occur in loops where the
process has saturations and the controller has integral action, because the nonlinear effect of
plant input saturation that occurs with any real plant. When the process saturates the feedback
loop is broken. If there is an error the integral may reach large values and the control signal may
be saturated for a long time resulting in large overshoots and undesirable transients. There are
lots of ways to counteract the windup. Tracking is a good way which is illustrated in the Fig.2.18,
the system has an extra feedback path around the integrator [Astrom and Hagglund, 2005]. The

signal esis the difference between the nominal controller output v and the saturated controller

output u.
= 1
A
1
e \I _A Vv u
/I KTdS 1+ KTd g ++ N
K P—
T 1/ s
€
1/T

Fig.2.18 PID Anti-windup
Some simple rules have been suggested for the time constant 7; of anti-windup that was fixed at
T:=T,/2 or T;:=T, T=(Ti+T4)/2 or T.=TiTd, etc, where T;is the time constant of the integral
part, 7y is the time constant of derivative[Mikle$ and Fikar, 2007].
2.6 Robust stability

2.6.1 Uncertainty modeling
The physical system always has quantitative errors and uncertainties, in order to represent this
quantitative information, a largest possible model should be found. Such considerations are the
vital issue for robust control feedback systems. When modeling dynamic systems, there are
many types of uncertainties but only the three most used on control design for internal

combustion engine will be presented here[Guzzella, 2007]: parametric uncertainty (structured
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uncertainty), non-parametric uncertainty(unstructured uncertainty) and multiplicative

uncertainty.

a. Parametric uncertainty

Many physical parameters sum up into few parameters such as time constants, gains, etc., are
used in plants or control-oriented models. Usually, it is relatively easy to estimate the range of
the physical parameters, either by analyzing the system design specifications, or by taking into
consideration the expected boundaries for the nominal operating points. In addition, because
these parameters are usually independent, the corresponding region in the physical parameter
space is a simple “hyper prism”.

However, when these physical parameters are mapped to the plants or control-oriented
parameters, this independence is lost and very complex parameter regions can arise in the
control-oriented parameter space. Just taking the extreme values of all plants and control-
oriented parameters and treating them in the subsequent steps as independently are possible,
but, in general, will produce very conservative results, and their usefulness in practice is rather

limited because no well-developed control systems synthesis tools exist.

b. Non-parametric uncertainty

Since the object dealt with can be described using a transfer function, it is natural to use the
same mathematical object to represent the uncertainty. Supposing the system is described by a
nominal transfer function N(s), and the corresponding uncertainty can be bounded using a
transfer function W:(s)as well.

There are some assumptions: there is a linear and time-invariant model N(s) which is not
known but which exactly represents the system to be modeled. This “true” model is known to be
included in a set S of models that is defined by a nominal model N(s), an uncertainty bound W:(s)
and an uncertainty generator A.

Both N(s)and W>(s)are problem-specific transfer functions. They can be estimated using one of
the approaches described as follows.

The variable A is a mathematical object that represents a well-defined set in the complex plane.
As such, A has no physical interpretation but is a useful tool to form an good mathematical
formulation. The used way to describe the uncertainty with these elements is to suppose that

N.(s)e S (2.61)

Where the set of transfer functions S is defined by
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S ={G )1+ AW, (s))||A] < 1arg{a e [ 7,7 ]} (2.62)

To find suitable Wx(s) for this system, the maximum distance W> (jw)’ between the nominal
plant NVand all the G'processes for each frequency must also be computed:

w,(jw)" = max(N(jw)_G(jw)J Vo (2.63)
IN(j)

W2(jw)? is point to point frequency description. The transfer function Wx(s) for uncertainty
bound modeling is also deduced as the best equivalent approximation of Wsjw)?, which can be

high pass bands, low pass bands or all-pass bands in the following equations,

W jo) =— (2.64)
—s+1
2
is+1
Vsz(ja))} — al)z (2.65)
—s+1
@
is+1 is+1
VVB(jCO)T — 6(1)2 X 01)3 (2.66)
—s+1 —s+1
2 @,

W,,(jw)'is low pass bands, W,,(jw)'is high pass bands, W,,(j®)" is all pass bands, w;, ws ws,

wq are the turning frequencies which used to shape these bands.

¢. Multiplicative uncertainties

Multiplicative uncertainties [Manfred and Zafiriou, 2002] are concluded with multiplicative
input and output uncertainties, which are quite common and important in our engine system.

Hence, they are illustrated here by Fig.2.19 and Fig.2.20:

Wo(s) | Als)

v+

G(s) —>

Fig.2.19 Multiplicative Input Uncertainty
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Wy(s) 2| Als)

<

u +
—> G(s)

v+

Fig.2.20 Multiplicative Qutput Uncertainty
2.6.2 SISO Robust Stability
The stability robustness can be checked with the Nyquist stability theorem, which includes the
Nyquist plot and Bode diagram. There are nominal stability and robust stability theorems.
Theorem 3 [Guzzella, 2007]: Let n+ be the number of poles with positive real part and no the
number of poles on the imaginary axis of the open-loop transfer function Z(s), and let n.bethe
number of encirclements of the point -1 by L(jw) counted positively in the counter-clockwise
direction when w is changed from -oo to +o0. Then the closed-loop system 7{(s)is asymptotically

stable iff nc=ns+ ne/2,

Nyquist Diagram

Imaginary Axis

Real Axis

Fig.2.21 Nyquist stability theorem. in this diagram, n.=n,=n(=0.
a. Modulus Margin(AMy)

In a Nyquist plot, as the radius of the circle centered in critical point(-1,0) and tangent to the
Nyquist plot of open-loop gain L(s), i.e. the minimum distance between the critical point and L(s)
is defined as stability Modulus Margin, which equals to the inverse absolute value of output
sensitivity function linked to the uncertainties upon the plant model [Landau, et al.,, 2011], is

defined as ( 2.67 ) and shown in
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AM | =|1+ L(jo)| =|S(jo)|” (2.67)

where AMy is to assure the robust stability of nominal system, if the modulus of S(s) is

expressed in dB, one useful function is given

S(s)|__dB =AM, "dB=-AMdB (2.68)

Nyquist Diagram

05

Imaginary Axis

051

I
-1.5 -1 -0.5 0 0.5 1
Real Axis

Fig.2.22 Modulus Margin in SISO system

[t defines the maximum admissible value for the modulus of the output sensitivity function.
Theorem 4 (SISO’s Robust Nyquist Stability Theorem)[Guzzella, 2007]:

The uncertain closed-loop system formed with a plant described by {G(s) W2(s)} and a
controller C(s) is asymptotically stable if the nominal closed-loop system is asymptotically

stable and if the following inequality is satisfied

|W2(ja))~L(ja))|<|1+L(ja))|’Vooe [0, o0] (2.69)

where L(s) is the loop gain, and L(s) =G(s) -C(s). This theorem is shown as Fig 26,
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Nyquist Diagram
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Uncertainties

05

sixy Aleubew

Real Axis

Nyquist chart

Fig.2.23 SISO Nyquist Robust Stability in

dB

10°

Bode chart

00

Fig.2.24 SISO Nyqu

1

10"

lity in

i

t Robust Stab

1S

However, this independent variable is only a scalar real quantity and in most cases, in particular

those relevant in practice, plots with reasonable subsets of w yield reliable results.

For a uncertainty system, its 4My has two types of calculations:

If the uncertainty is presented by its real Nyquist plants, 4My is the minimum distance

from the critical point to all uncertainties' plants.
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- If the uncertainty is represented W>(s) by in equations from ( 2.61 ) to ( 2.69 ), AMy is
given

M, =(1+ L(jo)|-|L(jo) - W,(jw)|) (2.70)

min

2.6.3 MIMO robust stability
For the MIMO system, the stability can be classified by nominal stability and robust stability.
When the uncertainty is described in 2.5.1, this sort of uncertainty occurs in different parts of
the system which can be lumped into one single perturbationIl, which is defined as an
unstructured uncertainty. This unstructured uncertainty can be described by a general M-A

structure, where the uncertainty perturbation A satisfiesg(A) <1

Theorem 5 (MIMO’s Robust Stability Sufficient):
If the Gershgorin bands centered on the Gj exclude the origin (i.e. G(s) is column diagonally

dominant), the system is stable if and only if:

Zin(gn‘ (Jw)=-p, (2.71)

where g;;is the diagonal matrix, n is clockwise encirclements of g;, py is the number of poles of

the closed loop system in the right half plane.

Theorem 6 (MIMO'’s Robust Stability Sufficient):
If the Gershgorin bands centered on the L; exclude the critical point -1 (i.e. G(s) is diagonally

dominant), the system is stable if and only if:

le’l(l”(]a))) ==D (2.72)

where /;; is the diagonal closed-loop system’s open loop gain.

Theorem 5 and 6 are only sufficient not necessary stability conditions due to being the nyquist
array analysis. If the bands overlap the critical point, conclusions about the stability or
instability of the closed-loop system cannot be made. Hence, the sufficient and necessary
condition for MIMO’s Robust Stability is given in below.

Theorem 7 (Sufficient and Necessary of MIMO's Robust Stability)

It is given by Rosen block, for a n# inputs n outputs MIMO system, let (=diag{(7s,...,Cin} be the

matrix of the control gains, the inequality

|9ii(5) + % > ¥ i2i|9i; ()| Vi (2.73)

is satisfied for the all Nyquist contour, the ith Gershgorin band of G(s) encircles the point (1/4,0)

N; times anti-clockwise. We assume that there is no hidden unstable modes exist, the negative

feedback system with -G(s)*Creturn difference is stable if and only if [Corriou, 2004]
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XiN;

where Pis unstable poles of G(s).

=P

(2.74)

It is necessary to give the robust stability modulus margin; there are three types of Modulus

Margin. One is in terms of maximum sensitivity amplitude and Uncertainty bands W:(s), which

is the minimum value of Module Margin distance (m,,) that is expressed in equation

AM )| = (1+1,(jo) - LG, (jo)) i#

(2.75)

where L is the nominal plant of uncertainty. This is one conservative way that not all the

uncertainties and couplings will fill in all the uncertainty bands. One example of this modulus

margin is given in Fig.2. 25

5
',"’?\i V4 ,"IJ-E"-' ;’;;

C

i

0.5

Fig.2.25 Modulus Margin |4 M),| of the first type

Ul%certamnes 1‘ 5

Another one is in terms of maximum sensitivity amplitude and Gershgorin bands, which is the

minimum value of Module Margin distance (m,,) that is expressed in equation

AM o) =1+, -, (o) 1, (jo)

i#j

min

JA#E ]

(2.76)

where this is one conservative way that all the uncertainties and coupling will fill all the

uncertainty bands. This case if the coupling is not taken into the plants. One example of this

modulus margin is given in Fig 30.
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Fig.2.26 Modulus Margin |4M),| of the second type
The last one is in terms of maximum sensitivity amplitude and real uncertainty plots, which is

the

[AM (o)l = (1+1,jo) =, o)), # J (2.77)

mi

where this is not one conservative way that all the uncertainties and coupling will be considered
in the Nyquist Chart directly without bands. This case is validated only if the coupling is taken
into the new designed uncertainty plants in section 2.5.3. One example of this modulus margin is

given inFig.2.27.

Fig.2.27 Modulus Margin |AM,] of the third type
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The stability analysis of the system with anti-reset windup and derivative filters needs to be
carried out using the robust stability theorem, and its robust stability modulus margin distance
arguments, and uncertainty in the plant model can be incorporated by increasing the closed loop
gain.

2.7 Conclusions

This chapter proposes one unified robust control methodology which can be used to regulate
square and non-square MIMO engine system. We have first proposed the frequency modeling,
and then focused on an in-depth analysis of the structural properties of nonlinear MIMO systems.
SV can describe the input direction and the degree of complexity that is required to control the
different loops. CN assists in understanding the degree of unstructured input uncertainty and
system error sensitivity. And it shows that the normalization step is one way to reduce the
values of condition number, thereby reducing input unstructured uncertainty sensitivity. RGA
and Gershgorin Bands analysis are used to find the system's control configuration; consequently,
the control strategy is deduced. With this information, the system's uncertainty and coupling
properties and a control design method can be derived. Furthermore, pole placement of PID and
PIDA controllers are presented due to the practical usefulness, which are mainly chosen as our
control strategy, because of different order systems which are smaller than 4t order, they can
give good performance which are able to meet the desired specifications. A further advantage is
that a linear PI, PID and PIDA controllers are real time applicable and widely applied in
industrial production. Afterwards, the robust stability in SISO and MIMO systems is presented to
against the uncertainty and coupling, the robust stability modulus margin is expressed to depict
the stability's ability.

Finally, this proposed method needs to be implemented in engine model (simulation) and real
engine test bench (experiment) to verify the applicability of this robust methodology.
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CHAPTER 3 Application: Airpath control

of a gasoline engine
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3.1 Résumé

Ce chapitre présente le contrdle du systéme « chaine d’air d’un moteur essence ». Aprés une premicre
partie liée a la compréhension du systéme a contrdler, la méthodologie présentée au chapitre précédent
est appliquée au systéme considéré. L objectif du contrdle proposé est de maitriser la quantité d’air
entrant dans le cylindre. Pour ce faire, les capteurs a notre disposition sont les mesures de pression
dans le collecteur d’admission (p,,45) €t apres le compresseur (Ppose)- Les actionneurs disponibles
sont le papillon d’admission et la vanne de décharge du turbocompresseur. La premiére étape de notre
méthodologie consiste a modéliser notre systéme d’étude par deux modéeles : le premier est un
modele boite grise basse fréquence utilisé pour comprendre le systéme et surtout pour valider notre loi
de commande ; le deuxiéme est un mod¢le boite noire permettant de concevoir notre régulateur et de
valider sa robustesse. Il est prouvé dans ce chapitre que notre stratégie appliquée au contréle de la
chaine d’air du moteur SMART (essence) permet bien d’obtenir un régulateur multi-SISO robuste aux
incertitudes non-paramétriques du systéme. Les résultats montrent des performances satisfaisantes et
respectant les spécifications faites lors de la conception du régulateur en termes de dépassement et de

robustesse vis-a-vis des temps de montée.

3.2 Introduction

In the global automobile marketing, gasoline engine cars have dominated for ages due to its mature
technology (Fig.3.1). Moreover, it easealy meets the European Emission Standards compared to

diesel engine automobile.

EU Gasoline and diesel consumption
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Sowrce Eurcstal

Fig.3.1 Fuel consumption from 1990 to 2009 (source: Eurostat)

Advanced gasoline engine control system is one of the most complex systems in control domain.
Gasoline engine have a low thermal efficiency. Normally, the maximum thermal efficiency is about 35%
which is used to power the automobile. More than half of the thermal power is lost, this loss include

friction, noise, air turbulence, water and oil pumps and electrical generator. In other words ,
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approximately 70% of fuel is burned for work which is not used for powering the car. Hence, this low
thermal efficiency has to be improved to lower fuel consumption and pollutant emissions.

Thus, reducing the fuel-consumption and lowering pollutant emissions while keeping good
performance has become one of most important task of automobile engineers and researchers.

The torque control of vehicle can be expressed by the hierarchy and module structure presented in
Fig.3.2 [Colin, 2006].

Engine
Management

*Consumption

*Security

Driver request Driveability

Indicated
torque

*Comfortable

. Reference of
Vehicle torque Powertrain
Management Management

____________

Indicated
torque

Advance angle
of Ignition

Indicated
torque | Lo ————

____________

Fig.3.2 Hierarchy of the torque control structure

Vehicle Management: It must oversee all technical aspects of the vehicle in order to guarantee the
execution of the design specification, technical feasibility and difficulties [Jiirgens, 2000]. Its function
is to manage vehicle’s onboard operations and to implement commands from the mission manager. It
includes the management of the vehicle’s mission time line, such as stop, start, park, etc; and the
creation of some proper operating modes, component configurations, and resources, such as gear, fuel,
sensors, for each mission segment, monitoring the vehicle’s health and security, and handling
contingencies.

Powertrain Management: The powertrain refers to the group of components that generates power
and delivers it to the road surface. It contains engine, transmission, driveshaft and any of the internal
workings of the engine. All of its components are used to transform stored energy into kinetic energy
for propulsion purposes, multiple power sources and non-wheel-based vehicles|Wikipedia, 2012].
This management generates an effective torque that the driver required, and transfers it to an indicated
torque. It is the link between the Vehicle Management and Engine Management.

Engine Management: It is also named electronic engine control unit (ECU). It determines the mass of
fuel to be injected by estimating the desired cylinder air charge. Moreover, it controls many electrical
systems or subsystems in vehicles. All kinds of ECUs are assembled together into a vehicle’s
computer.[ Wikipedia, 2012] It is the management that compromises the performance, consumption

and pollution, which includes the airpath and fuel path.
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3.3 Application description

In this part, we will apply the methodology which is presented in chapter 2 on a MCC Smart gasoline
engine, which is equipped with a turbocharger and indirect injection. This engine has three cylinders

and a maximum torque of 88N.m. Its main characteristics are given in Table 3.1.

Real Gasoline Engine's Characteristics

Bore X Displace 63.5 x 63mm

Number of cylinders 3 (in line)

Maximum Work 40/55 at 5250 tr/min

Maximum torque 88N.m from 2500rpm to 4000rpm
Compression ratio 10

Turbo compressor Fixed Geometric Garrett GT12
Distribution 2 valves per cylinder

Injection Indirect multipoint

intake manifold pressure From 0.3 to 1.8 bar

Table.3.1 Parameters of the Smart Engine

The considered system, shown on Fig. 6, can be described as follows. Fresh air is aspirated into the
intake pipe in an ambient pressure, which is next compressed by a compressor. Afterwards, it is cooled
down by the intercooler, with a pressure called boost pressure (ppo0st). Fresh air entering into the
cylinder is adjusted by the opening degree (measured by the surface of openness) of the throttle (TH)
placed just before the intake manifold pressure (p,,4n). Later, this air is used to mix with fuel vapor,
which enters the cylinders. This mixture is burned in the cylinder to produce the torque of the engine
and exhaust gases. After exhausting burned gases through the exhaust pipe, gases are collected by the
exhaust manifold. The exhaust flow is then split into two parts: the turbine and wastegate flows. For
example, at low load, the turbine is totally bypassed (flow through the wastegate) and at high load, the
turbine is controlled, so that the engine is in the limitation of security, which is realized by distributing

only a part of exhaust gases with a wastegate valve (Vi ).
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Fig.3.3 Classical air path of a gasoline engine with indirect injection

The goal is to control the airpath of a gasoline engine. Many articles and thesis [Abou, et al., 2002]
demonstrate that the mass air flow entering into the cylinder is strongly related to the pressure in the
intake manifold p,,q, and consequently to the position of the throttle. Moreover, high fuel
consumption and damages to the turbine and the engine may occur if the exhaust gases which are used
to drive the turbine increase too much. Compressor speed and consequently the boost pressure are thus
increased too much without appropriate control of the wastegate valve. A wastegate is thus used to
discharge the exhaust gases flow passing through the turbine and consequently decreasing the boost
pressure. However, the exhaust pressure and turbine speed sensors are too expensive to be used in a
vehicle. Therefore, the classical solution is the use of a boost pressure sensor. Besides, for reasons of
the optimum of performance, consumption and emissions, the wastegate valve needs to be fixed
regarding to engine speed and torque conditions [Hillier, 1996]. As mentioned before the objective is
to control the indicated torque and more precisely the quantity of fresh air entering into the cylinder.
Fig.3.4 shows in dotted blocks at the top all variables of the airpath. Intake throttle and wastegate
valve are the inputs or manipulated variables. The manifold pressure and boost pressure are the
outputs or the controlled variables. The fuelpath is not discussed in this dissertation, see [Guzzella and
Onder, 2009, Heywood, 1988, Pulkrabek, 2004, Kiencke and Nielsen, 2000] for more details on this

part. The airpath engine control scheme used is illustrated in Fig.3.5.
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Fig.3.5 Global control scheme for the air path of a gasoline engine

This control scheme describes the airpath control process: the pedal position fixed by the driver is

translated in a torque reference 7., via a supervisor. Then this torque is mapped to Mg, y and
then pran,, - regulated via controllers, which will be detailed in the following. These controllers are

embedded in ECU and communicate with the engine system.

3.4 System modeling

3.4.1 Gray-box model of gasoline engine system
Due to the fact that engine is made up of many components, such as several nonlinear actuators,
manifolds, receivers, cylinder; the airpath system is a complicated nonlinear and calibrated system. It
is necessary to describe this complex system via some models, for the convenience of model-based
control design. As we noticed in Chapter 2 two kinds of model will be built. The first built model is a
precise model in agreement with the behavior of engine system. This model would be named “the
ideal model”. Nevertheless, a model of system always has error consequently the degree of accuracy
must be defined in accordance to the degree of validation that the engineer needs before trying its new
control strategy on the real system. Unfortunately, more precise model brings more computation time

and increases complexity of the sub-models. In order to stay competitive, the period of validation has
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to be reduced as low as possible. Consequently, the model accuracy and computation efficiency must

be compromised together in order to find some optimized or acceptable solutions.

Because the control objective is to control the indicated engine torque, we need to know the precise air
mass flow that fills-up each cylinder but we don’t need to have information on the combustion process.
Hence, 0D model is used to validate our control strategies before applying it on the real test-bench.
The grey-box OD model created to validate the control strategies was made with the software
AMESim and the combustion part of the engine is described with a Mean Value Engine Model
(MVEM). It is a control oriented model that neglects the discrete cycles of engine. In this model, the
complete process in the cylinder and cycle by cycle’s estimation are not described. The advantage is
that it can be calculated in real time, so with a low computation time. A MVEM model computes mean
variables, such as mean mass flow rate, mean enthalpy flow rate and indicated output torque from the
inlet pressure, engine speed with lookup tables (e.g. volumetric efficiency or part of fuel energy that is
lost in the exhaust gases).

The overall model was identified and calibrated with experimental data coming from the SMART

engine. The other components of the model are described as follows.
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Fig.3.6 Air path model of a turbocharged gasoline engine

The used model is illustrated in Fig.3.6. The important components, such as turbocharger (Compressor
and Turbine), intercooler, throttle valve, manifolds and wastegate are presented in Chapter 1. The

inputs are throttle and wastegate valves. The outputs are intake manifold and boost pressures.
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The interaction between the different models is illustrated in Fig.3.7. First, MCC Smart Engine Test
Bench processes some experimental data for providing some lookup tables. These lookup tables are
utilized in order to calibrate the complete MVEM 0D simulator. Second, the sequential robust control
design methodology is applied to this simulator to validate performance of the control design. Finally,
if the MCC Smart Engine Test Bench is available, the real experiment can be done for the final
validation of control design. The application of robust control design methodology is detailed as

following.

é )

4 I

/

~

: Identification Calibration Squential Robust
MCC Smart Engine > MVEM 0D Simulator Control Design
TestBench Experiment Validatethe| Methodology
Controllers

o ) N ) .

Fig.3.7 Interaction in different models for gasoline engine control

3.4.2 Black—-box modeling
An operating point is usually defined in engine speed and torque. In order to consider many engine
operating points, the system working area is gridded in 113 couple of engine speed and torque
(Fig.3.8). Torque is from ONm to 83Nm, speed is from 700 rpm to 5000 rpm. To compute the
identification, the superposition theorem is used: exciting the first input and capturing all the temporal
outputs and restarting the process for the second output. The real system is usually controlled under a
fuel consumption minimization choice with pumping losses minimization. In steady state, when the
wastegate is regulated from 0% to 100% closeness, the throttle is full opened (100%); while the
throttle is regulated from 0% to100% openness, the wastegate is also full opened (0%). Originally, 113
SISO operating points are available. Nevertheless to compute the analysis and apply our methodology
MIMO operating points are needed. Here, operating points above 60Nm are used a second time

considering that all actuators must be used at the same time.
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Operating points of speed and torque
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Fig.3.8 113 operating point

In this section, system identification is split into three parts. First, the excited input signals are chosen
to obtain information on the system. Afterwards, this signal is applied to the real system and output
signals are collected. Second, the input/output signals are normalized to facilitate the comparison of

variables and linearized the system. Third, a Fourier Transform is used to compute the frequency data.

a. Excitation Signal
Compared with the spectra of chirp and pseudo-random binary sequence (PRBS) signals (chapter 2),
the multi-sine signal generates less numerical noise than the other excited signals. Therefore, for both
inputs Vry and Vs, a multi-sine signal was chosen.

u(t) = uy(t) + Xk, Acos2nfit + 6) (3.1)

The exciting signal frequencies f; are chosen from 0.2 Hz to 10 Hz according to the dynamic of p,
and pyeoss» fo has to be larger than 2f,,,, according to Shannon's theorem, f; is set to be 1kHz in order to
obtain much information. The amplitude A4 is chosen while considering intake throttle and wastegate
valves' saturation requirements and noise levels [Colin, et al., 2011]. The average value of inputs is set
by experimental data (Fig.3.9), which was processed in some conventional situation. Excitation signals

and result signals are shown in Fig.3.10 and Fig.3.11.
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Vy function of speed and torque

Vo function of speed and torque
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Fig.3.9 Average value of inputs given by experimental data
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b. Data processing

P pnan function of speed and torque by Vo

-
|
1

2500 3000 3500 4000 4500 5000

2000

engine speed/rpm
Pooost function of speed and torque by Vg

Pyyan function of speed and torque by V.,

5000

2500 3000 3500 4000 4500 5000

2000

1500 2000 2500 3000 3500 4000 4500 5000

1000

engine speed/rpm

engine speed/pm

the data

mearize

Fig.3.12 Nominal constant value of output used to normalize and 1
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As seen in chapter 2, the data can be treated around a small neighborhood and constant nominal point
with the function of normalization and linearization, which are main prerequisites for system analysis
and controller synthesis [Guzzella, 2007]. Hence, the input and output signals of this engine control
system are normalized and linearized using the average constant value for input Fig.3.9 and output
detailed inFig.3.12. The treated inputs and outputs thus obtained can be seen in Fig.3.13 and Fig.3.14
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From these figures, we found that inputs and outputs have magnitudes between-around -1 and 1. With
the help of normalization and linearization, the system is treated for each operating points in order to
linearize the system and compare these signals easily. Using Fast-Fourier transform, the frequency
response of our normalized and linearized system for each operating points is created (Fig.3.15). This
MIMO system is described by four subsystems G,;, G;», G»; and G5, in Bode chart:

G, is from V7 (in % openness) to p,u., (in bar),

G is from Vg (in % closeness) to p,.., (in bar),

G, is from Vo (in % openness) to py.0s (in bar),

G, is from Vi (in % closeness) to Py, (in bar).

From this figure, the magnitudes of these subsystems could be seen. All of them almost have the same
band of variation of gain of about 30 dB, there is thus 30dB of variation in this system. Moreover, G,
has a maximum gain of about 0 dB, G,; has a maximum magnitude of about -20dB, G,, and G,

almost have the same maximum magnitude of about -10dB.
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Fig.3.15 Bode diagrams of the normalized process
To prove and see the contribution of the normalization and linearization to the frequency
representation of the system, Fig.3.16 compares the same couple of speed and torque with the

frequency response for the non-normalized and normalized system.
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Fig.3.16 Comparison between non-normalized and normalized frequency at Ne=2000rpm,

torque=53N.m

¢. Nominal frequency identification

The proposed methodology uses the frequency domain for modeling, analyzing and designing a
control system. It is a model-based control design methodology consequently a nominal mean-value
model of the frequential representation of the 113 operating points must be found. The next step of the
methodology consists in finding this nominal transfer function using system identification toolbox of
Matlab® while minimizing the sum of square errors between the frequency response of the nominal
transfer function and the mean-value frequency model for all operating points.

All frequency responses of the engine system will be considered as uncertain around a nominal
process and will be described on a Bode diagrams (Fig.3.17). This uncertainty is multiplicative and

non-parametric due to its actuators' dynamic description. Robustness of the design control will be

proved if the control obtained with the nominal transfer function is validated for all operating point
described by the frequency response.

Second or third order linear models can represent the nominal diagonal processes of G(j®),omina Well :
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Fig.3.17 Nominal plants for Bode diagrams of normalized and linearized process with crossing and
no-crossing operating points

3.5 System analysis

SVD, CN, RGA, GB and CD’ are tools that can be employed to regard the degree interaction of each
loops but to use them we need a MIMO frequential response. Consequently all these tools will be
computed on the 26 MIMO operating points.

3.5.1 Singular value decomposition
Fig.3.18 shows that all of @ and & are smaller than 1. The transformed input-output pair corresponding
to @ is the direction with the greatest gain on the plant; this loop is therefore easier to control. The

transformed input-output pair corresponding to @ , in contrast, is the direction with the lowest gain on
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the plant, making this loop more difficult to control. It is not possible, however, to assure which loop

is easier to control and which loop is more difficult to control.

Minimum SVs

Maximum SVs

anjeA anjosqy

Frequency(rad/s)

Frequency(rad/s)

Fig.3.18 SVs of 2x2 crossing MIMO system for two loops

3.5.2 Condition number

Looking at the condition number, we found that the non-normalized CN is larger than the normalized

CN. Hence, normalization is proved one way to decrease the CN, the sensitivity of input uncertainty is

thus decreased. It is more important to note that normalized CN are smaller than 10 for frequency

the input uncertainty cannot pose some control problems.

below 15 rad/s. Consequently,
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Fig.3.19 CN of 2x2 crossing MIMO system for two loops

3.5.3 Relative gain array

From Fig.3.20, all diagonal RGA elements almost approach the unit. No RGA elements are greater

than 10; the non-diagonal RGA elements are almost near zero, hence, this figure tells us that the

decentralized control can be employed, thus G;; and G,, should be chosen as the model-based plants to

design the controller of the system considering all operating points.

RGA elements of G12

RGA elements of G11

apnyubepy

Frequency(rad/s)
RGA elements of G22

Frequency(rad/s)
RGA elements of G21
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Frequency(rad/s)
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Fig.3.20 RGA of 2x2 crossing MIMO system for two loops
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3.5.4 Gershgorin bands

From Fig.3.21 the GB of first loop and second loop have stable GB while considering the column

Gershgorin circles, which are presented as the loop's coupling. Moreover, this coupling degree is

quantified by the CD’, which is shown as below.

Gershgorin bands for 622

Gershgorin bands for G,

Jed abeuw|

Real part

Real part

Fig.3.21 GB of open-loop 2x2 MIMO system for two loops

3.5.5 Column diagonal dominant degree

It is plotted in Fig.3.22, some of operating points of first loop has big coupling.

Analyse cD? of loop 2

Analyse cD?® of loop 1

120

Frequency(rad/s)

Fig.3.22 CD’ of open-loop 2x2 MIMO system for two loops

Frequency(rad/s)
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The analysis of MIMO operating points shows that this system can use a decentralized control. It
means the multi-SISO control method can be used. Furthermore, the no-crossing operating points (91
operating points for the first loop and 22 operating points for the second loop) should also be analyzed
to understand the coupling insides of the loop. Hence, the GB and CD’ are analyzed in these no-
crossing operating points.

a. GB for SISO operating points

Gershgorin band of Loop 1 Gershgorin band of Loop 2

T T

| |

| |

| |
P e

Imaginary part
Imaginary part

-0.6
-0.2 0.1

Real part Real part

Fig.3.23 GB of open-loop 2x2 MIMO system for two loops (gasoline)
Regarding the GB, the first loop has quite small interaction, due to its small green cycles and no cross
the critical point (-1,0), i.e. G, disturbs G;; weakly, it is stable in closed-loop; but the second loop has
a big interaction, i.e. G;; disturbs G, greatly , there is even no green cycle encircling the critical point.
It is also stable in closed-loop. But there are some big green cycles. This is discussed more in CD’ as
follows.
It permits to understand the degree of coupling of the system. These two loops' CD’ of the system is

plotted in Fig.3.24.
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Fig.3.24 CD’ of open-loop 1x2 MIMO system for two loops (gasoline)

Looking at Fig.3.24, none of both loops have small CD’. The value of the first loop is near zero
consequently to control this loop we can use a SISO control. The second loop value is near the unit,
G, dominates Gy, and a SISO control should not be used for this loop.
3.5.6 Conclusion of MIMO system's analysis

According to the analysis of crossing MIMO operating points and no-crossing SISO operating points:
Singular value decomposition and condition number tools show that this system has no problem of
input uncertainty regarding the crossing operating points. Relative gain array tools proved a
decentralized control strategy regarding the 26 crossing operating points. Gershgorin bands applied to
no crossing operating points (91 and 22 points) show that the first loop has small interaction, i.e. G;
disturbs G;; weakly, but G;, disturbs G,, more than the first loop. The degree of coupling quantified
by CD’ confirms that first loop can use SISO control strategy; the second also can consider the SISO
control strategy while considering a longer response of loop 2 in order to be robust and stable.
Combining the crossing operating points and no-crossing operating points, the analysis demonstrates

that a Multi-SISO control can be employed.

3.6 Robust control synthesis

Due to nominal plants of G;; are second order linear systems, the controller of the first loop can be
designed by PID pole placement methods according to the Table 2.1 in chapter 2. The second loop
uses an equivalent plant G,,*(s) which is function of the first loop's controller C;(s) and the nominal

transfer functions:
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* _ G21(5)C11(5)G12(s)
G(8)22 = G22(s) TItC ()60 (s) (33)

Considering system dynamics and physical properties, reasonable desired performances have been
fixed:

- the overshoots were set at 3% for both p,,., and pyeess

- the response time were fixed to 0.3s and 1.5 for p,,., and pj,. respectively,

- the bandwidths of the nominal function must be 2 and 13.2 rad/s, respectively.

And the performances of these two nominal loops are plotted in Fig.3.25

PID control of G, PIDA control of G,,

System Desired ! ! " Syster Designed with fiter
~ Peak ampitude: 1.03 1 [~ 7T 77T 77 T peakamplitude: 1.03
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Attime (seconds): 0245 I | I At e (sec): 1.2
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Fig.3.25 PID and PIDA pole placement design, original: the nominal model of subsystem G;; and G, ;
desired: the designed system 7;; and T,created via the performance; designed without filter: G;;*C;; and
GZZ**CZZ; designed with filter: F”*G”*C” 'and Fg)*ng**ng.

Because the second and third orders systems cannot realize the same performance without additional

transfer function such as filters, their corresponding controllers and filters are on equations (4) and (5)
153 | 0.2s

8l+—+3 ifi=1
Cij(s) = o o 5
ij\8) = 199 = 03s 0.002s o (3.4)
6.9 + s tT 33 1 0.3 0.002 lfl =2
st (G 1))
0.00181452-10.05603s+1 ifi=1
Fiy(s) = 1 . (3.5)
ifi=2

$3461.17524+935.35+3035

When the controllers are fixed by the pole placements, their robustness need to be proved afterwards

for all operating points, while considering the uncertainty and coupling of the system.

For the coupling, the 2x2 MIMO system's robust stability can be verified by GB in the form of
Nyquist diagram. Two loops are separated in following figures. (see Fig.3.26 and Fig.3.27)
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Fig.3.27 GB of closed-loop 2x2 MIMO system for loop 2 on 22 operat



Fig.3.26 and Fig.3.27 show that both loops are stable and have enough modulus margins (loopl:
0.4859, loop2:0.8371) against the uncertainty and coupling. This system is thus robust stable.

3.7 Simulation results

The Robust multi-SISO control design was validated in all its operating points; the control test is a
scenario of torque while the engine speed is set constant. It is depicted in Fig.3.28.

Scenario Test of torque
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Fig.3.28 Test scenario for torque

This scenario was tested for different engine speeds, but only 2000rpm, 3000rpm and 4000rpm are
shown here. The specifications are recalled here: for the loop of ppyest» its response time is 1.5s and its
overshoot is 3%; for the loop of pyan, its response time is 0.3s and its overshoot is 3%. It shows the
tracking of Pyan and Ppoost in Fig.3.29, Fig.3.30 and Fig.3.31 at engine speed 2000 rpm. Looking at
the Fig.3.29, pyan and ppoose can track the reference very well, a classical anti-windup was used here.

Two zooms are made in Fig.3.30 and Fig.3.31.
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Fig.3.29 p,nan and Ppoost (top), Ve and Vigg (bottom) at 2000 rpm
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Fig.3.30 Zoom in the result from 3s to 11s, P,;,4n and Ppoost (top), Ve and Vigr (bottom) at 2000 rpm

108



Look at the details, below 4s, ppan can track the set pressure very well because it is smaller than the
ambient pressure, but py,,s cannot be smaller than 1 bar. Hence, during this period, p,,qn, i only
controlled by Vyy, the performance of p,,,, depends on Vyp. Later, from 4s to 8s, the response of
Pman and Dpoost are quite the same because the throttle is almost full opened all the time, the pressure
is increased, during this period, Pyan and Dpeost are controlled by the wastegate. Hence, the
performance of ppan and Ppoose depends on Vi ; From 8s to 10s, the torque is decreased,
consequently, the set pressure is decreased also, the wastegate does not need to close for the lower
torque demand, from this moment, ppyost and Py, an respect the desired control design (response time:

0.3s for pypan and 1.5s for pyoost)-

and Pbcmt tracking
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Fig.3.31 Zoom in the result from 19s to 32.5s, p,,an a0d Ppoost (top), Vry and Vi (bottom) at 2000

rpm

From Fig.3.31, we found that p,,,,,, and pp,osckept the same response time from 20s to 22s, 30s to 32s.
The responses satisfy the performance of py s, because Vyy is saturated, Vi is used to realize the
responses of P an and Ppoose.; From 22s to 30s, the set pressure is decreasing during this period, when
it is lower than 1bar, pp,.st Stops to response but remains constant, except one moment at 28s, Dpoost
has a small oscillation because of V- has a small oscillation.

In Fig.3.32, the responses of py,qan and Ppoose are stable with several small oscillations. They occur at
8s, 20s and 30s, because at these moments the system is controlled only by V};, and in this case, the
feedforward filter is not very fitted, but the performance can be reasonably realized with these small

oscillations. The control system reacts reasonably quite well with overshoots at these moments.
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Fig.3.33 Zoom in the result from 3s to 9s, P,,an a0d Ppoost (top), Vg and Viegr (bottom) at 3000 rpm
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and P,

boost tracking

Fig.3.34 Zoom in the result from 19s to 32.5s, Pinan a0d Ppoost (top), Ve and Vigr (bottom) at 3000

rpm

Furthermore, looking at the other figures Fig.3.33 and Fig.3.34, the responses of pyan and ppoost
(top), Vry and Vi (bottom) can follow the references, because Waste-gate and intake throttle react at
the same time. Some oscillations appear on the Waste-gate actuators when py,,s should respond
quickly than its specifications. In these cases, the controller of V}y,; can provide a quick response time
but with much more oscillations because of sensitivity of differentiators,

The responses of Py an and Ppose have good performances. In Fig.3.35 from 8s to 10s, 21s to 23s and
29s to 31s we clearly see a coupling behavior of our system, i.e., Vry and Vyy,; react at the same time to
realize the set constant torque. Hence, we found that if both actuators react at the same time, the

system's performance will have some smaller problems (overshoot and oscillation)
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From Fig.3.36, p,,4n has a little steady state even with a wide-open throttle and a boost pressure that
follows the reference. It is due to throttle losses in the intake pipe. However, this problem could be
solved by increasing the reference of pp o5t

« 105 Prran and Pboost tracking
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Fig.3.37 Zoom in the result from 19s to 32.5s, P,an a0d Ppoost (top), Ve and Vigg (bottom) at 4000
rpm
Looking at Fig.3.35, this result shows a good performance through the overall time. The specification
is almost achieved, although with a small overshoot at 20.5 s and 30.5 s, pynan andppeest are tracked
well with a little large overshoot, because of the same reason that both actuators react. In order to have
much more details, this figure is plotted from 3s to 11s in Fig.3.36 and from the 18s to 33s in Fig.3.37.
Except for these limitations of actuators, this control system can meet the desired performance that has
been set before. Hence, this multi-SISO control strategy is validated on all operating points, which

demonstrates the good performance and stability robustness.

3.8 Conclusions

This chapter has first presented the considered gasoline vehicle and especially its air path. Then the
control objectives of this gasoline engine are given so that the in-cylinder air mass has to be regulated.
However, as it cannot be measured directly, an intermediate and measurable variable, the intake
manifold pressure p,,,n, 1S necessary to represent this in-cylinder air mass. The intake manifold
pressure Py, model (refer to §1.8.4) is thus presented. Moreover, due to the link between intake

manifold pressure and boost pressure pj,ost» and to the protection of the turbine and engine at high
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speed and torque, the boost pressure (refer to §1.8.5) is thus controlled. These two variables (p;,4y, and
Proost) are controlled by two actuators: intake throttle and Waste-gate valve. The robust control design
methodology is tested on a gasoline engine simulator, which is built in PRISME laboratory in Orleans,
the modeling, identification, analysis, robust control design are thus done on this simulator. Finally,
the validation of its design is also done on the same simulator. The obtained performance satisfies the
specifications in terms of overshoot and disturbance robustness requirements, against the coupling and
uncertainty. However, there are some oscillations because of sensitivity of anti-windup and

differentiators. Therefore, this methodology is proven for this gasoline engine simulator.
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CHAPTER 4 Application: Air path control

of a diesel engine
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4.1 Résumé

Ce chapitre présente le contréle du systéme « chaine d’air d’un moteur a allumage par compression ».
La méthodologie proposée au chapitre 2 est d’abord appliquée a un systéme ayant 2 entrées (vanne de
recirculation des gaz brilés et vanne de décharge du turbo) et 2 sorties (débit d’air et pression dans le
collecteur d’admission). L’objectif de cette premiere application, réalisée en simulation, est de
maitriser la quantité d’air entrant dans le cylindre et de maitriser la consommation du moteur. Dans la
deuxiéme partie de ce chapitre, la stratégie est cette fois appliquée a un systeéme augmentée d’un
actionneur (papillon d’admission). L’objectif, cette fois ci, est d’aller plus loin dans le compromis
NOx et consommation, a ’aide d’un degré de liberté supplémentaire. La validité de ces deux
applications est prouvée par un grand nombre d’essais sur simulateur mais aussi sur banc d’essai ou

les quantités de NOx sont abaissées durant les transitoires de couple et de régime.

4.2 Introduction

In order to comply with diesel engine emission standards, the fuel and air path must be accurately
controlled. This chapter focuses especially on the air path of turbocharged diesel engines equipped
with an EGR and a wastegate (to bypass the exhaust gas). Sometimes, when the most important
requirement is NOx, the throttle can also be used [Guzzella and Amstutz, 1998, Van Nieuwstadt, et al.,

1998] in order to increase EGR and thus decrease NOx.

A certain number of studies can be found, which taking EGRs and turbochargers into account on the
air path of a diesel engine. In [Van Nieuwstadt, et al., 1998, Guzzella and Amstutz, 1998], VGT and
EGR control strategy is employed to maintain a positive pressure drop over the EGR valve and obtains
the desired efficient EGR rates. For example, H infinity control [Wei and del Re, 2007], LPV control
without EGR [Lee and Sunwoo, 2012] was used to control the air path of a diesel engine. Another
method, tested on the diesel engine, is inverse optimal control which gives a robust nonlinear control
[Wahlstrom and Eriksson, 2008]. Ortner and del Re [Ortner and del Re, 2007] proposed the use of new
set points of data-based models to design a Model-based predictive controller (MPC) for diesel
engines. Internal Model Control (IMC) can also be used to control a diesel engine. IMC and
feedforward methods are combined to obtain good control performance [Nitsche, et al., 2007]. In
[Arnold, et al., 2009] fuzzy controller was proposed, without using a physical model. A nonlinear
predictive control based on local networks for air management in diesel engines was discussed in
[Garcia-Nieto, et al., 2008]. In [Chauvin, et al., 2007] authors demonstrate the relevance of motion

planning in the control of the air path with EGR.

Compared with these strategies, the idea is to develop a simple control design methodology to control

the air mass flow and boost pressure using EGR and wastegate valve. Considering coupling and
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uncertainty, this complex 2x2 MIMO system should be controlled with a nonlinear MIMO controller
to achieve robustness and performance. The control strategy proposed in this chapter is a sequential
PID pole placement which is simple to design, while the stability robustness is guaranteed against
uncertainty and coupling. The advantage of this methodology is that coupling and uncertainty are
considered for the last loop's processing. Before processing the control methodology, the properties of
the MIMO system need to be analyzed. Consequently, a MIMO process coupling analysis and a
Robust Sequential Multi-SISO control are employed. Above all, one methodology that is easy to

follow and to execute is proposed, with a control using less computation time and more economical.

This chapter presents first the considered diesel engine's control issues. After the description of the
diesel engine simulator, the control is designed and validated, and it is a two-input and two-output
square MIMO system. Afterwards, this diesel engine system is extended to the real engine experiment.
This MIMO system is extended to a three-input-two-output non-square MIMO system, and it is tested

with a non-square controller as well as its square controller.

4.3 Application description

The methodology of chapter 2 has been applied first to the gasoline engine (chapter 3). To verify the
generality, it is applied now to a diesel engine simulator and on a test bench (PSA DW10 ATED). The
main characteristics of the engine are given in Table 4.1. This engine has four cylinders and a

maximum torque of 250N.m.

Real Diesel Engine's Characteristics

Bore X Stroke 85 X 88mm
Number of cylinders 4
Volume of cylinders 1996cm’
Maximum power 80kW at 4000 tr/min
Maximum torque 250N.m
Compression ratio 18

Turbo compressor

Wastegate actuated

Injection

Common rail

Table.4.1. Parameters of the PSA DW10 engine




Control objectives are to optimize diesel engine performance, fuel economy and pollutant emissions.

The air path of the considered diesel engine contains:

a turbocharger: one of the best solutions for reducing fuel consumption, and equally for

improving performance if the cylinder volume remains constant [Colin, et al., 2007],

- a wastegate: allows the reduction of the negative effects of turbocharger inertia (long torque

time response), especially in low load condition,
- an EGR valve: proved to be a very efficient way of reducing NOXx,

- an intake throttle: proved to be efficient in the reduction of NOx and / or fuel consumption

when it is used in addition to EGR valve and / or wastegate.

In this chapter two ways of this strategy are proposed. Firstly a square multivariable controller is
designed which will be tested in simulation. Secondly, a non-square multivariable controller is
designed which will be tested on a real engine test bench. Both strategies try to reach a good
compromise between fuel consumption and NOx emissions, but the non-square controllers manage to

achieve a better one with the help of a third actuator (throttle) which allows a third degree of freedom.

The overall control system of this diesel engine is shown in Fig.4.1; the applied system is a
turbocharged equipped and direct injection engine. The main aim of the diesel engine control is to
regulate the indicated torque and more precisely the fuel mass entering into the cylinder. Fig.4.1 shows
in red dotted blocks all variables of the air path and in black dotted blocks variables of the fuelpath. Te
intake throttle (Vry), wastegate valve (Vys) and EGR valve (Vggr) are the input or manipulated
variables, air path and boost pressure and mass air flow are the controlled variables, of the air path.

The air path engine control scheme usually used is illustrated in Fig.4.2.

Indicated
Torque
: Tin :
Contraints: Emissions, R TR .
performance,
consumation,...

Mass Airflow Qgj,
: Airpath outputs

Throttle V7 Diesel Engine

Airpath inputsi :
= Wastegate Vic—:
: Pressure pman
: EGRvlave Vg

Injecting time
Fuelpath |nputs§ Etc., ... EFueIpath outputs

! Ignition Vg ¥ Advance angle
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Fig.4.1 Diesel engine overall control system

WG .
? g Fuel mass pboostisp N Proost >
o setpoint |  Air path ) =
Driver| & [Torque % p pa Air path EGR _ :‘U
1 2 [Setpont] 2 st point controller =
requestl @ p 8 . generation | O Qo =
= = |Engine _ air_sp
> @ |speed ” TH

Fig.4.2 Global control scheme for the air path of a diesel engine

This system has three inputs and only two outputs. The first step is applied the strategy considering
that the throttle is constantly fully-opened. The system becomes a 2x2 multivariable one. The objective
of the designed controller is to lower fuel consumption and pollutant emissions. The second step will
be to employ all the inputs (throttle, EGR valve, wastegate) to control the two outputs of the
multivariable engine system. This time the controller will be used to better optimize mere-the pollutant

emissions.

4.4 Validation on a diesel engine simulator

4.4.1 System modeling
Gray-box model of diesel engine system

A gray-box engine model, used to describe physical flows such as the intake or exhaust flow, needs
short computation time and less computer storage. Therefore, for tuning the design process, a 0D
model is generally used. In addition, this model is employed to validate the air path control design,
which corresponds to a low-frequency model using a MVEM to describe the combustion part. The
structure of this diesel engine air path is shown in Fig.4.3; this simulator is built in PRISME Lab,
Orléans with real data collected. Compared with the gasoline engine simulator presented in chapter 3

an EGR valve, which is used in advanced engine control systems.
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Fig.4.3 Air path of a turbocharged diesel engine

The EGR is employed to reduce the pollutant emissions (NOXx). It recycles exhaust gases in the intake
system to dilute the fresh air; consequently, the combustion temperature can be reduced, and results in
less nitrogen oxides being produced. It is normally used in diesel engines to comply with the
standards. The simulator mentioned here is based on the PSA DW10ATED diesel engine, which is a
2.0L turbocharged 4-cylinder diesel engine with direct injection. All the air path actuators are
pneumatic (wastegate, EGR and throttle). The simulator model is a nonlinear model based on physical
equations (e.g. thermodynamic principles for volumes, Barré de St Venant equations for restrictions...)
and look-up tables (e.g. volumetric efficiency, turbocharger...). All the simulation results shown here

were obtained using LMS/AMESim.
Black-box modeling

In order to consider numerous engine operating points the system working area is gridded to 54 couple
of engine speed and torque (Fig.4.4). The torque is from 25Nm to 125Nm, speed is from 1000 to 4000
rpm. The corresponding values of the actuator for the 54 operating points are shown in Fig.4.5. These

values are produced using real data from the engine test bench.
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54 operating points on diesel engine for identification
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Fig.4.5 The 54 operating points spread over the engine working situations

In this section, the system identification is split into three parts. Firstly, the excited inputs signals are
chosen to obtain the information in the system, afterwards, the output signals are collected while
exciting the input. Secondly, the input/output signals are normalized to facilitate the comparison of

variables and linearize the system. Thirdly, a Fourier Transform is used to calculate the frequency data.

a. Excitation Signal

Regarding the engine's physical characteristics, the parameters of multisine have been chosen and

given in Table.4.2. The constraints of Viggrare [0, 82], and Vi [40, 80], respectively.

Actuator | Average |Magnitude |fmin, fmax |Saturated values Ops
EGR VEGR Vieort10%]| 0,2~40Hz [0 82] % 1000 -4000rpm
WG Vwe | Vwot10%| 02~40Hz | [4080]% | 25-125Nm

Table.4.2. Configuration of input signals of multi-sine
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These excited signals are shown in Fig.4.6 (Input) and Fig.4.7 (Output). The chosen method is to
activate the output with sufficient movements of controlled variables, i.e., airflow mass and boost
pressure, whose absolute amplitude should bigger than their noise amplitude. Hence, airflow mass
should be larger than 0.3g/s and boost pressure 0.005bar. These conditions are accepted regarding the

output of these absolute amplitudes of output signals.

Input signaIV Input signal V,

| ”H‘"N” i W '“ | *\

WG

|

T
—_—

A Mw'

I
l
! 45

1000 2000 3000 4000 5000 1000 2000 3000 4000 5000

Fig.4.6 Excited inputs of Vi and Vg
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Output signal from Vo to Q_, Output signal from V,,, . to Q
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.
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I I I I = il
1000 2000 3000 4000 1000 2000 3000 4000 5000

Fig.4.7 Excited outputs of air path loop

b. Data processing

From these exciting signals, the input and output signals have different units and average values.
Therefore, it is difficult to compare the small difference among these signals. They are thus normalized
for the analysis and synthesis of an appropriate control system (see Chapter 2). Processed input and
output signals are then operated around 0. Normalized inputs and outputs are displayed in Fig.4.8

(inputs) and Fig.4.9 (outputs)

Normalized inputs for loop 1 Normalized inputs for loop 2

1 1 1 1 1 4 1 L 1 1 1
0 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000

Fig.4.8 Normalized excited input signals
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Output signal for qair Gy, Output signal for qair G,

0.08
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0.1
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500 1000 1500 2000 2500 3000 3500 4000 4500 5000 000 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Fig.4.9 Normalized excited output signals

Fast Fourier Transform is used to calculate the bode diagrams of this uncertainty system, which is

described as follows and shown in Fig.4.10,

o Gy is from Vigr (as %) to Q- (in g/s), static non linearity about 15dB.

e Gy, is from Vyg (as %) to O, (in g/s), static non linearity about 30dB.

o Gy is from Vigr (as %) to proos: (In bars), static non linearity about 30dB.
o Gy is from Vyg (as %) to preos (in bars), static non linearity about 20dB.

¢. Nominal frequency identification

Because this application is applied to a model-based control methodology, a model is needed to design
the robust controller. Using an average of uncertainties and a Matlab identification toolbox, the
nominal model is computed. It is presented by a frequential representation shown in Fig.4.10. From
these nominal identification figures, four second orders linear transfer function can be employed to

identify the nominal plants.
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4.4.2 System analysis
Coupling and uncertainties of the system will be studied using SV, CN, RGA, GB and CD’ tools.



Singular Values analysis

Fig.4.11 shows that whatever the frequency, most o are smaller than 1 and g are smaller than 0.1.

Consequently the system is ill-conditioned and easier to be controlled.

Maximurn singular values at different operating points Minimum singular values at different operating points

) I S S S S : T T

Absolute value
Absolute value

The number of operating points The nurber of operating points

Fig.4.11 Maximum o (left) and minimum o (right) singular values at 54 operating points from 2

rad/s to 250 rad/s, system with normalization

Condition number analysis
From Fig.4.12, the CN for the normalized system is decreased compared with the non-normalized
system, the maximum CN value is reduced from 3000 to less than 100. However, the normalized CN
is still bigger than 10, which confirms that the plant is ill-conditioned. In both cases, the system is
more sensitive at high frequencies but within acceptable limits. If we compare Fig.4.12 with Fig.4.13,
the value of the condition number can be minimized with the optimal condition number (OCN). From
Fig.4.13, before 60rad/sec most of the optimal condition number values are smaller than 10, implying
that at these operating points and under this frequency, the system is not very sensitive to input
unstructured uncertainty. Except for two operating points, the values of OCN are larger than 10, from
60 rad/s to higher frequencies, which means that the system is ill-conditioned. In this case, the system

may be sensitive to uncertainty.

As the maximum OCN is about 13, the ill-conditioning can be considered acceptable especially if
crossover frequencies of the closed-loop are lower than 10rad/s [Skogestad and Morari, 1987]. In this

case, the maximum OCN values range from 1 to 3, which imply that the system is well-conditioned.
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Fig.4.13 Optimal Condition numbers on 54 operating points from 2 rad/s to 250 rad/s.
Relative Gain Array analysis

Another way to find the degree of coupling and the pairing of inputs/outputs of a MIMO system is to

use the Relative Gain Array (RGA).
For example, the RGA is computed at two frequencies (2 and 250 rad/s):



From these two frequencies, their diagonal RGA-elements have positive real values and near unit
elements; hence, if only these two points are considered, the diagonal elements can be processed to

achieve the desired pairings of inputs and outputs. The RGA is shown from 2 rad/s to 250 rad/s in
Fig.4.14.

RGA elements of G11 RGA elements of G12

Magnitude
Magnitude

Frequency(rad/s) Frequency(rad/s)
RGA elements of G21 RGA elements of 622

Magnitude
Magnitude

Frequency(rad/s) Frequency(rad/s)

Fig.4.14 Real part of the RGA elements on 54 operating points (2rad/s to 250rad/s)

Fig.4.14 shows that all real parts of the RGA-elements are smaller than 4, i.e. they are not large RGA-
elements. For frequencies below 15 rad/s the values of RGA for G;; and Gy, are close to 1 and for G,
and Gy, are close to zero. Moreover off-diagonal RGA-elements have negative values they should be
avoided to pair these as inputs and outputs. Hence, G;; and G, should be chosen as the main plants.
Before 15 rad/s, RGA-clements are smaller than 1.2 (in fact close to unity matrix), which implies a
major link from input to output on the diagonal. The manipulated variable Vggr (resp. Vi) therefore

affects the output Q.. (resp. proos)) more directly. Hence, two single-loop controllers can be used for

this system.

Gershgorin bands analysis

The bands and diagonally dominant elements are plotted in Fig.4.15.
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Gershgorin Bands for L’s11 Gershgorin Bands for Gzz

imaginary part
Imaginary part

Fig.4.15 The Gershgorin Bands in 54 operating points (On the left: GB for loop 1; on the right:

GB for loop 2; center curves are G;; and G, circles are the disturbances of G,; and G;>)

From the left-hand graph of Fig.4.15, it can be seen that in loop 1, G;; has thin bands and excludes the
critical point, and that the disturbance of loop 1 is small; this loop is therefore highly decoupled and
stable.

The right-hand graph in Fig.4.15 shows that in loop 2, G;; has very thick bands and for one operating
point includes the critical point. Therefore, loop 2 G,; is coupled with G;,, when considering a
decentralized controller, coupling must be taken into account for the synthesis. However, it is
important to mention that the stability conditions are only sufficient but not necessary, hence it cannot

be concluded that this loop is unstable.

CD’ analysis
The CD’ analysis is used to measure the degree of coupling for different loops of the system. The CD’
analyses of the two loops are plotted in Fig.4.16.
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ratio
ratio

Frequency(rad/s) Frequency(rad/s)

Fig.4.16 CD’ of open-loop 2x2 MIMO system for two loops (diesel simulator)

The left of this figure, it has small CD?, the maximum value of CD’is 0.88 for the first loop (EGR
valve to Air mass flow) consequently coupling of G, cannot bring big disturbance toward G;;. But the
second loop has larger CD’, the maximum value is more than 13.3 at high frequency and behind 4rad/s
the CD” is lower than 3. Consequently in the second loop (wastegate to boost pressure) G;, dominates
G, because it has more gain than G, and if we choose a lower frequency unit for the second loop, this
overall system can use decentralized control. Moreover, the first loop can take SISO control design but

the second loop cannot use a real SISO control design.

Conclusion of MIMO System's Analysis
Considering the MIMO analysis tool, the first loop has minor coupling, but the second loop has very
significant coupling, as a result, the control will be a sequential Multi-SISO Robust control strategy.
One loop uses SISO control design and the other uses the previous control design (sequential).
Afterwards, this new system can be taken as two SISO loops. Before designing the controller,

frequency identification tools are used to define the diagonal transfer function of the nominal process:

08 ifi=1
: _
G, (5)=1 (00275 1) (42)
: fi=2

(0.72s +1)(0.025 +1)

The PID pole placement can then be used. Hence, this global control scheme is shown in Fig.4.17. Air
mass flow and boost pressure are two references which are controlled by actuators of EGR and
wastegate. Finally, the nominal transfer function of the plant is chosen diagonally:
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Fig.4.17 Global control scheme of diesel engine control

4.4.3 Robust control synthesis

Due to nominal plants of G;; are second order linear systems, the controller of the first loop can be

designed by PID pole placement methods. The second loop use an equivalent plant G»,*(s) which is

defined as a function of the first loop's controller C;(s) and all transfer function of the nominal plants.

Considering system dynamics and physical properties, reasonable desired performances have been

fixed:

- the overshoots were set at 3% for py,.s and 5% Qi

- the response times were fixe to 0.3s and 1.5 for p,,., and Q.. respectively,

- the bandwidths of the nominal function must be respectively 2 and 10 rad/s.

The open loop system and controller are rewritten here:

K

Gii(S)z( .

Ts+1)(T, +1)

K15 +Ts+1)

Gii (S) - T.S

C(s)G, (s)

11

1+ C(s)G.A(s)

12

T(s):

In order to find the controller, a desired third order system 7.(s) is also rewritten here:

ow’

Tdes(S)z >

(s + oo, )(s2 +2lw,s + a)z)

Control design for Loop 1

(43)

(44)

(4.5)

(4.6)

As demonstrated by the analysis, a SISO approach will be used for the first loop. Hence, the pole

placement method is used directly on G,(s) to find the PID controller parameters for loop 1. Using the

given specifications, the controller parameters are found to be K=-26.5726, T=-0.0564 and 7,~-0.0332.
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Control design for Loop 2

G,; has coupling with G, (G»; is not diagonally dominant); an equivalent plant G,,*(s) must therefore
be used. In 2x2 MIMO system, if one loop is very slightly coupled, the other loop is coupled to a large
extent, the greatly coupled loop can be represented by an equivalent plant G,,*(s) which is defined as a

function of the first loop's controller C;(s) on all plants:

Ga(s)= Gy (s)- Gf‘fgfl(‘s(sgf'é (; ) (4.7)

The equivalent plant is found as depicted as:

' (s)= 0.89

2 (0.25 +1)(0.065 +1) (48)

Because these nominal plants are second order systems, their controllers can be designed by PID pole

placement methods according to Table.2.1 in chapter 2.

0.0564  0.0332s ..

—26.5726 - —— -5 ifi=1
0 s+1 4.9
C,(s)= 02669  0.1451s . (49)

2.178 + + ifi=2

S 0.1451
s+1
10

When the controllers are set by pole placements for a nominal model, their robustness for all operating

points needs to be proved afterwards.
4.4.4 MIMO system's uncertainty and coupling

To propose a robust approach for the controller, the uncertainties are first described. On parametric
uncertainty, assuming that the system is described by a nominal transfer function N(s), then the
associated uncertainty can be modeled using an uncertainty bound described by a transfer function W(s)

[Guzzella, 2011]. Here a multiplicative uncertainty description is used, where the set S is defined:

S={N(s)1+AwW(s)|llA|l < 1,arg{A} € [-m, ]|} (4.10)

where A is the uncertainty generator which has no physical meaning.

To find suitable W (s) for this system, the maximum distance W (jw)' between the nominal plant

N(jw) and all the processes G(jw) for each frequency must also be computed:

(4.11)

W(jw)t = max (FL2E00N)

IN(w)|
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W (jw)T is a point to point frequency description. The transfer function W (jw) for uncertainty bound
modeling is also deduced as being the best equivalent approximation of W (jw)'. Respectively for Gy,
and Gzz*, W(]'a))Jr are:

_0.025+0.82

Wi (s) = 0.015s+1 (4.12)
0.08s5+1
Waa(s) = 0.04z+1 (4.13)

It can be noted that W;,(s) (for plant Gy, considering Gershgorin bands) and W,,(s) are two high-
pass filters (for plant G,,).

MIMO System's Coupling

Fig.4.18 shows the Gershgorin bands for loop 1 and uncertainty bounds W (s) of loop 1 and loop 2.
The coupling interaction of Loop 1 (Gershgorin bands) is covered by the overall uncertainty. Hence,
for loop 1, all the uncertainties and disturbances are well described by the uncertainty bound W;,(s).
For loop 2, since G»," takes into account the overall system with the first closed loop, W,,(s) also

describes uncertainty and disturbances well.

Uncertainty bound W2 and Gershgorin band of loop 1 Uncertainty bound W2 of loop 2
0.2
0.15F - —— 7: ,
0.1 - - /
0.05] —f

Imaginary part
Imaginary part

y
ofF--- : N
0.05F -~
Uncertainties:
01F---4+---4

-0.15

|

| |

l l l
1 1 1 1
-0.3 -025 -0.2 -0.15 -0.1 -0.05 0 0.05 O.
Real part Real part

Fig.4.18 Gershgorin bands for loop 1 (left) and uncertainty bounds W(s) of loop 1 (left) and loop
2 (right)

Stability robustness validation
The stability robustness can be proved using the Nyquist stability theorem.

IL(s) - W(s)| < |1+ L(s)| (4.14)
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where L(s) is the loop gain, and L(s)= N(s)-C(s). The bounds of two loops are plotted in Fig.4.19. It

can be seen that in both cases the critical points are never encircled (L;;W;, L,W5)).

Hence, these two loops have stability robustness, in terms of both uncertainties and disturbances.
Moreover, it is important to mention that the stability margins in terms of maximum sensitivity
amplitude and the uncertainty bands and Gershgorin bands, which the minimum value of (|/+L(jw)|-

[L(jow)W(jw)]|) is 0.317 for the first loop and 0.4491 for the second loop.

Myguist Diagram Myguist Diagram

Imaginary &xis

) ] -, 1
-2 -1 0 Real &ds 2 3 4 A5 A ns Maal AdikS 1 15 2 25

Fig.4.19 Nyquist stability proof for Loop 1 (left) and Loop 2(right). L;;W;;, L,,W,, are loop gains

of uncertainties, L,; is the Gershgorin disturbance bands of loop 1.
4.4.5 Simulation results

The Robust Sequential Multi-SISO control design has been validated for various test scenarios. To
validate the controller the fuel mass was varied each 4 seconds during 30 seconds from 10 to 40
mg/cycle (Fig.4.20). It is thus the key point controlling the indicated torque which varies from 25Nm
to 125Nm. The indicated torque set points are transferred to the boost pressure pj,os: and mass airflow

Q.ir, to verify the performance of the control design.

Fuel mass (mg/cycle)

A i — = T — |
0 B ) SN
0| S .
O S N L 1]
0 5 10 15 20 25 30
Time (s)

Fig.4.20 Test scenario for fuel mass flow in simulation
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All the results presented here were obtained using the Multi-SISO controller designed before.
Considering static saturations of the actuators (Vger and Vyg) in a real engine, a classical anti-reset
windup was added [Mikles and Fikar, 2007]. The time constant 7, of anti-windup was fixed at 7=T; /2.
The analysis of stability of the system with anti-reset windup can be carried out using small-gain
arguments, and linear norm-bounded uncertainties in the plant model can be incorporated by

increasing the block A shown above equation (4.10) with linear blocks.

The simulation is verified at a constant engine speed of 1500 rpm and 2500 rpm. The Vger limit goes
from 0% to a maximum openness limit which depends on the engine speed, and the limit for V¢ goes
from 40% to 80% of closeness limit. The static states dynamie-of the actuators of EGR and WG valves
are modeled by step signals. The controller has been validated on different transients as shown in
Fig.4.21 and Fig.4.22, which show the control results for the two different engine speeds considered.
Therefore, the good behavior and robustness of the control results for both loops (O and ppoos:)
according to the specifications can be found. In these figures, the O, response can follow its set point,
the beginning of response signals have some initial problems, which is caused by some improper
initial values inside the simulator. The PID control is a little aggressive at 9s and 12s because of the

sensitivity of the differentiator for the mass airflow at 2500rpm.

As expected, the closed loop system is stable without oscillation and steady state error. Concerning
dynamic performance, it appears that the closed loop behavior is robust against the uncertainty and
modeling errors, with regard to engine speed and torque variations. Due to the approach (only one
controller synthesis for one nominal system) the dynamic behavior is not constant but nonetheless
remains highly acceptable. It is worth noting that this is due to the normalization (and de-
normalization) step, which creates an implicit feedforward and gain scheduling into the control

scheme.

In addition, as it can be seen in Fig.4.22 (between 15s and 16s Vigr saturates at 30%), the actuator

saturation effects are well mastered thanks to the anti reset windup.

All in all, the results show that the control design meets our robustness control design requirements

against coupling and uncertainty, thus validating the performance.
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Air mass flow(g/s) at 1500 r/min

Boost pressure(bar) at 1500 r/min
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Fig.4.21 Q,;, and Vigr (left), p;nan and Vye (right) at 1500 rpm

Air mass flow(g/s) at 2500 r/min

Boost pressure(bar) at 2500 r/min
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Fig.4.22 Q,;, and Viggr (left), Pan and Vi (right) at 2500 rpm
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4.5 Validation on a diesel engine test bench

4.5.1 System modeling

Compared with the gasoline engine control and diesel engine simulator, this diesel engine control is

extended from a 2x2 square MIMO control system to a 2x3 non-square MIMO control system. The

application of this unified robust control design methodology works well on the square MIMO diesel

engine. Next step, the 2x3 non-square MIMO control system is verified via the experiment of diesel

engine control, which is presented as follows (Fig.4.23).
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Fig.4.23 PSA DW 10 diesel engine test bench

The control objective of this application is to lower the NOx emissions the same output as in the
simulation part Q,;-and py..; is needed to be controlled. The main difference is that the intake throttle
is used as the third actuator. The process is therefore 2x3 MIMO systems i.e. Vi, Vigr and Vi are
taken as inputs; Q. and py.. are taken as outputs. As the intake throttle can help to control the air
mass flow, i.e. the EGR mass flow indirectly, through the states of the intake and outlet receiver, it is
good to maintain a pressure variation over the EGR valve [Guzzella and Amstutz, 1998]. Because of
pumping losses, ¥z can be kept fully opened when it is as possible. The global principle is similar to

the first part.
Black Box modeling

The operating points are chosen at 73 points while varying the speed from 1000rpm to 4000rpm and
the torque from 15 N.m to 200 N.m (at 2250rpm) (Fig.4.24). The positions of three actuators for

identification are shown in Fig.4.24.
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Fig.4.24 The positions of EGR, Wastegate and Throttle of 73 operating points
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Q, function of speed, torque by Veqe Q, function of speed, torque by Vyyg
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Fig.4.25 The mean values of Q,;. and p,,; of 73 operating points
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Fig.4.26 The positions of EGR, Wastegate and Throttle of 73 operating points
Due to the different calibration of actuators, the positions are chosen differently according to the

response of control variables. Furthermore, the identification process needs a signal to excite this

system; the system is identified in frequency domain when the data are collected via the Fourier

Transform.

a. Excitation Signal

Regarding this diesel engine and actuators physical dynamic characteristics, their parameters of

excitation signals are chosen as in Table 4.3
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Actuator | Average | Magnitude | fmin,fmax |Non-saturation Ops
EGR 84% 8~16% 0,1~3Hz [8096] % [1000-4000rpm
WG 80~90% 6~22% 0,1~1Hz [72 951 % 15-200Nm

TH 84~88% | 10~20% | 0,1~3Hz [78 98] %

Table.4.3 Parameters of excitation signals of actuators

From this table, the average and magnitude values are set by their opening or closing position areas,
fmin and fmax are set by step and sine signals, which depend on the actuator characteristics, Non-
saturation derives the area of normal working without saturation, Ops gives the range of speed and
torque. Then the excited signals and responses of this system are given in Fig.4.27, three inputs were

employed to excite this system and collected the two output responses.

Inputs of VEGR Inputs of VWG

Inputs of Vi

0 5000 10000

Outputs of Q air

0 5000 10000 0 5000 10000 0

5000

10000

Outputs of ppypst

Outputs of ppypst

Outputs of ppyest

400

300

200

100
10000 0

0 5000 5000

5000

10000 0 10000

Fig.4.27 Signals identification of inputs and outputs
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b. Data Processing

Input and output signals of this engine control system are normalized using the nominal constant value
for input and output detailed in Fig.4.27. The process inputs and outputs obtained thus can be seen in

Fig.4.28.

Inputs of VEGR Inputs of VWG Inputs of VTH

0 5000 10000 0 5000 10000

Outputs of Qg Outputs of Qg
0.05
0
0.05 gl o1
-0.1

0 5000 10000 0 5000 10000 0 5000 10000

0 5000 10000 0 5000 10000
Fig.4.28 Normalized signals of inputs and outputs of identification

The process is transformed via Fourier Transform and described by a non- square system defined as

follows:

e Gy is from Vigg (in % openness) to O, (in g/s).
e Gy, is from Vyg (in % closeness) to O, (in g/s).
e Gz is from Vg (in % closeness) to O, (in g/s).
o Gy is from Vg (in % openness) to .. (in bar).
o Gy is from Vyg (in % closeness) to ppoos: (in bar).

e Gy is from Vg (in % closeness) to pyos (in bar).

c. Nominal frequency identification
The nominal plants are presented in Fig.4.29 and collected in equations as follows. Second order

models can represent the nominal diagonal processes of G, (j®).
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4.5.2 System analysis

Because the system is a complex system, coupling and uncertainty must be analyzed using CN, RGA,
GB and CD’ tools.

Condition Number (CN)

Fig.4.30 shows that the system is ill-conditioned. At least one loop has n input directionality.

x 10 Non-normalization of CN for Non-square system

values of ratio

values of ratio

Frequency(rad/s)

Fig.4.30 CN of diesel engine

Relative Gain Array (RGA)
Regarding Fig.4.31 elements G, and G,;play an important role due to the sum of each column, while
considering the closed-loop frequency bands of this system, which should take G, and Gj; as the
defined controlled plants. However, the first loop shouldn't be neglected due to the importance of Vigg,
for the physical sense and therefore, G, is taken as another defined controlled plant ,In addition, G,

G12,Gy; are quite smaller than G;;, G, and Gy;, respectively For these reasons, this system can use

decentralized control.
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Fig.4.32 GB of diesel engine
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Column Diagonal Dominant Degree (CD’)

CD3=|G,,/Gy|for Loop 1 CD3=|G,,/G,,|forLoop 2 CD3=|G,,/G,[for Loop 3
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Fig.4.33 CD’ of diesel engine

If just consider only the common frequency (0.1~1Hz) for these three loops, loop 1 (EGR to air mass
flow) and loop 3 (intake throttle to air mass flow) are diagonal dominant, in other words, they can be
treated as SISO loops with relatively/reasonable quite small coupling. The second loop (wastegate to
boost pressure) is not diagonal dominant and coupling and uncertainties of this loop can be treated
using an equivalent plant G,,* which is defined as a function of the other two loop controllers C;(s)

and C,(s) and on all other transfer function of the plants.

Conclusion of Non-Square MIMO System's Analysis
Considering the MIMO analysis tool, the first and third loops have small coupling, but the second loop
has noticeable coupling. In other words, the loop added when the intake throttle used is a loop that has
no major coupling phenomenon and it can be controlled using a simple SISO controller. As before
(simulation part) this system will be controlled using a sequential Multi-SISO Robust control strategy

and frequency identification toolbox used to find the nominal transfer functions of the plant:

4.2 ifi=1,ifj=1
(0.015+1)(0.245+1)
G, (s)= 39 ifi=2, ifj=2 (4.16)
4 (0.96+1)(0.15+1)
214
ifi=1, ifj =3
(22s+1)(0.05s+1)

The global control scheme is described in Fig.4.34. Air mass flow will be controlled by the EGR valve,

the intake throttle and boost pressure by the wastegate.
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Fig.4.34 Global control scheme of diesel engine control
4.5.3 Robust control synthesis

Due to the diesel nominal plants are all second order linear models, controllers and filters can be
designed by the PID pole placement methods. Take into account system dynamics and physical

properties, reasonable desired performances have been fixed:

- the overshoots were set at 3% for Q. (Vigr With C;; and Vg with Cs;) and ppoos (Vg with
CZZ):

- the response times were fixed at 2s and 2.5s for Q. (Vegr with C;; and Viy with Csy),
Droosi Vg With Cy;) respectively,

- the bandwidths of the nominal function must be respectively 10rad/s, 12.5rad/s.

Additionally, the differentiators are very sensitive in real tests; some differentiators' filters have to be

added. It is defined as follows,

1,s

p TS T T 2
o1+ L5405 “4s
N N

(4.17)

where N is a tuning parameter for fitting the differentiator filter.

The second loop has significant coupling, in this case interaction can be considered by an equivalent
plant G3,(s) defined as a function of the other two loops controllers C;4(s) and C3,(s) on all other

transfer function of the plants:

* _ $)— GZI(S)CII(S)GIZ(S)+ G13(S)C32(S)G12(S)
GZZ(S)_GZZ( ) 1+C11(S)G11(S)+C32(S)G13(S) (418)

The equivalent plant found for the system is:

. 3.9
G = 4.19
2(5) (0.965 +1)(0.1s +1) ( )
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Controllers and filters are depicted in the equations below:

_0.088 2220 0038 el e iog
s 003
eS|
10
C(s)=1 1943240395 picnirj=2 (420)
i s 0.39
ST 54
10
13 0069s ... ...
06650 if i=3,if j=2
s+1
10
1 e
5 ifi=1if j=1
0.054s” +0.155 + 1
1
F.(s) = ifi=2,if j=2 (4.21)
)= 01 /
! ifi=3,if j=2
0.055s° +0.5s +1

Performance and closed-loop stability against the uncertainty and coupling has to be validated for all

operating points.
4.5.4 MIMO system's uncertainty and coupling

The 2x3 MIMO system robust stability can be verified by GBs in the form of a Nyquist diagram.
Three loops are separated in each figure (Fig.4.35 ~ Fig.4.37)

Robust stability check of G11, t,=25,M,=3%,M=0.19771

10 T T

Robust tablty chck of P, =26 M =3% N0.19771

Imaginary part

real part
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Fig.4.35 GB of closed-loop 2x3 MIMO system for loop 1 (diesel)

Robust stability check of G22% t,=2.55,M,=3%,M=0.1779
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Fig.4.36 GB of closed-loop 2x3 MIMO system for loop 2 (diesel)

Robust stability check of G13, t;=25,M,=3%,M=0.10449
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Fig.4.37 GB of closed-loop 2x3 MIMO system for loop 3

From these three loops' Gershgorin Bands and all plants' Nyquist graphs, all of them are stable and

have a certain modulus margin (loop1:0.2, loop2:0.2, loop3:0.1) against the uncertainty and coupling.
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4.5.5 Experimental results
a) ECE-15 Test Cycle
= Set point of vehicle speed

= Square control
== NON-square control

50| | === High band of vehicle speed | _ _ _ _

401

Because the square controllers can be obtained from the non-square controllers, while the actuator Vyy
comparative. Consequently, the square controllers are validated via Urban Driving Cycle (ECE-15),

is fully opened (77% saturated in this diesel engine test bench). Hence, this square is taken for
Extra-Urban Driving Cycle (EUDC), and Federal Test Procedure (FTP) 75 and Japan 10-15 Mode

Cycle Emission Test Cycles.
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Time(s)
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Fig.4.38 The vehicle speed response in ECE-15 Test Cycle: square and non-square control
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Fig.4.39 Q.. and ppeos: performance and their actuators in ECE-15 Test Cycle: square and non-
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Fig.4.40 Emissions NOx in ECE-15 Test Cycle: square and non-square control

Looking at Fig.4.38, both the vehicle speed which are different by square controllers and non-square
controllers can well follow the set point of vehicle speed, although the low speed at 15km/h that is
overpass the high band because this engine speed is not well fitted by the feedforward reference. These

two kinds of control strategies can keep following the vehicle speeds in this vehicle test.

From Fig.4.39 of ECE-15 cycle, globally the py,.s and Q,; can well follow the reference signals while
speed and torque varying, except when Q,;. is 70g/s, because the minimum air mass flow cannot reach
this setpoint, due to the bad value of setpoint. Moreover, comparing to the systems that are regulated
by square and non-square controllers, the system controlled by the square controllers have big
overshoot, and the actuators Vggr and Vy react with more actions, i.e., bigger closeness and bigger
closeness. Loop 1 worked well although a small problem of initial large value, because the engine's

physical limitation, actuators Vggr cannot react more between 100s and 110s for example.

The pollutant emissions NOx is reduced a little (about 2%) with the Non-square control, where
comparing with its derived square control during from 100s to 180s of the test (the beginning is not
comparable due to NOx sensor needs a long time to be well initialed.). This result is found in Fig.4.40.

Hence, non-square control is a good way to decrease NOx with the function of intake throttle V7.

b) EUDC Test Cycle

149



1
=
o
o -q9 m
=]
= B [ [ [
N =) = o J.T. i i i
H--—- = -7e = s .t.. | | |
m ) < g ,.f.l_,- | |
a 5 R B 1 _ 18
g S . -8, & 2 e
=T ) b =
nn.a. e £ £ =
j723 - _ o *
Ca ° g
e - .o
I
| = >
o
” < -8 ©
| = o
| ~ D
| -5 o
| L]
| < @)
""" w. a
I I
| | @ i i -
| | X3 Lo s L m e\\m E 2
| | L 2 | - & - S
] D = = >
| I 3] _ mw I 23 £ 9
5] | o ? o ?
” ” SR CE L i 8 25 -8 w
, , o~ 1 H | [ =) = .m
- = — -l A+ w. “ ! | [ N ful 5
r , @ o | [ =] rilodg ® = 3
| | > Q 2 o [T ® ¢ o > . © 0 = 3
| | T M= 5 | b g - © = <
[ | £ » ! [ [ E > | E o 9 2
| | [ TR 187 - 1 2
| | =T I [ [ . @ °
| | 2 | | | o— = 2
. 2 m g i
2]
o = S 5
I = = @» 5
omm | U I
| | N = z
2 s
I I *
o 2 g & 2 - § s
I I =) < < =
| I 1= Jeq 8
| | 17 [
, , o =
I I
o —_— = A T 5
139 I 9] [ R R, [P B —
ggsa I @ o R B
o 2 g | (=9 T o @
ggs B @ L i “___1_]8 pt
g p & " " ~—
WM.MWMW” h b [ | | | M
23855 g .w 5 [ [ | | =)
T ._.v8s ] Lo oo e Q
I§EES 3 = 3 » PO e e [t @ <
183§ 7| ° L 5 ) Sl [ ko) U Lo ,
M55 835 ) > . E ST [ £ = Lo !
HNEw 36 2| o € = S T —a-4g* = [ I
I I = [ [ = Lo !
! | ot 7 [ N B | . ..T ” ,ﬂ”.
! ! [ L o1 et - _ |o 3
, , , - [ e N N 5 OJ ” " " "
| | | | < ettt B SR S S
I I I I \ < L\\,\L\L\L\gm “ & 2 e 8
I I I I I [T e ———
, , , , , 5 ° 20 TR S T vt o e e - (wdd)xoN
IS 8 8 38 e & ° = B 8833 88 o0
(y/w)peads sseuuado m

Time(s)

NOx in EUDC Test Cycle: square and non-square control
150

ions

iss

4.43 Em

Fig.



The vehicle speed response in Fig.4.41 shows a very good following performance in EUDC Test Cycle,
small overshoot and quick response in total. Square control system and non-square control system do

not have effective difference in this type of test.

From Fig.4.42 that present the EUDC part of the NEDC cycle, both of two loops can well follow the
setpoint signals with different speed and torque variances. The problem is still the setpoint values
which are caused by the physical limitation. This time, when comparing the square and non-square
system, the square system has a little bigger oscillation with actuator Vy of loop2, because the

contribution of V7 that is used to adjust the reaction of other actuators Vggrand Vys.

The amount of NOx is dramatically decreased in non-square control system than in square control
system (Fig.4.43), the difference between them is more than 30% for the EUDC Test Cycle. Therefore,

non-square control strategy is a more promising method to reduce NOx than square control in this

cycle.
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Fig.4.44 The vehicle speed response in FTP 75 Test Cycle: square and non-square control
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Besides, in Fig.4.44 no big difference on

square and non-square control

square control systems.

180
Time(s)
Fig.4.46 Emissions NOx in FTP 75 Test Cycle:
Fig.4.44 indicates the well tracking performance of designed controllers in this test cycle, although
From Fig.4.45 of FTP cycle, both two output control variables Q,;- and pp,.s, can very well follow the
set points in this test cycle, the problem contains the initial values (Q,;- cannot reach to 70g/s when it is
152

there is a small problem with the driver at 205s and 465s.
tracking performance is found between the square and non-



In Fig.4.46 the amount of NOx is also verified in square and non-square control system. Regarding to
d) Japan 10-15 Mode Test Cycle

saturated) and low feedforward values. Moreover, the performances of square and non-square control
the amount of NOx, non-square control system reduces almost all this period, about 5% of NOx was

reduced than square control system in this period of FTP test cycle.

systems also do not give big difference in this test cycle.
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Fig.4.49 Emissions NOx in Japan 10-15 Mode Test Cycle: square and non-square control

From Fig.4.48 of Japan 10-15 Mode Cycle, good responses can be observed in this figure; same initial
problems still exist (between 580s and 610s). The non-square control system keeps following the set

points with fewer oscillations.

Moreover, the trend of reducing NOx (refer to Fig.4.49) is kept the same like in the other three Test
Cycles, the reduction is up to 13.1% during this whole period of this figure. Considering to the NOx
emissions, non-square control strategy is the better way to meet the emissions standards than square

control strategy.

4.6 Conclusions

This chapter applies the methodology of chapter 2 in a diesel engine, which is first simulated on an
OD low frequency model. This application is a 2X2 MIMO system; the control design was validated
by changing torque at fixed speed, the simulated results have good responses. The control strategy was
sequential robust multi-SISO approach, which was designed with PID controllers (for second order
systems) or PIDA controllers (for third order systems). To verify this proposed approach on real
engines, it was tested on air path of a turbocharged diesel engine, which was a 2x3 non-square MIMO
system, one more actuator ¥y was added for the optimization of NOx emissions reduction. Hence, this
2X3 MIMO control system is compared with its derived 2X2 square MIMO system in this diesel
engine via four vehicle test cycle: ECE-15, EUDC, FTP 75 and Japan 10-15 mode. The experimental
results demonstrated good control performances of Q. and py..s» the non-square control strategy has
better performance than its square control strategy. Above all, the pollutant emissions are dramatically
reduced in the non-square control system. Hence, non-square is a promising strategy to reduce the

exhaust emissions NOX.
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Conclusions

A cause du temps demand¢ par le contrdle et la mise au point des moteurs a combustion interne, une
méthodologie de commande robuste unifiée a été présentée dans cette thése. Afin de relever les défis
de mise au point des controles des moteurs essence et diesel, a savoir passer les normes d'émissions
polluantes, minimisation la consommation de carburant et maintenir la performance, de nombreux
actionneurs, tels que le turbocompresseur, le papillon d'admission et la vanne d'EGR sont utilisées. La
particularité de la commande proposée est que, sous certaines conditions, les méthodes de commande
monovariables peuvent étre appliquées aux systémes multivariables ; ce qui est facile et pratique pour

les ingénieurs de mise au point.

Le premier chapitre a présenté les opportunités et les défis de véhicules a moteur a combustion interne
de nos jours, ou le moteur a combustion régit encore presque tous les véhicules sur le marché. Le point
important de cette theése est d'employer des moteurs turbocompressés afin de minimiser la
consommation de carburant et satisfaire aux autres exigences gouvernementales (pollutions). Sous cet
objectif, la commande de la chaine d'air est le point le plus important a optimiser, il a donc été traité

dans cette these.

Le deuxiéme chapitre a alors proposé une méthodologie unifiée de commande robuste qui peut étre
utilisée sur les systemes multivariables carrés et non carrés. Un processus d'analyse du systeme MIMO
est présenté. Tout d’abord, la décomposition en valeurs singuliéres permet de décrire les directions
prépondérantes de notre systéme multivariable et le degré de complexité qui est nécessaire pour
commander les différentes boucles. Le « condition number » aide alors a comprendre la sensibilité du
systéme aux incertitudes non structurées. Il est alors montré qu’une étape de normalisation de la
réponse fréquentielle du systéme peut étre ajoutée afin de réduire la valeur de ce « condition number »
et donc la sensibilité aux incertitudes non structurées. L’analyse dite RGA et des bandes de Gershgorin
sont utilisées pour trouver la configuration de la stratégie de commande du systéme. Enfin, ’outil CD’
permet de déterminer le degré de couplage de notre procédé. De cette analyse compléte, la méthode de
conception de la commande est déduite. Une stratégie de commande, basée sur le placement des poles,
est possible en raison de sa simplicité. La stabilité robuste est prouvée a posteriori prenant en compte

les incertitudes et les couplages.

Le troisiéme chapitre a appliqué la méthodologie proposée pour la chaine d’air d’un moteur essence
turbocompressé. Puisque la masse d’air enfermée dans le cylindre ne peut étre mesurée directement,
une variable intermédiaire mesurée, la pression dans le collecteur d’admission est utilisée comme

variable controlée. Les variables manipulées sont le papillon d'admission et la vanne de décharge du
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turbocompresseur, la wastegate. Un simulateur, recalé sur des données réelles est alors utilisé. Tout
d’abord, une identification est réalisée sur tous les points de fonctionnement. Plus précisément, un
actionneur est excité pendant que 1’autre est constant. La méthode de la commande est validée et
donne des performances bonnes et raisonnables. Le couple du moteur est donc bien controlé par cette

stratégie de la commande.

Le dernier chapitre a appliqué la méthodologie proposée pour la chaine d’air d’un moteur diesel
turbocompressé. D'abord, la stratégie de la commande est validée sur un simulateur recalé sur des
données expérimentales. Les résultats des simulations montrent que le syst¢tme de commande peut
ainsi suivre les sorties (débit d’air et pression de suralimentation) tandis que le couple et la vitesse du
moteur varient. Afin de controler plus précisément la recirculation des gaz d'échappement, un papillon
d'admission est ajouté aux actionneurs utilisé par la stratégie de contréle pour minimiser les émissions
d’oxydes d’azote. Ainsi, un systéme multivariable non-carré est identifi¢ sur le banc d’essai. Les
résultats expérimentaux ont montré de bonnes performances de la commande sur le suivi de consigne.
La commande multivariable non carrée développé permet de réduire les émissions d’oxydes d’azote

d’un quart sur le cycle extra urbain européen et jusqu'a 30 % sur le cycle EUDC.

Dans I'ensemble, la méthodologie proposée de commande robuste est capable d'unifier la conception
du controle de la chaine d'air des moteurs essence et de moteurs diesel. Cette méthode pourrait
¢galement étre étendue dans le cas de systémes multivariables non carrés sur les moteurs essences et

appliquée expérimentalement.
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Résumeé

Depuis la création des moteurs a combustion interne, les recherches sur les moteurs
essence et diesel se sont développées indépendamment. Afin de réduire les temps et les
codts de développement d’un moteur, une approche unifiée de conception serait
intéressante. Dans ce cadre, le contréle et la mise au point des moteurs a combustion
interne pourrait étre elle aussi unifiée. Bien évidemment, ce contrble doit étre stable,
robuste vis-a-vis des disparités de fabrication, comme de fonctionnement. Cette these
porte alors sur une démarche unifiée, pour les moteurs essence comme pour les moteurs
diesel, afin d’obtenir un contrble robuste de la chaine d’air du moteur. La chaine d’air du
moteur contient les éléments permettant de contréler la quantité et les proportions d’air et
de gaz neutres dans le cylindre (Recirculation des gaz d’échappement, papillon
d’admission, turbocompresseur). Cette démarche unifiée de commande, permettant de
contrbler les systemes monovariables, tout comme multivariables non carrés (nombre
d’entrées différent du nombre de sorties), contient plusieurs étapes : identification d’un
modele du systeme, analyse du systeme permettant d’en déduire une structure de
contrble, synthese d’un contréleur autour d’'un nominal, vérification de la robustesse en
stabilite, tests du contréle. Le couplage des entrées vers les sorties, les non linéarités sont
pris en compte lors de la synthese du contréleur. Cette méthode de conception a été
validée sur plusieurs applications dont un moteur essence et un moteur diesel. Des
résultats expérimentaux sur un banc moteur diesel haute dynamique ont montrés que la
commande multivariable permettait de réduire les émissions d’oxydes d’azote.

Mots clefs: moteurs a combustion interne, chaine d’air, contréle moteur, commande
robuste, couplage, systeme MIMO non carré, PID.

Abstract

Since the creation of internal combustion engines, research on gasoline and diesel
engines were developed independently. To reduce the time and cost of developing an
engine, a unified design approach would be interesting. In this context, control and
development of internal combustion engines could also be unified. Obviously, this control
must be stable, robust with respect to manufacturing disparities and operating points. This
thesis then focuses on a unified approach for gasoline engines as well as diesel engines,
to achieve a robust of the air path. The engine air path contains the information needed to
control the amount and proportions of air and neutral gases in the cylinder (exhaust gas
recirculation, throttle valve, turbocharger). This unified approach to control monovariable
systems, as well as non-square multivariable systems (number of inputs different from the
number of outputs), consists of several steps: identification of a model of the system,
system analysis to deduce a control structure, synthesis of a controller around a nominal
model, check robust stability, control tests. The coupling inputs to outputs and
nonlinearities are taken into account during the synthesis of the controller. This design
method has been validated in several applications including a gasoline engine and a diesel
engine. Experimental results on a diesel engine high dynamics test bench have shown that
the multivariable control results in lower emissions of nitrogen oxides.

Key words: internal combustion engines, air path, engine control, robust control,
coupling, nonsquare MIMO system, PID.

Discipline: Sciences and industrial technologies



