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Introduction 

Since the earliest work on multiple mobile robot systems in the 1980s, this ever-increasing 

field has become one of the most fruitful and interesting branches of the robotics field, covering 

a large body of research. The present doctoral thesis deals with this appealing domain by 

investigating a number of its main problematic conundrums, aching for contributing in pushing 

forward those intricate points.  

This thesis studied and designed the intelligent distributed control strategy for the collective 

multi-robots system. The aim is to study the coordination and control strategies for 

heterogeneous multi-robots system. Different form the already accomplished works, the 

purpose of the thesis is to propose the control strategy within the Machine-Learning based 

frame, unifying the established taxonomy of multi-robots’ distributed intelligence under a 

unique standpoint: collective robot system. In fact, putting emphasis on interactions, the 

established taxonomy recalls the multi-robot distributed intelligence based control strategies 

versus “collective”, “cooperative”, “collaborative” and “coordinative” interactions. By 

directing the focal point of the proposed strategy on Machine-Learning, we unify the basic (e.g. 

fundamental) of the problem, moving the matter (e.g. the concern) from “kind of interactions” 

to “Machine-Learning based adaptability” of interactions (actins, strategies, etc…) in the 

unique collective robot system. This foremost difference of point of view introduces an 

additional major distinction relating the notion of “collective robot system” by itself: in fact, we 

extend the above-mentioned notion (e.g. of collective robot system) proffering to the group the 

“perception skill” and considering the perception as part of the collective stance of the system.  

Since the focal is a Machine-Learning based frame, the control strategy is not rigid adhere to 

the type of robots and can be used into large limited or unlimited, dynamic unknown 

environment. It is pertinent to clarify what we intend by “unknown environment” as well as to 

refine what is intended by “dynamic environment”. In fact, the necessity to deal with 

environment in inherent to the actual fact that the group of robots is not isolated from its 

surrounding environment interacting with and influenced it. By the term of “unknown 

environment” we intend the at the start point of the collective task’s execution (by the collective 

robot system) robots leak information about the surrounding environment. In other words, this 

means that if the collective robot system embarks on performing a given task in a given 

environment (inside which the group of robots evolves or acts) at a t0 starting time, at that time, 

the robots of the group ignore about the features (information, etc…) of that surroundings. 

While, by the term of “dynamic environment”, it is intended that a set of unpredicted events 

may occur at any discrete time tj in the surrounding environment obliging the group to modify 

the collectively executed task (and thus the revision of the control’s strategy). Accordingly to 

the two aforementioned statements, it becomes clear why we extend the notion of collective 

robot system proffering the perception skill as part of the collective stance of the system. 
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The validation of the proposed control strategy has been done within the spirit of the logistic 

application. In the considered validation scenario, the collective robot system, including a 

number of heterogeneous robots, is supposed to accomplish the transportation task in an 

unknown environment. By using the Machine-Learning based adaptation, such a system, can 

achieve the object transportation for various sized objects and can be applied in any dynamic 

environment.  

The main contributions in the present doctoral work can be summarized as follows: 

1. Conceptualization of single robot’s control within Machine-Learning based frame  

The conceptualization of single robot’s control has been studied and it has been done from 

a novelty way, which is using the frame on the basis of the Machine-Learning. And it is 

also the first step to study the control of the heterogeneous multi-robots system. The aim is 

to implement the path-following control of any type of single robot. By using the Adaptive 

Neural Fuzzy Inference System (ANFIS) control, the single robot can move to the desired 

position, desired orientation and also can track with any reference trajectory (linear or 

nonlinear). The control is proposed from the conceptualization aspect. Therefore, it can be 

applied into various classes of single robots and even into the virtual single robot (e.g. the 

“robot” may be not a corporal robot). In order to verify, an example is designed to make a 

two-wheeled non-holonomic robot follow different trajectories (linear trajectory or 

nonlinear trajectory) in different parts of the considered process. The simulation has been 

done with a Khepera robot and results demonstrated that as well a bodily single robot (a 

Khepera robot in the simulated experiment) as a rigid formation of a group of robots 

(considered as a virtual robot) can well follow the considered trajectories using same 

Machine-Learning based generic architecture.  

2. Rigid formation’s control strategy, perception system and the path planning 

As one kind of collective robotics system, heterogeneous robots can handle the task by the 

coordination and cooperation among different involved robots. An appealing large class of 

applications requires formation of robots within the collective robotics system. The control 

strategy is involving three parts: rigid formation control, perception system and path 

planning. In the rigid formation part, a group of mobile robots formed a constrained 

geometry structure and they are regarded as a virtual single robot. The conceptualization of 

single robot’s ANFIS control has been applied and has been improved in the control of the 

rigid formation robots. The perception system can effectively solve the awareness problem 

and the adaptation of the environment in the heterogeneous multi-robots system. The 

perception system can provide the image of the environment for the path planning part. The 

path planning is including the image processing and Q-learning, in which Q-learning is also 
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a kind of the Machine-Learning. It can automatically export the optimal policy for the 

ANFIS rigid formation control part. A simulation illustrate that the heterogeneous 

multi-robot system can pass through an unknown environment full of obstacles by using 

the control strategy.  

3. Extension the control strategy to the situation of a dynamic environment  

After proposing of the control strategy for the heterogeneous multi-robots in an unknown 

environment, the thesis extended the control strategy to the adaptation of a dynamic 

environment. With the introduction of the coordination strategy based on event, the control 

strategy is enhanced the adaptation of a dynamic environment. That is to say, if the 

environment is changed by a sudden event, the heterogeneous multi-robots system can be 

adaptive to the new environment by using the control strategy. 

4. Validation of the concept and designed strategies within the logistic application scenario 

In the practical frame work, the thesis focused on the logistic application. The logistic 

application refers to the object transportation from one place to another. It is a suitable 

validation of the control strategy by heterogeneous multi-robots system. The problems of 

the logistic application can be summarized as three points: transport task of various sized 

object, path planning, and the adaptation of the environment. In corresponding with the 

first problem, the thesis proposed a reconfigurable rigid formation system, which can 

reconfigurable the rigid formation according to the size of objects. To solve the path 

planning problem, the thesis introduced the perception system so as to automatically 

acquire the environmental information. With respect to the last problem, the thesis applied 

the proposed control strategy for the heterogeneous multi-robots system. 

 

The present thesis document is organized as follows: 

 

Chapter1 clarify the motivation of the thesis and gives a synthetic overview of the state of 

art relating the research in of multi-robots system. The ANFIS control method will be 

introduced particularly in Chapter 2 as well as it is applied to a single non-holonomic robot 

following a given trajectory by the orientation control, position control and the trajectory 

control. The simulation and experiment is designed to verify the control for a single 

non-holonomic robot. And it demonstrated that the ANFIS control method can work well with 

the case of single robot. The control strategy for collective robotics is proposed in Chapter 3. 

The control strategy is particularly proposed for the heterogeneous system and it includes three 

parts, the path planning, the rigid formation control and the perception system. The path 

planning involves the image processing part and the Q-learning part. In addition, the virtual 

structure control of group robots was also introduced in detail in the Chapter 3. A simulation is 

designed to verify the control strategy. The perception robot in the simulation is materialized by 

a top camera robot. And a computer played the role as a virtual supervisor for the remote 

control and communication. Using the control strategy, the simulation results illustrated that 
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the heterogeneous multi-robots team passed through the unknown environment and avoided 

obstacles with a constrained formation. The validation of the control strategy is implemented in 

the logistic application in the Chapter 3. In the real experiment, two Khepera robots formed a 

rigid line shape structure. And in the real experiment, heterogeneous multi-robots achieved to 

transport a long paper box in an unknown environment by the control strategy. The control 

strategy has been extended to the dynamic environment by introduction of the event based 

coordination strategy and the Petri net. A humanoid robot is added as a local supervisor so as to 

detect the sudden event and to switch the control process with adaptation of the new dynamic 

environment. Conclusions have been drawn and the future work has been given in the 

conclusion part. 
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Chapter 1. Motivations and state of art of multi-robot 

systems 

1.1  Motivations and history  

Multi-robots system is one of the fruitful and interesting branches of the robotics field. Since 

the earliest work on multiple mobile robot systems in the 1980s, the field has grown 

significantly, and covered a large body of research. In the multi-robots framework, generally 

the robotic community considers there are three main fields: 

 

  One of these fields is the reconfigurable or modular robots where each robot is able to 

interconnect to another robot in order to form a more complex robot. Self-reconfigurable 

robots can offer a very powerful tool for much kind of applications because the systems 

can change their configurations. The first study about multi-robot systems concerns 

certainly the reconfigurable robots with the project CEBOT (Cellular Robotics System). 

CEBOT is a decentralized, hierarchical architecture (cf. Fukuda & Nakagawa, 1987; 

Fukuda & Kawauchi, 1993; Ueyama & Fukuda, 1993; Ueyama & Fukuda, 1993a; Fukuda 

& Iritani, 1995). It is a dynamically reconfigurable system in that basic autonomous 

“cells” (robots). And the autonomous robots can be physically coupled with other cells, so 

as to an “optimal” configuration in response to changing environments. In the case of 

reconfigurable robots, the modularity of cellular robots can be used for locomotion task, 

for manipulation task or more generally to increase robustness. For example, in the case of 

locomotion task, a modular robot can use a specific locomotion configuration according to 

environment in order to walk or to crawl. 

 

  Another field is the swarm robot system where the multi-robot system is composed 

of a large number of homogeneous robots. In 1988, Gerardo Beni published a paper on 

cellular robots [Beni, 1988]. In fact, in this paper the author proposed an extension of the 

concept of cellular robots. The aim of this concept was to represent a group of simple 

robots, self-organizing in new patterns. In fact, this was certainly the first concept about 

the swarm robot. The goal of studies about swarm robots is to develop behaviors for 

multi-robot systems based on biological inspiration like ants, bees or birds behaviors. 

Generally, the control strategy for swarm robots is based on individual behavior where 

each robot can perceive other robots around it by using proximity sensors but each robot is 

unaware of actions of other robots. Consequently, these approaches focus on how to 

achieve a global behavior from a limited interaction and communication of robots.  
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  Finally, the last field is the heterogeneous multi-robot systems. In this case, the main 

goal is to use several kinds of robots, where each robot has specific abilities, in order to 

solve complex task where the use of a single robot is not sufficient. In this case, it seems 

clear that the both aspects cooperation and coordination are very important. It is important 

to notice that cellular robotics and swarm robotics can be included with the heterogeneous 

robotic field in a more general case which is collective robotics. At the end of 1980s, 

several projects about heterogeneous robotic systems have been presented. May be the 

first was ACTRESS. The ACTRESS (Actor-based Robot and Equipment’s Synthetic 

System) project (Asama et al., 1992; Asama et al., 1989; Ishida et al., 1991) is inspired by 

the Universal Modular ACTOR Formalism (Hewitt et al, 1973). In the ACTRESS system, 

“robotors”, including 3 robots and 3 workstations (one as interface to human operator, one 

as image processor and one as global environment manager). They form a heterogeneous 

group trying to perform tasks together (Asama et al., 1991) and accomplish as a whole 

(Ishida et al., 1994; Suzuki et al., 1995). The second project was GOFFER. In GOFER 

architecture (Caloud et al, 1990; LePape, 1990), there is a central task planning and 

scheduling system (CTPS), which can communicate with all robots and can get a global 

view. The CTPS can monitor the tasks as well as robots themselves. And it generates a 

plan structure to inform all available robots of the pending goals and the planning 

structures. Finally, in 1994, The ALLIANCE architecture (Fig. 1) was developed by 

Parker (Parker, 1994; Paker, 1994a). The purpose is to study the cooperation in a 

heterogeneous, small-to-medium-sized team of largely independent, loosely coupled 

robots. A behavior-based controller controls the individual robots with an extension for 

activating “behavior sets” to complete certain tasks. Robots are able to recognize both of 

their own actions and the actions of other mates by the manner of the broadcast 

communication.  

 

 

Figure 1: Robots using the ALLIANCE architecture for a mock clean-up task 
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Researchers are gradually increasing in the cooperative robotics field because they 

generally agree that multi-robots systems have several advantages over single-robot systems 

(Arai et al, 2002; Cao et al, 1997). The most common motivations for developing multi-robots 

system solutions are that (Parker, 2008): 

 

1. “The task complexity is too high for a single robot to accomplish”. Effectively, one 

of the major advantages with a multi-robots approach is due to the fact that several 

robots can cooperate to perform the same task. This point allows imagining new 

perspectives in robotic field where a group of robots has to adapt themselves in order 

to accomplish a new (unknown in advance) work.  

 

2. “The task is inherently distributed”. Effectively, in many cases, robotic applications 

need to distribute the tasks in space, time or functionally. Consequently, multi-robot 

systems are naturally adapted to solve this kind of problem. 

 

3. “Building several resource-bounded robots is much easier than having a single 

powerful robot”. Effectively, the design of complex robot which is to accomplish 

complex tasks needs to do very long studies, needing more time, and generally, giving 

solutions more expensive. In this case, the use of several cheap modular robots with 

specific abilities but which able to adapt themselves to solve a complex task is an 

elegant solution. 

 

4. “Multiple robots can solve problems faster than by using parallelism”. For example, 

when a robot have to explore an unknown environment, it seems clear that the use of a 

group of robots which accomplish the same task in the same time but distributed in the 

space allow increasing the efficient of the exploration system.  

 

5. “The introduction of multiple robots increases robustness”. Because multi-robot 

systems have theoretically the ability to adapt themselves according to disturbing 

events, multi-robots systems are inherently more robust. 

 

1.2  State of art  

Although there are three main fields defined in the previous section, the projects and 

applications about multi-robot systems are much diversified and it is very hard to give in this 

document a full overview. For example, a lot of studies have focused on control formation for 

the homogeneous and heterogeneous robot including swarm robotic. Another aspect which has 

been studied is the reconfigurable robot. But generally, the major studies have been done with 

homogeneous robot. The goal of this section is to give a short overview of several applications. 
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1.2.1 Motion coordination  

One of the most important topics in the motion coordination area is the formation control. 

Formation control problems arise when groups of mobile robots are employed to jointly 

perform certain tasks. The benefits of exploiting groups of robots, as opposed to a single robot 

or a human, become apparent when considering spatially distributed tasks, dangerous tasks, 

tasks which require redundancy, tasks that scale up or down in time or tasks that require 

flexibility(T.H.A et al., 2009). 

 

The first work on coordination among multiple agents was motivated by the study of 

biological systems and by application in computer graphics, i.e., in 1986 Reynolds (Parker, 

1993) made a computer model for coordinating the animal motions as bird flocks or fish 

schools. This pioneer work inspired significant efforts in the study of group behaviors (Parker, 

1993; Mataric, 1992), and then in the study of multi-robots formation (Wang, 1991). In the 

latest years, a great number of applications of multi-robots system, differing in the typologies of 

vehicles and missions, have been proposed, i.e., the multi-robots systems made up of 

Underwater Autonomous Vehicles (AUVs) (Fiorelli et al., 2004; Stilwell & Bishop, 2000), 

aerial vehicles (Stipanovic et al., 2004; Seanor, 2006), and fleet of marine crafts (Ihle, 2004), or 

applications like exploration and mapping (Burgard, 2005), box pushing and transportation 

(Tanner et al., 2003) or entertainment (Pagello, 2006;Antonelli et al., 2007). In the recent 

literature, see e.g. (Beard & Hadaegh, 2000; Carelli et al., 2006; Consolin et al., 2006; Do & 

Pan, 2007; Takahashi et al., 2004), three different approaches towards the cooperative 

formation control of mobile robots are described, the behavior-based approach, the 

leader-follower approach and the virtual structure approach: 

 

 In the leader-follower approach (Egerstedt et al., 2001; Egerstedt et al., 1998), one of 

the robots is designated as the leader, with the rest being followers. Among all the 

approaches of formation control reported in the literature, the leader-follower method has 

been adopted by many researchers (Balch & Arkin, 1998; Bishop & Spong, 1998; Desai, 

1998; Egerstedt et al., 2001; Frezza, 1998). In the leader-follower approach some robots 

will take the role of leader and aim to track predefined trajectories, while the follower 

robots will follow the leader according to a relative posture (Carelli et al., 2006; Bicho & S. 

Monteiro, 2003; Consolin et al., 2006; Desai, 2001; Ikeda, 2006; Leonard & E. Fiorelli, 

2001; Tanner et al., 2004; Vidal et al., 2003; Yanakiev & Kanellakopoulos, 1996). An 

advantage of this approach is the fact that it is relatively easy to understand and implement. 

A disadvantage, however, is the fact that there is no feedback from the followers to the 

leaders. Consequently, if a follower is being perturbed, the formation cannot be 

maintained and such a formation control strategy lacks robustness in the face of such 

perturbations. In Egerstedt & Hu (Egerstedt & Hu, 2001), they developed a method based 

on the leader-following approach to investigate formation control. In (Egerstedt & Hu, 

2001), they focus on a particular type of path following, and the idea is to specify a 
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reference path for a given, nonphysical point. Then a multiple agent formation, defined 

with respect to the real robots as well as to the nonphysical virtual leader, should be 

maintained at the same time as the virtual leader tracks its reference trajectory. 

 

 In the behavior-based approach, a so-called behavior (e.g. obstacle avoidance, target 

seeking) is assigned to each individual robot (Arkin, 1998). This approach can naturally be 

used to design control strategies for robots with multiple competing objectives. Moreover, 

it is suitable for large groups of robots, since it is typically a decentralized strategy. A 

disadvantage is that the complexity of the dynamics of the group of robots does not lead 

itself for simple mathematical stability analysis. To simplify the analysis, the dynamics of 

individual robots are commonly simplified as being described by a single integrator. 

Clearly, the kinematic models of mobile robots are more complex, so that the situation 

limited the practical application. By behavior based approach, several desired behaviors 

are prescribed for each robot, and the final action of each robot is derived by weighting the 

relative importance of each behavior. The possible behaviors include obstacle avoidance, 

collision avoidance, goal seeking and formation keeping (Bishop & Spong, 1998; Canudas, 

1996; Desai et al., 1998). The limitation of behavior-based approach is difficult to analyze 

mathematically, thus it is hard to guarantee a precise formation control. In Balch & 

Arkin(Balch & Arkin, 1998), they exploited a behavior-based, decentralized control 

architecture, where each individual platform makes sure that it is placed appropriately 

with respect to its neighbors. In (Desai et al., 1998) and (Desai, 1998), the situation is 

slightly different and the solution is based on letting one robot take on the role of the leader, 

meaning that all of the other robots position themselves relative to that robot. Furthermore, 

many researchers discussed (Hedrick et al., 1991; Tabuada, 2001) extensively about the 

dynamic model. A very specific type of “string stability” is achieved for multiple 

autonomous vehicles. 

 

 A third approach in cooperative control is the virtual structure approach, in which the 

robots’ formation no longer consists of leader nor follower, i.e. no hierarchy exists in the 

formation. In (Tan & Lewis, 1997), a general controller strategy is developed for the 

virtual structure approach. Using this strategy, however, it is not possible to consider 

formations which are time-varying. Moreover, the priority of the mobile robots, either to 

follow their individual trajectories or to maintain the groups’ formation, can’t be changed. 

In Do & Pan (Do & Pan, 2007), a virtual structure controller is designed for a group of 

unicycle mobile robots, using models involving the dynamics of robots. Consequently, the 

controller design tends to be rather complex, which is unfavorable from an 

implementation perspective, especially when kinematic models suffice. The Virtual 

structure was proposed by Anthony Lewis and Kar-Han Tan (1997) (They first proposed 

the definition of the virtual structure.). A key problem in cooperative robotics is the 

maintenance of a geometric configuration during the movement. To address this problem, 

the concept of the virtual structure is introduced. Control methods are developed to force 

an ensemble of robots to behave as if they were particles embedded in a rigid structure 
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(Han & Lewis, 1996; Han and M.A. Lewis). Therefore, they proposed a novel, extensible 

and effective method for multiple mobile robot motion control and studied the high 

precision algorithm about the virtual structure formation control. The main contribution of 

Ren & Beard (Ren & Beard, 2004) is to apply the virtual structure approach in a 

decentralized scheme so that both the benefits of the virtual structure approach and the 

decentralized scheme can be achieved simultaneously. In the paper, each spacecraft in the 

formation instantiates a local copy of the coordination vector in the virtual structure 

framework. The local instantiation of the coordination vector in each spacecraft is then 

synchronized by communication with its neighbors using a bidirectional ring topology. 

The virtual structure approach treats the entire formation as a single virtual rigid structure 

in the paper of Arkin, Balch & Arkin, and Bishop & Spong (Arkin, 1998; Balch & Arkin, 

1998; Bishop & Spong, 1998).  

 

Another popular topic of the motion coordination area is multi-robots path planning 

(Svestka & Overmars, 1998; Lumelsky & Harinarayan, 1997; Ferrari etal., 1998; Yamashita et 

al., 2000) traffic control [Premvuti & Yuta, 1990], formation generation [Arai et al., 1989], and 

formation keeping (Balch & Arkin, 1998; Wang, 1989). More recent work addressed in this 

area are including target tracking [Parker & Touzet, 2000], target search [LaValle et al, 1997], 

and multi-robot docking [Mintea wt al., 2000] behaviors. The motion coordination is discussed 

by Saptharishi et al. [Saptharishi et al., 2002], and they proposed an approach to perform path 

planning via checkpoint and dynamic priority assignment using statistical estimates of the 

environment’s motion structure. [Shen et al., 2002] addressed some issues in motion 

coordination for reconfigurable robots, for instance, the caterpillar move, a legged walk, and a 

rolling track. [Arai et al., 2002] 

1.2.2 Localization, mapping, and exploration 

In the localization, mapping and exploration field (Fig. 2), some researchers have developed 

novel algorithms for the distributed multi-robots systems. One example given in Fox et al. [Fox 

et al., 2000], taking advantage of multiple robots they improved the positioning accuracy 

compared with a single robots. Another example is shown in Roumeliotis & Bekey’s paper 

[Roumeliotis & Bekey, 2002], which presented a decentralized Kalman-filter based on an 

approach to enable a group of mobile robots to simultaneously localize by sensing their 

teammates and by combining the position information from all the team members. In addition, 

Schmitt et al. [Schmitt et al., 2002] examined the vision-based localization in multi-robots team 

and illustrated on physical robots in the multi-robots soccer domain. Examples of localization, 

mapping, and exploration in the multi-robots can be found in landmarks [Dedeoglu & 

Sukhatme, 2000], scan-matching [Burgard et al., 2000], and/or graphs [Rekleitis et al., 2000], 

and which use various sensors [Vaughan et al., 2002]. [Arai et al., 2002] 
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Figure 2: Heterogeneous team of an air and two ground vehicles that can perform cooperative 

reconnaissance and surveillance 

 

1.2.3 Reconfigurable robots 

In the area of distributed systems, the early research focused on concepts (Fukuda & 

Nakagawa., 1987; Beni, 1988). Until the last few years, the work began to implement on the 

actual reconfigurable physical robots system, to accomplish the functions from shape, in order 

to generate a desired shape of the individual modules which can be used to a needed function. It 

is involving the identical modules with interconnection mechanisms which can be manual or 

automatic reconfiguration. Some works demonstrated various navigation configurations, such 

as a rolling track motion [Yim et al., 2000], an earthworm or snake motion (Yim et al., 2000; 

Castano et al., 2000), and a spider or hexapod motion (Yim et al., 2000; Castano et al., 2000). 

Some systems connected in various ways to form matrices or lattices for specific functions 

(Bojinov et al., 2000; Yoshida et al., 2000; Rus & Vona, 2000; Unsal & Khosla, 2000). An 

important example is [Shen et al., 2002], which presented an approach by their CONRO 

modules, for the adaptive communication in self-reconfigurable and dynamic networks, and the 

physical module reconfiguration can achieve the locomotion. Although it is a promising area 

for continuing advances in multi-robots systems, it is still very young, and that large numbers of 

the robot modules are only demonstrated in simulation. [Arai et al., 2002] 

1.2.4 Object transport and manipulation 

This area have been studied on numerous situations, such as constrained and unconstrained 

motions, two robot teams versus “swarm”-type teams, compliant versus noncompliant grasping 

mechanisms, cluttered versus uncluttered environments, global system models versus 
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distributed models, and so forth. An example of using multi-robots team to push objects was in 

Rus et al. and Stilwell & Bay (Rus et al., 1995; Stilwell & Bay, 1993). In Wang et al. and Khatib 

et al. (Wang et al., 2000; Khatib et al., 1996), the multi-robots must grip common objects and 

navigate to a destination in a coordinated formation. In [Donald et al., 2000], it demonstrated to 

use ropes to move objects along the desired trajectories. For the cooperative transport task, 

Miyata et al. [Miyata et al., 2002] illustrated their results both in simulation and using a team of 

two physical robots, which enabled multi-robots team members to displace objects and to 

cooperatively push objects to a destination. In [Das et al., 2002], they addressed a novel 

approach for cooperative manipulation and demonstrate their results on a team of three physical 

robots, and the approach based on formation control can make robot teams cooperatively 

manipulate obstacles. [Arai et al., 2002]. The figure 3 gives an example of distributed robot 

architecture where several robots have to cooperate to perform an assemblage task. 

 

 

 

Figure 3: Distributed Robot Architectures (DIRA) 

 

1.3  Problematic and Context of this work  

The multi robot approaches offers many advantage and can be used in many applications. But 

the design of control strategies is more complex in comparison to single robot approaches.  
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1.3.1 Problematic 

In the multi-robots system, the interactions of group robots can be generally classified into 

four categories: collective, cooperative collaborative and coordinative [Parker, 2008a]. The 

communication plays a key role as well. Both of the implicit communication and explicit 

communication are extensively studied in the multi-robots researches. As a simple distinction, 

implicit communication focuses on a side-effect of other actions, whereas explicit 

communication emphasizes to convey information to other robots. The communication can 

greatly improves the performance of multi-robots team and efficiently make the system achieve 

various tasks (MacLennan, 1991; Balch& Arkin, 1994). However, in recent works, the 

researchers have focused on representations of languages in the physical world (Hugues, 2000; 

Jung & Zelinsky, 2000). Other works have concerned the fault tolerance in multi-robots 

communication, such as the distributed communications networks and the reliability of 

communication system (Winfield, 2000; Molnar & Starke, 2000). Additionally, [Shen et al, 

2002] used the communication to the reconfigurable modular robotics. [Arai et al., 2002].  

 

The Fig. 4 represents the categorization, proposed by Parker [Parker, 2008a], according to 

three axes: “the type of the goal”, “the awareness of others” and “the actions advance the goal 

of other”. Each category is detailed below. 

 

  

Figure 4: Heterogeneous team of an air and two ground vehicles that can perform cooperative 

reconnaissance and surveillance 

 

 Collective: The collective interaction is inspired by the biological populations as 

flocks of birds, schools of fish, society of ants, frogs and so forth. It is a great emphasis 

on the behaviors of entities to perform some biological relevant tasks. In the 

multi-robots system, the collective interaction is the swarm robotic work. Some 

examples are addressed by Mataric, McLurkin and Kube & Zhang (Mataric, 1995; 

McLurkin, 2004; Kube & Zhang, 1993). In this type of interaction system, there are 



 

Chapitre 1  25 

typically large numbers of simple control robots, to achieve the global aim. [Parker, 

2008a] 

 

 Cooperative: In the type of cooperative interaction, the one should share goals with 

others, and their actions are the interactions between teammates. For example the 

multi-robots system could solve the box-pushing problem (e.g., [Gerkey, 2002]), clean 

up a worksite (e.g., [Parker, 1998]), search, rescue (e.g., [Murphy, 2000]), or do some 

extra-planetary exploration (e.g., [Stroupe et al., 2006]). In these systems, robots 

sometimes work on different parts separately, the work together to achieve the 

common goal avoiding the interaction with each other. [Parker, 2008a] 

 

 Collaborative: The third type of interaction is the collaborative interaction. It occurs 

in the systems that robots have individual goals, as well as they need to accomplish the 

entire goal by the collaboration among the entities. In fact, in order to distinguish the 

collaborative interaction with the cooperative interaction is extremely difficult. 

Usually, it is unavoidable to combine the cooperative interaction with the collaborative 

process. Generally, through the interactions among the robots, the collaborative 

interaction will be better to help achieving the individual goal as well the common goal. 

Kinds of problems faced by the multi collaborative robots are the coalition formation.  

In Parker and Vig & Adams (Parker, 2006; Vig & Adams, 2006), the problem has 

illustrated. [Parker, 2008a] 

 

 Coordinate: The last type interaction is the coordinate interaction, in which the 

entities do not share a common goal, and they are individual. In case that robots share a 

common workspace, the coordinate interaction can minimize the amount of 

interference among robots. The typical applications are the path planning techniques 

(e.g., [Kolder & Hutchinson, 2006; Guo & Parker, 2002; Alami et al., 1998; Erdmann 

& Lozano- Perez, 1987; Parson & Canny, 1990; Peasgood et al., 2008; Clark et al., 

2003;Svestka & Overmars, 1998; Kant & Zucker, 1986; Rude, 1997;LaValle & 

Hutchinson, 1998) or the traffic control techniques (e.g., Grossman, 1988; Kato 

&Zucker, 1986; Lumelsky & Harinarayan, 1997; Asama et al., 1991a;Yuta & Premvuti, 

1992;Wang, 1991) in the multi-robots systems. [Parker, 2008a] 

 

 It is important to notice that the four previous categories may be merged in only one field 

which could name “collective robot”. In fact, collective robot includes heterogeneous and 

homogeneous robots. Consequently, the goal of the research presented in this manuscript is to 

try to propose a unified theory mainly based on Machine-Learning. Effectively, the strong point 

of collective robotics corresponds also to its main difficulty. The major advantage in collective 

robotic field is due to the fact that robots are able to coordinate and to cooperate in order to 

achieve a common goal. But these abilities have to be the result of a learning process allowing 

to a group of robots a self-adaption according to environment, the goal and according to the 

time. 
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1.3.2 Context 

 The design of control strategy for collective robotics is a hard work and needs today 

innovative solutions. In this context, the logistic field is a very good application to test this kind 

of control strategy. Effectively, the main problem in a logistic application is to transport 

different kinds of object from one point to another point. In fact, the size, the shape and the 

weight of these objects may be very different. In traditional application, it is needed to design 

specific machine, generally called Automated Guided Vehicles (AGV). The other main 

problem is to find automatically a path to transport objects from a place to a new place. In 

traditional approach, a supervisor manages all AGV and has a map in its memory. In summary, 

the main drawback of the traditional approaches is that they are not adaptive. 

 

 In fact, the logistic application may be consider like a collective robotic application where 

robots have to transport an object. The early work in cooperative transport was presented by 

Trebi-Ollennu et al. (Trebi-Ollennu et al., 2002). In cooperative transport task, it primarily 

concentrated on cooperative pushing behaviors on flat floors, such as (Brown & Jennings, 1995; 

Parker, 1994; Rus et al., 1995; Wawerla et al., 2002), which proposed approaches to use the 

transported object to communicate implicitly. Some work, for example (Mukaiyama et al., 

1996; Qingguo & Payandeh, 2003) focused on fixed-based manipulators of the cooperative 

manipulation with the force feedback. Nowadays, more and more interests have been focused 

on the work of grasping, transport, and precision placement of a rigid component into a fixed 

structure by multi-robots team. RCC demonstrated these capabilities in an outdoor-like 

laboratory setting (Stroupe et al., 2005). In [Stroupe et al., 2006], Stroupe et al introduced the 

Robotic Construction Crew (RCC) they used a distributed multi-robots behavior-based 

architecture to accomplish a series of construction tasks including the transportation task with 

illustrating experiments. [Stroupe et al., 2006]. As an exceptional example, Alami and his 

teammates presented a general concept for the control in a large fleet of autonomous mobile 

robots for transportation works by their Martha robots [Alami et al, 1998]. The Martha projects 

is the first one to add the multi-robots cooperation capabilities to a large fleet of robots and their 

extensively application have been used in harbors, airports and marshaling yards. 

 

Other works using the leader-follower control of transportation task were introduced in 

(Kosuge & Oosumi, 1996; Kume et al., 2002), which proposed a compliance control based 

leader-follower control system. The leader robot has the desired trajectory and the follower 

robots adjusted their trajectories to track the leader based on force/moment from the object to 

accomplish the transportation task in coordination with the leader and other followers. Another 

example can be found in [Kosuge & Oosumi, 1996], which addressed a distributed control 

algorithm that the follower can perfectly estimate the motion of the leader and perform the 

cooperative transportation task by using this estimation. And, [Wang et al., 2007] also proposed 

a decentralized control method for object transportation in coordination by a leader-follower 

type of multi-robots system, and illustrate their control algorithm by three unidirectional 
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mobile robots. Discussion about a bounded movable area for the object transportation were 

shown in (Sukhatme et al., 2002; Wang & Kumar, 2002a; Wang et al., 2003), by several robots 

using sequential or formation motion control. [Wang et al., 2007]. Some works already have 

been done for the formation robots with rigid formation in the multi-robots system 

transportation task. Robots must simultaneously maintain a formation so as to transport rigid 

components cooperatively with tight grasp, such as (Balch & Arkin, 1998; Carpin & Parker, 

2002; Desay et al., 1999). The formation works used vision and/or explicit communication 

whereas the inadequacies of these efforts don’t pay attention to maintain a grasp on a 

cooperatively carried component or tight bounds on permitted formation errors. In 

(Huntsberger et al., 2003; Trebi-Ollennu et al., 2002), JPL has demonstrated cooperative pick 

up, transport, and put-down of large components in an outdoor environment. [Stroupe et al., 

2006]. 

 

In many cases of the real transportation, it needs to carry long and huge load in many 

situations of both the indoor and the outdoor environment. It is vital to maintain the rigid 

formation of the multi-robots system in order to keep the load not falling down during the 

transportation process. And the avoidance is a problem no more for the individual robot but for 

the formation robots as a whole. In the frame of the thesis, these tasks have been allocated and 

cooperate by heterogeneous multi-robots team. The heterogeneous multi-robots team is made 

up of a humanoid robot, a rigid formation multi-robots team, a top camera robot and a 

supervisor. Considering the above problems, we develop navigation strategies for multi-robots 

team with a rigid formation, which can navigate in an unknown environment. And in the 

navigation strategies, the rigid formation multi-robots team is regarded as a virtual entity 

whether in case of avoidance or in case of going advance. Using the rigid formation control, the 

rigid formation robot team can keep the constraint formation shape throughout the motion. The 

humanoid robot can have the vision of the area in front of the multi-robots system and plays the 

role of local supervisor. The top camera can take the picture of front unknown area when the 

heterogeneous multi-robots system meeting obstacles. The supervisor is the responsible for 

deal with information and transmits commands. Both the simulation and the real robot 

experiments demonstrated that the heterogeneous multi-robots team can navigate in unknown 

environment and execute the transportation task entirely. The application is possible to be used 

in the both indoor and outdoor situations. 

1.4  Conclusion  

If through present chapter the multi-robots’ based approaches show clearly offering many 

advantage as well as the uncontestable potential for wide classes of applications, while it 

clearly appears that the design of control strategies for such systems suffers from multiplicity of 

existing nomenclatures and related arrangements. In fact, in a rough point of view, each project, 

application or study appears as a solution to the specific case of that project, application or 
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study. If the taxonomy proposed by Parker [Parker, 2008a], categorizing multi-robots’ control 

strategies versus types required interactions or issued outcomes, is a first valuable tentative of 

orderliness relating various already presented control strategies, while it highlights the need of 

a more overall, and probably more generic, consideration of multi-robots systems. This has 

reinforced our motivation in pursuing our efforts investigating Machine-Learning based 

approaches with clear desire in tentative of some unification of the “collective robots’ system” 

concept. 

 

In addition, the above-mentioned, the ever-increasing complexity of nowadays’ needs 

concerning logistic applications and the state of art of the numerous above-presented research 

activities dealing with “object transport and manipulation” have fortified our decision in 

orienting the validation (experimental or simulated) toward a logistic application’s framework. 
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Chapter 2. ANFIS Controller for Nonholonomic Robot 

2.1 Introduction 

The motion planning and control of wheeled robots have been, and still are, the subjects of 

numerous research studies. In particular, that is the case of non-holonomic robots where the 

planning trajectories and the control motion are not independents because of non-holonomic 

constraints. For example, a two wheeled robots can go anywhere but can’t follow any 

trajectories. Originally in robotics, the motion planning was based on the following problem: 

"how to move a piano from one room to another in a house without hitting anything" (LaValle, 

2006). Generally, in the robotic domain, the trajectory planning for non-holonomic robots 

consists to find trajectories from an initial point to a final point by taking account of mechanical 

constraints and to control the robot in order that it follows the desired trajectories. Numerous 

studies have been done in the past, mainly for the unicycle, car-like mobile robot system and the 

trailer system. The first control problem of WMR (wheeled mobile robot) maybe was the path 

following problem proposed by Samsom et al. (Samon, 1995; Dickmanns & Zapp, 1987; 

Nelson & Cox, 1988; Samon, 1992). Numerous other papers of tracking problem have been 

addressed as examples in the following papers (Andréa-Novel et al., 1995; De Luca & Di 

Benedetto, 1993; Fliess, 1995; Canudas, 1996) etc. Many authors have published the researches 

of the asymptotic stabilization of fixed configurations (Kolmanovsky, 1995; Morin et al., 1998; 

Samson, 1991). Various methods have been used, for instance, the transformation of kinematic 

models into the chained form ( Rouchon et al., 1993; Lamiraux & Laumond, 1998), the 

reference control, time-varying feedbacks (Morin et al., 1998; Pomet, 1992; Teel et al., 1992; 

M’Closkey & Murray, 1997), the hybrid feedbacks (Bennani & Rouchon, 1995; Lucibello & 

Oriolo,1996; Sørdalen & Egeland, 1995), the approach based on the transverse function (Morin 

& Sasmon, 2003; Morin & Sasmon, 2001; Morin & Sasmon, 2004; Artus et al., 2003) and so on. 

In all of these cases, the control problem refers to a continuous control problem. A good control 

method must satisfy the robustness of stabilization and fast convergence. Thus the control 

problem is to find a suitable method to ensure that the system has the robustness as well as the 

fast convergence. As we all know, the outstanding advantage of the classical feedback control 

techniques is robust in the linear system. However, in the case of the nonlinear system, the fast 

convergence must be compromised with the stability. In artificial intelligence, the terms 

planning and AI planning refers to solve a discrete control problem (LaValle, 2006). In this 

case, instead of moving a piano through a continuous space, the task is to find a set of discrete 

actions allow to move the object from the initial point to the goal point. In the paper of 

Bertsekas & Tsitiklis (Bertsekas & Tsitiklis, 1996), the formulation and resulting algorithms 
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are based on dynamic programming. And others [Alpaydin, 2004; Sutton & Barto, 1998] used 

primarily machine learning, which is reinforcement learning. The sequential game theory, 

which is also called dynamic game theory (Basar & Olsder, 1995), and the differential game 

theory are obtained (Basar & Olsder, 1995; Isacs, 1965; Petrosjan, 1993; Yavin & Pachter; 

1987). Some examples in the hazardous regions, and shelters or requests to deliver objects, the 

mode might be imagined as rain occurring and the robot must run for the shelter [LaValle & 

Sharma, 1997; Sharma et al., 1996; Sharma et al., 1993]. 

 

The main drawback of the previous studies is that in all of them, the proposed approach is 

generally designed for one specific kind of robot and thus, it needs a specific modeling of the 

machine. The goal of one part of this thesis work is to propose a new concept allowing 

controlling the motion of a mobile robot independently of the kind of the considered robot. In 

fact, we consider that all trajectories can be decomposed in two elementary motions: the linear 

motion and the rotation motion. The proposed approach, which is based on Machine-Learning, 

uses an Adaptive Neural Fuzzy Inference System (ANFIS) control allowing that the mobile 

robot moves towards the desired position, desired orientation and also can track any reference 

trajectories (linear or nonlinear). Because the conceptualization of our control strategy is 

conceived in such a slant since its brass tacks (e.g. from its fundamental aspect), it could be 

applied into any kind of robot: wheeled robots, walking robot and even a virtual robot like a 

rigid formation. In order to verify the proposed concept, an example is designed for a team of 

two-wheel non-holonomic robots following different trajectories (linear trajectory or nonlinear 

trajectory). The simulation has been done involving Khepera robots. Results demonstrated that 

the as well single robot as the team of such robots (considered as a single virtual robot) can well 

follow the given trajectories. Furthermore, referring to what has been mentioned in general 

introduction of this thesis regarding our desire to give an “industrial logistic” applicative slant 

to the validation of the investigated concepts, it is pertinent to emphasize the fact that the team 

of robots enrolled in such applicative frames is often composed of several non-holonomic 

robots. Often, such wheeled mobile non-holonomic robots have to form a fixed geometry shape 

(e.g. a rigid formation) maintaining that shape during the movement. A typical example of such 

practical circumstances in industrial logistics’ applicative frame is the transportation of a very 

long and voluminous load by several non-holonomic robots. In this case, separately 

self-controlled and synchronous regarding the movement, robots must keep an aligned rigid 

formation in order to handle that voluminous load from a starting position to a final position 

following some (planed) trajectory.  

 

In order to explain clearly our method, we present a practical example where the robot must 

move from an initial position to goal position by passing a narrow path (Fig. 5). As shown in 

Fig.5, the whole process is divided into three parts. In the part I, a robot moved forwards from 

the initial position A to position B. During the part I, the robot used the position control in order 

to keep the track with a line. The part II is a path tracking process. In fact, it means that the robot 

followed with a given reference.  
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obstacle obstacle

Robot

Robot

Robot

 

B

A
Initial position

Part I

Part II

Part III

C
Final position

Robot

  

Figure 5: Description of the path of the robot from point A to point C 

 

 
(a) The horizontal line shape formation robots; (b) Robots rotate on themselves at the same time; 

(c) The formation robots follow the arc curve synchronous. 

Figure 6: Process of the formation robots changing its formation 
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The robot must control the position as well as the orientation simultaneously. We apply the 

trajectory control which is on the basis of the orientation control and the position control. At 

last, the robot went ahead and arrived to the final position C by only the position control in the 

part III. It must be noticed that in the case where we consider that all robots move in a 

synchronous manner, the previously described approach may be generalized to a rigid 

formation of robots. The figure (Fig.6) shows a formation of three robots. The translation of 

formation can be decomposed of the translation control of every single robot synchronous. And 

for instance, to change a horizontal line shape formation (in Fig.6 (a)) to a vertical line, all of 

the robots begin to rotate on themselves (see in Fig.6 (b)) and after all of the robots follow the 

arc curve (see in Fig.6 (c)) whose center is the of the reference robot and its radius is the 

distance between itself and the reference robot. Finally, all the robots rotate themselves to the 

desired direction.  

 

By taking into account of previous comments, the goal of this chapter is to describe the 

control of the single robot. And in the continuation of this document, we will consider that all 

wheeled robots use the same kind of controller in a synchronous manner. It must be pointed out 

that our approach may be decomposed into two parts: the first one allows decomposing the path 

into several desired trajectories, and the second uses a neuro-controller allowing tracking these 

desired trajectories. In the next section, after a review of the Adaptive Fuzzy Inference System 

(ANFIS) controller (section 2.2), we describe our control strategy used for one robot (section 

2.3). Simulation result and experimental result are respectively given in section 2.4.  

2.2  Adaptive-network based fuzzy inference system (ANFIS)  

Fuzzy controller (FC’s) has various applications in both industry and household. For the 

complex and/or ill-defined systems that are not easily controlled by conventional control 

schemes, FC’s provides a feasible alternative since they can easily capture the approximate, 

qualitative aspects of human knowledge and reasoning. The two important factors which 

restrict the FC’s are the soundness of knowledge acquisition techniques and the availability of 

domain (human) expert. The attribute of fuzzy systems is expressing the knowledge in the form 

of linguistic rules, which can implement the expert human knowledge and the experience. But 

the shortcoming is the lack of a systematic methodology for their design. Normally, it is a 

time-consuming task that to update parameters of membership functions. The use of neural 

network learning techniques can make the process automatically, and significantly reduce the 

development time with a better performance. Consequently, the merger of neural networks and 

fuzzy logic led to the design of neuro-fuzzy controllers which are one of the most popular 

research fields today. Some architectures for neuro-fuzzy controllers are proposed for example 

by Jang (Jang, 1992), Nomura (Mondada, 1994), Abraham (Abraham, 2005) and so on. In this 

section, the basics of adaptive networks, called ANFIS, is introduced in detail and it works as a 

fuzzy controller (Jang, 1992b) 
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ANFIS is a class of adaptive Fuzzy Inference System (Jang & Sun, 1995). ANFIS can be 

also considered as a neural network close to Radial Basis Function. Its wide applications are 

including: the nonlinear function modeling (Jang, 1991; Jang, 1993), the time series prediction 

(Jang & Sun, 1993; Jang, 1993), the online parameter identification for control systems (Jang, 

1993), and the fuzzy controller design (Jang, 1991a; Jang, 1992). ANFIS, which is based on 

both neural networks and fuzzy inference systems, belongs to a class of adaptive fuzzy 

inference system. In this chapter, we remember briefly the ANFIS architecture initially 

proposed by J.-S. R. Jang (Jang & Sun, 1995). The proposed ANFIS architecture can identify 

the near-optimal membership functions and other parameters of a rule base to acquire a desired 

input-output mapping, as it concerns the automatic elicitation of knowledge in the forms of 

fuzzy “if-then” rules. The basics of the ANFIS architecture are introduced in detail in the 

following paper (Jang, 1992b). An application of ANFIS to the avoidance problem of the 

nonholonomic can be found in Mondana et al. (Mondana et al., 1994). 

 

In the section, we describe the neuro-fuzzy controller, which have been proposed in first by 

Jang, and learning method in detail proposed by Godjevac (Godjevac, 1995). A schematic 

description of ANFIS is shown in Fig.7, where x1 and x2 are the two inputs. If we assume that 

ANFIS have m inputs x1,x2,....xm, one output y. The n linguistic rules Ri can be expressed as: 

If 1x is 1iA and 2x  is 2iA  ........and mx  is imA , Then y Is i . i = 1, ....., n.                    (1) 

where i is the index of the rule, Aij is a fuzzy set for i-th rule and j-th input and ωi is a real 

number that represents a consequent part. After the fuzzification by Gaussian membership 

function (see in Fig.8), we can get A11.....An1 and A21....An2 respectively. In the present case, the 

membership function is defined as a Gaussian function: 
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The fuzzy inference is defined as the T-norm. Then, use the T-norm to combine each pair of 

μi1 and μ21, we can get the outputs u1....un. Where iu  is given by: 

                                                        .21 imiiiu                                            (3) 

But they are not the real outputs, they must be defuzzified and to obtain the real output y at 

last.  The output of this neural network is given by the following equation: 
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All the membership functions (include inputs, outputs and the parameters) are defined as 

Gaussian function in the thesis.  
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Figure 7: Neuro-fuzzy controller (Godjevac, 1995) 

 

 

 

Figure 8: Membership function ( 28.0,1  ijij ba ) 
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Now, we define z as the set of all parameters to adapt in the neural network: 

                                                 .,,,,, 1111 ninmnm nbbaaz                      (5) 

And the function to minimize: 

                                                             .)()(
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y(t) is the output of the neural network and y
d
(t)

 
is the desired output. In this case, (Godjevac, 

1995) showed it as possible to use an iterative procedure to update parameters in order to 

minimize the function V(z). The three kinds of parameter aij, bij, and ωi, (all the parameters are 

defined as Gaussian function as shown in Fig.8) may be updated by equation 7, 8 and 9 

respectively. 
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where aij, bij, and ωi are the parameters of the adaptation of the learning algorithm. Γa Γb Γc 

are the predefined constants. The iterative procedure for the adaptation of parameters and for 

the minimization of the criterion function can be summarized as follows (Godjevac, 1995) 

 

1. Initialization of parameters. 

 a) Consequent values ωi, are random numbers. 

 b) Choice of antecedent parameters aij and bij (all membership functions on the universe of  

 discourse are regularly distributed and have the same width). 

2. Data input ( x1,x2,......xm, y
d
). 

3. Fuzzy inference. 

4. Adaptation of consequent parameters ωi,. 

5. Adaptation of parameters aij, and bij,  

6. Evaluation of the criterion function V. 

7. Repeat the steps 3 to 7 until V is smaller than one threshold value. 

 

The algorithm is more efficient if the steps 3 and 4 are repeated twice in the same iteration 

loop. Namely, the weights ωi are adapted twice in the one iteration. This method is similar to 

the method proposed by Nomura et al. (Nomura et al., 1992). 
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Ensuring robots follow any desired trajectory, the principle of fuzzy controller showed in 

Fig. 9. In the trajectory adaptive network (see in Fig. 9), though there are m FC blocks, all of 

them refer to the same fuzzy controller at different time stages. Namely, there is only one 

parameter set which belongs to all m FC blocks at different time stages. For clarity, this 

parameter set is shown explicitly in Fig.9, which is updated according to the output of the error 

measure block. (Jang, 1992b) 

 

 

Figure 9:   A trajectory adaptive network for control application.(Jang, 1992b) 

2.3  ANFIS controller for nonholonomic robot 

Let us now consider a given trajectory C in the reference frame, and a point P attached to the 

robot chassis, at the mid-distance of the wheels, as illustrated in the Fig. 10.   is the angle from 

X-axis to the robot’s motion direction. The kinematic modeling of this wheeled robot (i.e. 

unicycle-type mobile robot) may be represented as follows (Pascal & Claude, 2008): 

                                                    

                                                                                                                 (13) 
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d

P

dP
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Figure 10: Robot’s coordinates described by a triplet as P(x, y, ). 

 

Where Vx and Vy represent respectively the instantaneous horizontal and vertical velocities 

of the point P located at mid-distance of the actuated wheels. V represents the intensity of the 

longitudinal velocity and Ω the angular velocity of the robot. Ω
left 

and Ω
right

 are the angular 

velocity of the left and right wheels respectively. r is the radius of the wheels and l is the 

distance between the two wheels. 

2.3.1 Trajectory control 

In our simulation and the real experiment, we use KheperaIII, a kind of wheeled 

non-holonomic mobile robot to verify our strategies. Its kinematic model is a unicycle-type 

mobile robot. For a unicycle-type mobile robot, the goal of the control strategy is to compute 

the velocities of each wheel in order to make the robot follow the desired reference. For 

example, as the reference we have shown in Fig. 10, the reference can be regarded as a set of 

point P
d
( x

d
(t), y

d
(t), d

(t) ). And the given trajectory can be expressed as a function of time t, 

with the d
(t) represents of the trajectory’s curvature at each step time t. The purpose of control 

is to input appropriate wheel speeds (both left and right), to keep the robot track with the given 

reference. That is, to make the difference between the robot’s track P(x, y,) and reference 

P
d
( x

d
(t), y

d
(t), d

(t) ) is 0.   

 

It is difficult for us to obtain the accurate parameters from robot in the real experiment. 

Therefore, we propose a new approach based on neural networks and depending on the 

kinematic model (13) and (14). The goal of the neural networks is to control the velocity of 

each wheel in order to minimize the two errors, one is the error between position and desired 
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position (x-x
d
, y-y

d
), and the other is the error between orientation and desired orientation ( 

-d
).  

2.3.2 Orientation control 

The orientation control allows the robot to rotate around itself by following the target angle. 

The orientation control diagram is described in the following figure: 

Angle
ANFIS

controller

-

d x 



Robot

 

 

Figure 11: Orientation control diagram 

 

Consequently, the ANFIS needs one input x which is the difference between the robot’s 

direction  and the desired angle d
 at each time step (see 15). By the fuzzy inference, the neural 

networks and the defuzzification, the single output is an angular velocity. In order to make the 

robot rotate, the left and right wheels must have the opposite angular velocity. The absolute 

value of angular velocity of both wheels is the same ΔΩ, while the opposite direction of left and 

right wheel respectively. The input showed in equation (15), the output showed in equation (16) 

and (17). The loss function and parameters update are expressed in equation (18). The diagram 

of control has showed in Fig. 11. 
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The relation between y(t) and ΔΩ (ΔΩ is the difference between the right angular velocity 

Ω
right 

and the left Ω
left 

angular velocity) is given by the following equation: 

                       ).()()( tyttt leftright

                   (17) 

At each step time, the parameters 
i  are updated in order to minimize the following 

equation 
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2.3.3 Position control 

Similar as the orientation control, the position control allowed the robot to follow the target 

point (x
d
(t), y

d
(t)) with a desired path. The position control diagram is as follow: 

Distance
ANFIS

controller

dx

dy

-

-
pxx

pyx

R

x

y

Robot
L

 

Figure 12: Position control diagram 

 

The crucial thing is to make robots reach to a given position from the initial position to the 

final one without changing its orientation. Two input variables xpx and xpy are the differences 

between the robot’s position and the position’s coordinates along with X-axis and Y-axis 

respectively at each time step. And inputs of the position controller are the matrices composed 

by the two parts of inputs, which express as (19) and (20). Firstly, the controller changed the 

input values into the fuzzy set. By the fuzzy inference, and the center of the gravity to the 

defuzzification, the crisp output can be calculated. Both of the two wheels must have the same 

angular velocity so as to drive the robot to go forwards. Therefore, the speed of the left wheel 

Ωp
left

 must be equal with the speed of the right wheel Ωp
right

. 

 

In the position control, the neural network needs two inputs xpx and xpy which are given by 

equation (19) and (20) respectively. The single output expresses in equation (21) and (22). And 

position control diagram shows in Fig. 12. 

                               .txtxtx d
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Where  x(t) and y(t) correspond to the coordinates of the robot;  x
d
(t) and y

d
(t) a correspond 

to the desired coordinates of the robot. The neural network have only one output yp(t): 
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And the relation among the variable  yp(t), the right Ωp
right

 and left Ωp
left

  angular velocity is 

given by the following equation: 
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2.3.4 Desired trajectory and trajectory control 

2.3.4.1  Desired trajectory 

The Fig. 5 showed the trajectory of the robot from the initial position A to the final position 

C. In short, the proposed example may be decomposed in three parts: firstly the robot moved 

from the point A toward the obstacles, secondly the robot followed a circle trajectory, and 

finally the robot went towards the final position. During these three parts, the desired trajectory 

P
d
( x

d
(t), y

d
(t), d

(t) ) , can be computed as follow: 

 

(1) During the first part, the robot moved from initial position A to the obstacle only with 

the position’s control. In this part, robot followed the vertical line x
d
 = 0.3 without the 

orientation control (see equation 23). 
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x
d
(t) and y

d
(t) represent the coordinates of the robot according to the reference frame.  

d
(t) = −180° is the orientation of the robot. Δy is chosen according to both length L and 

duration T. 

 

(2) During the second part, firstly the robot turned around itself from d
(t) = −180° to  

d
(t)=0° by using the orientation control, and secondly the robot used trajectory control 

to follow a circular arc (see equation 24). 
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Finally, the robot turned around itself from d
(t) = 90° to d

(t) = 0°. 

 

(3) During the final part, the robot followed a vertical line (x
d
(t) = 0.0) and came into a 

narrow path to arrive at the final position C. 

2.3.4.2   Trajectory control 

If we combine the orientation’s control with the position’s control, we will get the 

trajectory’s control which can make the robot follow a desired trajectory. In this case, the 
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angular velocity of two wheels ( Ω
right

 and Ω
left

  ) are given by equation (25). Ωp
right

 and Ωp
left

  are 

given by ANFIS position control, and ΔΩ is given by ANFIS orientation control. Inputs ex , ey 

and e are the differences between the real position of the robot given by P = (x, y,  ) and the 

desired position P
d
= (x

d
, y

d
,d

). 
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The following diagram show the global trajectory control: 
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Figure 13: Trajectory control diagram: two neuro-controllers are used for both the position’s 

control and the orientation’s control. 

2.4 Simulation results and real experiment on single 
KheperaIII 

2.4.1 Simulation results 

In this section, we present the simulation results about the problem described in the previous 

sections. Simulation has been performed by using software Webots with the virtual robot 

KheperaIII. The controller has been designed with the software Matlab.  

 

Fig.14 and Fig. 15 show respectively the trajectory and the orientation of robot during the 

simulation. On both of figures, the red line represented the desired trajectories and the blue dot 

line indicated the real position of robot. In the Fig. 16, the axis t represented the time step and it 

showed a snapshot of this simulation. 
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Figure 14: Trail simulation result. 

 

  

Figure 15: Orientation result. 
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(a)                                                                (b) 

 

              

(c)                                                                (d) 

Figure 16: Robot’s trajectories 

 

The path of robot can be interpreted as follow: 

 

 From t = 0 to t = 200 (see Fig. 16(a)), the robot followed a vertical line and moved from 

the point (x = 0.3, y = −0.8) to the point (x = 0.3, y = 0). The desired angle is equal to 

−180° (d 
= −180°). 

 At t = 200 (Fig. 16(b)), the robot rotated itself during 100 step time. During this stage, the 

robot stayed at the point (x = 0.3, y = 0) but turns from = −180° to = 0°. 

 From t = 300 to t = 500 (see Fig. 16(b) and Fig. 16(c)), the robot followed a desired 

circular trajectory  and moved progressively from the point (x = 0.3, y = 0, = 0°) to (x = 

0, y = −0.3, = 90°) 

 At t = 600 (see Fig. 16 (c)), the robot rotated itself during 100 step time. During this stage, 

the robot stayed at the point (x = 0, y = −0.3) but turned from  = 90° to  = 180° = 0°. 

 Finally, from t = 600 to t = 800 (see Fig. 16 (d)), the robot followed a vertical line and 

moved to the goal position (x = 0, y = 0.6). 
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2.4.2 Real robot experiment 

In the real experiment, the used robot is the robot kheperaIII with the additional korebotLE 

module (see http://www.k-team.com ). The robot Khepera III is equipped with two motors 

associated with incremental encoders, nine infrared sensors and five ultrasonic sensors. A 

“dsPIC 30F5011” microprocessor allows managing all devices of the robot through a I2C 

communication. In addition, this robot offers the possibility to connect a KoreBot board 

allowing increasing the computing abilities. The main component of the KoreBot board is an 

Intel “PXA255” XScale processor running at 400 MHz with 60 MB RAM and 32 MB flash 

memory. When the KoreBot board is mounted on the Khepera III robot, the dsPIC 

microcontroller runs the communication protocol and switches to the I2C slave mode. In order 

to control the robot, we use the "Khepera III Toolbox". This is a set of scripts, programs and 

code modules for the Khepera III robot allowing controlling the robot (see 

http://en.wikibooks.org/wiki/Khepera\_III\_Toolbox ).  

 

The previously described cognitive controllers which are based on ANFIS have been 

designed with C language and implemented on the korebot. Both the orientation (e.g. rotation) 

and the position of the robot are computed by using an odometer based process. Experimental 

validations have been realized considering different kinds of trajectories (linear, circular, 

curvilinear, etc…).  

 

Fig.17 and Fig.18 show the first results relative to the experimental validation. Fig.17 

showed the ANFIS based controller's validity as well as its performance on controlling the real 

kheperaIII robot's orientation. In this experimental validation, the robot is supposed to perform 

three successive rotations according to the following protocol: first, starting from its initial 

orientation (shown by the first picture of the Fig.17 (a)), the robot performs a rotation of -90° 

(e.g. "turning-right" operation) maintaining its position. Then, starting from its new orientation, 

the robot repeated twice the above-mentioned operation (e.g. turns-right) attaining successively 

the -180° and -270° (see Fig.17 (b) and Fig.17 (c). Fig.18 showed the experimental validation 

relative to the ANFIS based controller's performance on controlling the real kheperaIII robot's 

position.  

 

Figure 17: Snapshot of the experimental validation concerning the real kheperaIII robot's 

orientation's control: rotation of -90° (a), -180° (b) and -270° (c). 

http://www.k-team.com/
http://en.wikibooks.org/wiki/Khepera/_III/_Toolbox
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In the second experimental validation, the robot is supposed to move respecting a straight 

line (e.g. without changing its initial orientation shown in the left first picture of the figure) 

attaining four successive new positions: 20cm , 50cm, 80cm and 100cm from its starting 

position, respectively.  

 

 

Figure 18: Snapshot of the experimental validation concerning the real kheperaIII robot's 

position's control. From left to right: robot moves away 20, 50, 80 and 100 centimeters from its 

starting position. 

 

Fig.19 gave results of experimental validation on a real Khepera III robot considering a 

curvilinear desired trajectory. The predefined trajectory is shaped in a 60-x-60 cm
2
 2-D frame. 

The starting point is the location characterized by (x = 0 , y = 0 , θ = 0°) and the final destination 

is located at (x = 60 , y = 60) with an orientation of θ = +90°. So, the robot’s position and it’s 

orientation change between the departure location and the final destination in a nonlinear way. 

In fact, as shown this figure by the sampled positions, (and the associated photographs) the 

robot followed correctly the planed (desired) trajectory. As it could be seen from the Fig. 19, 

the considered trajectory is the same as accomplished in the “Part II” of the Fig. 5, confirming 

the effective implementation of the proposed ANFIS based concept.  

 

Figure 19: Snapshot of the experimental validation concerning the real kheperaIII robot's 

trajectory's control. The robot performs a curvilinear trajectory. 
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The Fig. 20 showed the robot’s speed parameters and the weak number of iterations which is 

needed so as to reach the goal. These experimental results also demonstrate the effectiveness of 

the described neural architecture in satisfying the frame of real-time control requirements. It is 

pertinent to remind that such control mechanism could be generalized to different kind of 

wheeled robots independently from the concerned robots’ dynamics (because it operated on the 

basis of a “learning” process). 

 

Figure 20: Robot’s speed parameter 

2.5   Conclusion 

In this chapter, we have proposed a new concept to control the motion of a mobile robot in a 

plane. The proposed control strategy, which is based on Machine-Learning, uses Adaptive 

Neural Fuzzy Inference Systems (ANFIS). After a reminder about ANFIS neural network, we 

have described the concept of our control strategy. Firstly, we have considered that all 

trajectories can be decomposed in two elementary motions. Secondly, we use two 

neuro-controllers in order to track the both desired position and desired orientation. Both 

simulation and experimental results, which have been performed on virtual and real Khepera 

robots, show clearly that our approach is usable to control the motion of a non-holonomic robot.  

 

In comparison to the previous studies proposed, this new approach allows us to control the 

motion of a mobile robot independently of the kind of the considered robot and it does not need 

information about the modeling of the robot. This point is an important issue of the thesis work 

because the goal is to design the control strategy for the collective multi-robots system 



 

Chapitre 2  47 

independently from the kind of the considered robots. Consequently, the proposed generic 

approach handling the low-level control (e.g. at robot’s level), usable independently of the kind 

of the considered robot, is in fact a key step to design the next higher-level control strategy for 

controlling the heterogeneous multi-robots system.  

 

The next chapter focuses on how to control a rigid formation by using the last 

neuro-controller. 
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Chapter 3. Control strategy for a Rigid Formation 

Robots Team 

3.1   Introduction 

Followed by the work in Chapter 2, the thesis continued to study the control of the 

heterogeneous multi-robots system. Based on the conceptualization of the single robot control 

based on the learning frame, the Chapter 3 studied the ANFIS rigid formation control as well 

proposed the control strategy for the collective robots system. The control strategy has three 

parts: ANFIS rigid formation, perception system and path planning. The perception system is a 

part of the heterogeneous multi-robots system which can automatically provide the image of an 

unknown environment. And it can be implemented by a perception robot in any type. In the 

simulation of the thesis, it is materialized by a top camera. The path planning includes the 

image processing part and Q-learning part. By acquiring the environment’s image from the 

perception robot, a supervisor operated the path planning and sent the optimal results to the 

group robots with a rigid formation. The ANFIS rigid formation control is based on the virtual 

structure control with the ANFIS method. 

 

The three main common types of formation control approaches for the multi-robots system 

are the behavior-based approach, the leader–follower approach and the virtual structure 

approach. All of the three previous cited control formations have been studied in-depth. It must 

be noticed that these approaches have different emphasis and have various applications. The 

behavior-based approach mainly studied the collective robots, which has a large number of 

homogeneous robots. Therefore, it is belong to the collective robots control problem. These 

researches were focused on the study and the mimicry of behaviors from the biological 

societies, such as foraging, flocking, chaining, search, herding, aggregation, and containment. 

The other two types involve the formation control of a multi-robots system containing small 

number or several of robots. The leader-follower approach may be the most widely used to 

handle the formation control problems. In this mode of formation control, one or more robots 

act as a leader, the rest of robots act as the followers. The followers followed the leader with a 

variable geometry formation and they completed the complex tasks together.  

 

In the thesis, it preferred the last type of approach in which a group of robots formed a 

certain geometry configuration. The group robots were regarded as a virtual single robot to 

avoid obstacles and accomplish the task. In the constrained configuration, each agent behaved 

as a particle in the structure. It is called rigid formation control in the thesis. The obvious 
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features of the rigid formation control are that it can get the action of the entire structure, and it 

needed less cooperation between agents than the other two types of formation control. As a 

virtual robot, the position control, orientation control and the trajectory control in the Chapter 2 

can be increased to use in the rigid formation control. But there are still many specific problems 

to solve, first of all, how to control the integral formation; then, how to maintain the rigid 

formation and to rotate the rigid formation so as to avoidance, and so on. 

 

Some of the references of the virtual structure control researches are briefly introduced as 

following. The approach proposed by Ogren et al.  (Ogren et al., 2002) would fall into the 

category of “virtual structures.” The problem is addressed for a class of robots for which control 

Lyapunov functions can be found. The main result is a suite of theorems about formation 

maintenance, task completion time, and formation velocity. The virtual structure approach is 

introduced in the Young et al.  (Young et al., 2001). It is used to perform the elementary 

formation maneuvers for mobile robots, where the group feedback incorporated of the 

followers to the virtual structure so as to improve the group stability and the robustness. In Ren 

& Beard (Ren & Beard, 2002), they also followed the idea of Young et al. (Young et al., 2001), 

and applied the formation feedback to spacecraft formation-flying scenario via the virtual 

structure approach. (Ren & Beard, 2004) 

 

All of the mentioned methods require the feedbacks among the agents in the virtual structure. 

The thesis applied the ANFIS to the rigid formation control which is a neuro-fuzzy inference 

system based on the adaptive network. Therefore, it proposed a rigid formation control which is 

a kind of virtual structure control, and the rigid formation can be reconfigurable or be adjustable 

for the different demands. In the rigid formation control, every robot within the group robots is 

an independent entity whether in the control or in the motion. One robot in the group is the 

reference robot and all the other robots have to calculate their own position and orientation 

based on the reference robot with the current geometry structure. In comparison with the above 

methods, the prominent characteristic of my rigid formation control is that it controlled the 

integral formation, not a single or a part of the robots team throughout the process. The work is 

focused on the control of the group robots, rather than the individual robot. The group robots 

executed and completed the task together, such as the avoidance and the transport task. The 

group robots maintain and change the formation simultaneously without feedbacks from each 

other. And an obvious advantage of the ANFIS rigid formation control is that it can reduce the 

computing time which is used to maintain the formation through the communication, to do the 

task, to transform the formation and so on. And it is convenient to apply in case of no sensors 

and some special situations with the limitation of the communication.  

 

The rigid formation control method proposed in the thesis can be simply expressed as 

follows: robots in a group learn as an entirety, and they execute the control individually and 

synchronously. During the process, there are no feedbacks or communications among group 

robots. From an industrial point of view, the method may be very interesting in the indoor or the 

outdoor environment. Effectively, sometimes these tasks need to design specific vehicles 
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according to some constraints which come from the object to carry. The use of a collective 

robots system is a very flexible solution to solve this kind of problem.  

 

In the simulation, three two-wheeled robots form a rigid horizontal line shape. For the 

learning part and the control part, it must regard the formation as a virtual line-shaped single 

robot rather than individual. And the learning algorithm and the control strategy must be 

suitable for the formation. As the basic and the most important part of the navigation strategy, 

the formation will be explained in detail in this section, and how the formation has been used to 

the learning part as an integral.  

3.2   The robot team’s formation and action 

The formation (see Fig. 21) is formed by three-wheeled robots moving in a plane. Each 

robot may be one non-holonomic robot (e.g. unicycle-type mobile) or other kinds (e.g. 

Omni-directional). The model used to describe the formation (represented on the Fig. 21) is 

based on the following concepts: 

 

 
Figure 21: Schematic description of a rigid formation with three wheeled robots. The relative 
distance between two robots is a constant value and all robots are the same orientation (y = 0° 

Fig. 21 (a), y = 45° Fig. 21 (b)). 

 

 There is a reference robot in the formation (e.g. robot 1 in the Fig. 21). The both position 

and orientation of this robot corresponds to the both position and orientation of the 
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formation according to an absolute frame. It must be pointed out that the reference robot is 

not necessarily a leader robot.  

 The positions of the other robots i are defined according to the position of robots i-1. Two 

parameters are used to specify the position. There are the relative distance between two 

robots (e.g. l12  and l23  in the Fig. 21) and the absolute angle between the orientation of the 

robot and a normal direction (e.g. 12 and 23 in the Fig. 21). 

 The formation is rigid which means that the relative distance between two robots is a 

constant value and all robots have the same orientation. It must be noticed that the 

orientation of formation ( ) is independent of the angle   used to describe the relative 

position between two robots (  = 0° Fig. 21(a),   = 45° Fig. 21(b)). 

The state of the formation is given by the position of the reference robots (e.g. the robot 

number 1) and the orientation of the formation. It defined 8 possible orientations (see Fig. 22) 

dependent directly of the angle :   = 0° for the formation 1,   = 45° for the formation 2, 

  = 90° for the formation 3,   = 135° and so on. Consequently, this orientation is 

independent of the angle  . For each orientation, it defined the height possible actions (from 1 

to 8) (see Fig. 22). These actions correspond to the directions (angle ) allowing to move the 

formation of robots. Two other actions allow doing a rotation of the formation (Action 9 and 10 

are the clockwise and anti-clockwise rotation action respectively). Because we consider 

nonholonomic robots, if the rigid formation needed to move in a desired direction (for example 

formation 7 and action 3), each robot in the formation simultaneously rotated to the desired 

direction by using an orientation control and after go forwards in the desired direction. 

 

According to the above definition, all the possibilities of the robot team’s formation are 

covered by 8 formations. Among the robot team, robot 1 is the reference robot, and all the other 

robots must always maintain the fixed distance from it. And each robot must keep the fixed 

distance from other robots in the formation. The distance between any two robots is same. 

Suppose the distance between robot 1 and robot 2 is 0.3 cm, the distance between robot 1 and 

robot 3 must be 0.6 cm. And in any formation, the distance between robot and its adjacent 

robots must be 0.3 cm. From 1 to 8, formations can be applied to all kinds of physical 

environment. 

 

In order to abstract out the actual possibilities of movement, the actions of robot team are 

classified into two types. The first type is translation (from 1 to 8, see in Fig. 23), and the other 

is rotation (action 9, 10 in Fig. 23). The translation actions mean that robot team can move in 8 

directions by any kind of formation. Robots must keep the actual formation during the 

movement of translation action. If robot team needed to change the actual formation, they use 

rotation action in clockwise (action 9 in Fig. 23) or anti-clockwise (action 10 in Fig. 23). The 

process of rotation action can be depicted as: the reference robot rotates around itself, the other 

robots rotate clockwise or anti-clockwise around the of reference robot, the radius is the 

distance between themselves and the reference robot, and all the robots rotate simultaneously.  
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Figure 22: Schematic description of the 8 formations. The state of the formation is described by 

the position of the robot 1 and the orientation of the formation with the angle . 
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Figure 23: Actions used to control the formation. When the formation must move, all robots 

begin to rotate in the desired direction (angle ) and after all robots go forwards 

simultaneously. 
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Either the clockwise rotation action or the anticlockwise rotation action, the robot team only 

rotates 45° (1 formation) in every rotation action movement. For example, if the current 

formation is 7, the action 9 will make the formation changed to 6, while action 10 will make the 

formation changed to 8. If it needs to 2 or more formation, the robot team will do continuous 

rotation actions. For example, from formation 7 to formation 5, the robot team will do 2 

continuous clockwise rotation actions 9, 9.  

 

The definition of the formation and action are abstracted from the physical movements in 

real environment. It is greatly convenient and reduced the workload of research from the theory 

to the practical research. It is a common model and can be used to the general study for the team 

robot with a rigid formation. The definition can be applied to any environment and amplified to 

more formations and actions depending on the requirements. Generally, in all previous 

publications about formation control, researches focused on the control of all robots in order to 

maintain the formation. In our opinion, we focus on how to control the formation and consider 

the formation as a virtual robot. Furthermore, suppose that there is virtual rigid links between 

all robots, all of robots perform the same task in synchronous manner. As a result, a rigid 

formation of robots can move between two points and avoid obstacles. In the chapter 2, the 

ANFIS is used to the trajectory control and the position control of the single non-holonomic 

mobile robot. Similar with the single robot, the rigid formation is regarded as an entire virtual 

robot. The position control of rigid formation is in Fig. 24. All the three robots use the position 

control separately at the same time. The inputs are the coordinate differences between the initial 

position A and final position B along with the X-axis and Y-axis. The output is the speed of 

both of wheels. Robots maintain the rigid formation by adapting parameters of ANFIS. During 

the movements, the robot team acts as a virtual structure with the rigid line formation. 

 

In some cases, as the robot team encounters obstacles, it needs to change their formation in 

order to go across. An example is shown in Fig. 25, the diagram displayed that robot team 

transformed their formation from horizontal formation 7 to final formation 6. The process is 

composed of three separated movements but simultaneously. For robot 1, it is the reference 

robot, and it rotated around himself from initial N (-180°) to the final N’ (-45°) (N is the 

direction north of the robot). G1 and G2 is the trajectory of robot 2 and robot 3 respectively. G1 

and G2 are quarter sections of arc, and their centers is the robot 1’s , their radii are 0.3 cm and 

0.6 cm respectively, which are distances between themselves and reference robot. 

Synchronized with the reference robot, at first, robot 2 and robot 3 rotated from initial N 

(-180°) to the opposite direction N (0°) by the orientation ANFIS control (see Section 2.3.2) 

respectively, then they tracked their trajectories G1 and G2 separately. Finally, all the robots 

arrived at the final formation at the same time. In fact, the example showed a clockwise rotation 

action, the anti-clockwise rotation action is similar. In the process, the reference robot rotated 

from beginning to the end. The other robots firstly rotated to the direction which is opposite to 

the formation (depend on the clockwise and anti-clockwise), then they went on to follow their 

arc trajectories. During the movements, robots’ motion is synchronized. 
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Figure 24:  Position control of formation of robot team 
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Figure 25:  Diagram of changing formation. (a) Three robots rotate around themselves 
synchronous from -180°to 0°;(b)The reference robot rotate itself from 0°to -45°, the other robots 
follow the trajectory G1 and G2 respectively. 
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3.3   Path planning  

3.3.1 Brief Introduction of the Path Planning 

The rise of path planning research in the field of mobile robot has been focused on the 

interactive virtual environment (LaVall, 2010; Peng et al., 2009; Karamouzas & Overmars, 

2008; Karamouzas, 2009; Jung, 2004) in recent years. Generally, the path planning is usually 

classified into two categories. The first category depends on the full environment model and the 

complete environmental information; the second is based on sensors since the mobile robot 

does not master the full environmental information. Plenty of approaches are studied, such as 

the map-based navigation approach (Yagi, 1995; Gutmann, 2005), the environment database 

navigation approach (Wang et al., 1999), the virtual force field method (Borestein & Koren, 

1989), the edge detection method (Borestein & Koren, 1988), the wall following method 

(Bauzil et al, 1981), the fuzzy reasoning, the neural network approach, and the genetic approach 

(Kimura et al., 1993; Wu et al., 2006; Griffths, 1997; Wan et al., 2003; Wang et al., 1999), A* 

search algorithm (Richards et al., 2004; Wang et al., 2010), etc. The purpose of a path planning 

method for a mobile construction robot is to find a continuous collision free path from the initial 

position of the construction robot to its target position (Kim et al., 2003).  

 

The path planning is a very important part in any navigation strategy. In the thesis, the path 

planning problem is how to keep a team of robots with a rigid formation in order to reach the 

target. For us, the path planning for a rigid formation robot team, it needs not only to satisfy the 

avoidance of any robot member, but also to take into account the formation of the integral robot 

team. Therefore, for a multi-robots team, the path planning is to find an optimal policy which 

makes the multi-robots team navigate freely and automatically from the start point to the goal 

point. In this case, we need the optimal results including both the optimal path and the optimal 

formation of the robot team. That is, we must find a path planning strategy for the rigid 

formation team, not only for a single non-holonomic robot as above-mentioned methods. And 

our path planning strategy cannot rely on the complete environmental information. 

 

Based on the previous description of our control strategy for the formation of robots, the 

problem is now how to compute the path planning (to find action like forwards, left, and so on) 

to move the formation from an initial point to a goal point in the unknown environment. In 

order to design an on-line approach for real application, the concept is on two levels. The first 

one allows getting the equivalent quantified environment and the second one carry out a 

learning process in order to find the set of the best actions. To facilitate a better understanding 

and interpretation, a program has been shown as an example. The unknown environment is a 

square area with sides of 3 meters (in Fig. 26), the floor is the yellow wooden area.  
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Figure 26:  Picture of the virtual environment given by a virtual camera located at the top of 

environment. 

 

Four small black obstacles locate in the four corners of room and the largest one locates in 

the center. The unknown room is enclosed by the walls which are the red frame in Fig. 26. 

Robots line up with a rigid formation in the upper right of the room. Suppose the final position 

is in the upper left, robots still form a horizontal line but on the opposite direction formation. 

How can the robots navigate with the rigid formation from the initial position to the final 

position? And how do they change their initial formation to the final opposite one? This is the 

path planning problem. In the offline navigation strategy, the specific procedure of solutions of 

the path planning problem is involving two parts: the image processing and the Q learning. 

Through the path planning, robots get the optimal path from the initial position to the final 

position. By the learning results, robots use ANFIS formation control to navigate together with 

the rigid formation in the unknown environment. 

3.3.2 Q learning 

Reinforcement learning is the problem faced by an agent that must learn the behaviors 

through trial and error interactions with a dynamic environment. It has been developed for the 

discrete case and assumed that the entire state space can be enumerated and stored in memory. 

There are two main strategies for solving reinforcement learning problems. One is to search in 

the space of behaviors in order to find one that performs well in the environment. The work in 

genetic algorithms and genetic programming are based on one of this strategy. The other one is 

to use statistical techniques and dynamic programming methods to estimate the utility of taking 

actions in states of the world. One of the most important breakthroughs in the reinforcement 

learning was the development of an off-policy TD control algorithm known as Q-learning 
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(Watkins, 1989). Q learning is one of those for which the theory is most advanced and for 

which proofs of convergence exist. It does not require the knowledge of probability transitions 

from a state to another and is model-free. 

 

Having been noted in the section 3.3.1, the environment (Fig. 26) may be described by a 

matrix E (10×10). This matrix contains information about the position of the obstacles. But, it is 

not sufficient to describe the full state S. In this case, each state should contain the information 

which is composed of two sides, the position of the reference robot, and the kind of the 

formation. Consequently, the size of the set S is equal to 10 × 10 × 8. On the basis of the last 

description of the state S, and being given that we consider the formation as a single robot, it is 

possible to look for the succession of actions in order to move the formation from the point A to 

another point B. To solve this problem, one solution consisted to use the reinforcement learning. 

The goal of the reinforcement learning algorithm is to find the action which maximizes a 

reinforcement signal. The reinforcement signal provided an indication of the interest of last 

chosen actions. Q-Learning, proposed by Watkins (Sutton & Barto, 1998), is a very interesting 

way to use the reinforcement learning strategy. The Q-Learning algorithm developed by 

Watkins is based on (26) and assumes that the whole state space can be enumerated and stored 

in a memory. 

  .),max(),()1(),( ASrASQASQ              (26) 

 

In order to learn the formation as a whole, the state S is including:  

 robot’s coordinate information (state_x and state_y);  

 formation information (state_f).  

And the triples (state_x, state_y, state_f) form a three-dimensional array. The best action 

Awill be chosen the one to get the max Q value and to reach the fastest to the goal point by the 

current formation and action A in the current state S, and the new state is the S’. The formation 

has two types of action, the translation action and the rotation actions. If the best action A’ is 9 

or 10, the formation needs to change the current formation clockwise or anti-clockwise. 

Otherwise, the formation translates directly with the action’s orientation. 

In (26), the parameter   can be chosen in [0, 1]. If   is close to 0, the robot will tend to 

consider only the immediate reward r. If   is closer to 1, the robot will consider the future 

rewards with greater weight.   is the learning rate. The update corresponds to the barycenter 

of the old and the new rewards, weighted by  . 

In (26), r indicates the rewards for the actions with respect to the current S. The regulations 

of rewards are as follows: 

 

i.  If the selected action makes any robot in the rigid formation exceed the world, r = −100; 
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ii.  If the selected action makes any robot in the rigid formation meet obstacles, break, r = 

−100; 

iii.  Otherwise, r is the distance between the position of standard robot and the final position 

(see (27)). 

                            .
22 dd YYXXr                         (27) 

 

 

 

 

 

 

 

 

 

 

 

 

After the learning process, the optimal results of path planning include not only the optimal 

action in each state but also the optimal formation in the same state. The learning process is not 

for the single robot but for the formation. That is, if any robot of the robot team with current 

formation, and with the current selected action will result collisions, the formation or the action 

will be eliminated. If and only if all the robots of the team can pass, the action and formation 

can be chosen in the current state. As the learning algorithm, the optimal policy can be found 

from the initial state to the final state, and in each state of the policy has the information of 

action and formation. Wherefore the learning results are also the optimal results for the 

formation. And in fact, we modify the Q learning algorithm to the formation learning rather 

than the single robot learning. 

3.4   Simulation and the Real Experiment 

3.4.1 Image Processing and the Learning Results 

In order to get automatically numerical information allowing representing environment, we 

have developed an approach based on image processing. This procedure uses the following 

process: 

The Q-Learning algorithm is as follow: 

1. Initialize Q(S, A) arbitrarily. 

2. Repeat (for each episode): 

(a) Initialize the state S; 

(b) Repeat (for each step of episode): 

 Choose action from Q(S,A) using e-greedy algorithm 

 Take the action, observe the next state S  . 

(c) End for 
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 Take the photo of the environment (see Fig. 27). It should be noticed that in order to 

simplify, in the first time, it consider that there is a virtual camera located at the top of 

environment. 

 Modify the RGB image to the gray scale image, and convert the gray image into a 

binary image with a suitable threshold value (see Fig. 27).  

 The last step allows describing environment by a binary matrix E (see (28)), in which 1 

represents obstacles and 0 is free path. 

 

 
 

Figure 27:  Binary representation of the environment: the white is a free path and the black 

indicates obstacles. 

 

                









































1100000011

1100000011

1000000001

0000100000

0000110000

0001111000

0001111000

1000110001

1100010001

1100010001

E

               (28) 

 

After the image processing, it is possible to get the equivalent quantified environment which 

is designed by a quantification of the real environment (see Fig. 28). In the example, the 

environment is divided into 100 states where each state is a square with sides 30cm. For the 

quantified environment, the obstacles are marked with red stars. The formation is composed 

with a reference robot (the robot 1 represented like a solid black dot on the Fig.28) and other 

robots (robot 2 and 3 represented like black circle). In the initial position, the robots locate in 

the position A which is in the state [6; 10] with formation 7. The final state position B is in state 
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[4; 10] with formation 3. Assume that robots situate in the center of the state and they can only 

move from one center of state to the center of the other state. 

 

Figure 28: Equivalent quantified environment representation: the obstacles are marked with red 

stars, the reference robot is represented like a solid black dot and other robots represented like 

black circle. 

Now, the aim is to find a solution allowing to move the three robots from point A to point B 

in conserving a virtual rigid formation(a line in this case).  

3.4.2 Simulation Results of Three KheperaIII Robots 

In this section, we present results of simulation for the example described in the beginning 

of the chapter. The frame of the simulated environment is composed of three robots 

KheperaIII(www.k-team.com/) and a top camera. Simulations have been performed by using 

software Webots (www.cyberbotics.com/) and controllers have been designed with the 

software Matlab (www.mathworks.com/) (see Fig. 29). 

 

Figure 29: Simulations have been performed by using software Webots and controllers have been 

designed with the software Matlab. 
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Figure 30: Simulations have been performed by using software Webots and controllers have been 

designed with the software Matlab. 

The path planning showed in Fig. 30, the whole process consisted of four stages. As 

described in the previous section, the world is a square with 3 meters sides. This world is 

divided into 100 small squares, where each squares (0.3x0.3 m) represent possible position of 

one robot. Concerning to the KheperaIII, the situation was supposed that the robots’ center 

located at the center of the square. And suppose that the standard robot 1 permanently moves 

from the center in one position to another. The other two robots rotate around the standard robot 

so as to change the formation. The radii are 0.3m and 0.6m by taking the reference robot as the 

reference frame. For the whole process, the robots run the same operation at the same time. 

Detailed explanations are in the following sections. 

Movements of Stage I 

The path planning of stage I displayed in the left part of Fig. 31 and the corresponding 

simulations are in the right part of Fig. 31. The initial position of the stage I is [6; 10] with 

formation 7, which are green circles (see Fig. 31(a)) and the reference robot is a circle with dot. 

The black stars are the decompositions of the path planning (see the left part of Fig. 31(b) to the 

left part of Fig. 31(c)). The final position of stage I is [8; 6] with formation 7, which are blue 

circles (see the left part of Fig. 31(c)). All the optimal actions are translation actions: 5 6 6 5 

(see the left part from Fig. 31(a) to Fig. 31(c)) and the simulations are in the right part from Fig. 

31(a) to Fig. 31(c).  

Initial Position Goal Position 

Stage 1 Stage 3 

Sta-

ge 

2 
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Movements of stage II 

The path planning of stage II is made up of two phases. The former included two continuous 

clockwise rotation actions and the latter is a translation action phase. The path planning and 

simulations showed in Fig. 32 and Fig.33 respectively. The initial position of stage I is [8; 6] 

with formation 7 (see the left part of the Fig. 32(a)), the movements are two rotation actions 9 

(see the left part of Fig. 32(b)), and the final position of the phase I is [8; 6] with formation 5 

(see the left part of Fig. 32(c)). The simulation of the first phrase is in the right part of the Fig. 

32(in the right part from Fig.32 (a) to Fig.32(c)). The initial position of phase II is [8; 6] with 

formation 5 (see Fig. 33(a)), the movements are translation actions: 4 5 4 (see in the left part of 

Fig. 33(b) and Fig. 33(c)), and the final position of the stage II is [6; 3] with formation 5 (see the 

left part of Fig. 33(c)). The detailed simulations of the second phrase are displayed in the right 

part of the Fig.33 (in the right part from Fig.33 (a) to Fig.33(c)). 

Movement of stage III 

The movement in the stage III is the combination of both the clockwise rotation action and 

translation action. The initial position of stage III is [6; 3] with formation 5 (see the left part of 

Fig. 34(a)), the movements are actions: 2 9 9 2 (see in the left part of Fig. 34(b) and Fig. 34(c)), 

and the final position of the stage is [4; 5] with formation 3 (see the left part of Fig. 34(c)). The 

decompositions of simulation are displayed in the right part of Fig. 34(in the right part from 

Fig.34 (a) to Fig.34(c)). 

 

Movement of stage IV 

The movement in the stage IV is quite simple and there are five continuous translation actions 

in it. The initial position of stage IV is [4; 5] with formation 3 (see the left part of Fig. 35(a)), the 

translation actions are: 2 1 8 1 1 (see from the left part of the Fig. 35(b) to the left part of the Fig. 

35(c)), and the final position of the stage is [4; 10] with formation 3 (see the left part of the Fig. 

35(c)). The corresponding simulations are displayed in the right part of Fig. 35 (in the right part 

from Fig.35 (a) to Fig.35(c)) and robot team arrives at the final position after a series of 

movement. 
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(c) 

Figure 31: Path planning (left) and simulation results (right) of stage I 
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Figure 32: Path planning (left) and simulation results (right) of stage II: Phrase I 
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Figure 33: Path planning (left) and simulation results (right) of stage II: Phrase II 
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Figure 34: path planning of stage III 
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Figure 35: simulation of stage IV 
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3.4.3 Experiment with two real robots 

3.4.3.1 Introduction of the experiment 

The experiment is a verification of the previous navigation strategy for two robots within a 

constrained virtual structure in an unknown environment. In this experiment, two two-wheeled 

robots form a vertical line shape, crossed through an unknown environment. The white paper 

takes the role of obstacles and a top camera hang above the environment. The goal is to deliver 

a rectangular box by two robots from the entrance to the exit.  

 

The strategy can be generally described as: (1) Take the information about unknown 

environment from top camera and transfer to robots; (2) Set the final position and apply the 

virtual structure Q learning; (3) Use the ANFIS control to guide robots depending on the results 

of path planning; (4) Robots transport the box out of the area enclosed by the paper. During the 

process, robots learn and control separately and synchronous without communication between 

each other. 

 

Figure 36: Actions used to control the formation during the experimental validation 

3.4.3.2 Path planning 

An experiment has been done (A video of this experiment can be found to the following 

address http://www.youtube.com/watch?v=cle6n sVRxM) in the real environment so as to 

prove the feasibility of the strategy. In the real experiment, it simplified the actions and 

formations as showed in Fig. 36. In comparison to the simulation, there are only four actions, 

go forwards, go backwards, go left and go right. 
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The Fig.37 showed the real environment used during the experimental validation. This 

experimentation used two KhperaIII, a camera and a computer for the remote control of the 

both camera and robots. The top camera is placed at the 2 m height. The real environment is a 

1.5 m wide and 2.1 m long rectangular floor and some paper play the role of obstacles. The 

environment is separated into 35 states and each state is a 30 cm side square. The image 

processing is executed in C, the path planning and the robot’s control is executed in Matlab. 

The connection between robots and computer is WIFI, and robots can receive the real-time 

command transmitted from computer. 

 
                       (a)                                                                   (b) 

 

Figure 37: Description of the experimental validation. During this experimentation, we use two 

robots, a camera to get binary environment and a computer for the remote control. 

 

In the experiment, the computer got image from the top camera. After the operation of 

image processing with C, it saved the information in a text file and emitted it to the path 

planning part. In the path planning part, it received the text file at first, and then this module 
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selected the final state, applied the virtual structure Q learning to get the optimal action and 

formation in each state from initial state to the final state. At last, saving the results of path 

planning to another text file, it emitted the new text file back to the computer, and the computer 

gave commands to move robots. 

The information from the top camera is as follow (see in the screen in Fig. 37(c)): 

80000000

60111000

00001200

01000000

01111100

00000000

 

Where 2 indicates the initial position of robots, 6 and 8 represents the size of the text. Since 

it is real-time results, the results vary over time. In this case, one more line is added to transfer 

the size of the image. The area of the unknown environment should be (6-1) (8-1). As shown 

in Fig.38, the initial position and final position of robots are [4; 3] and [4; 6]. And after the 

matrix operation with Matlab, the information of the environment matrix E from the top camera 

is given by Eq. 29.  

 

 

 

Figure 38: Binary environment of the experimental validation. 



 

Chapitre 3  71 

                   

























0111000

0001000

1000000

1111100

0000000

E
              (29) 

The results of states of path planning are [4; 3] → [3; 3] → [3; 4] → [3; 5] → [3; 6] → [4; 6]. 

The corresponding actions are 3 → 1 → 1 → 4 → 1. In the process, robots maintain the vertical 

formation 2 from beginning to the end. 

3.4.4 Experiment results 

The results of experiment showed in Fig.39 and Fig.40 (without and with load respectively). 

The initial position is in Fig. 39 (a) & Fig. 40(a). Robots began to turn left and reached to the 

entrance of obstacles (see Fig. 39(b) & Fig. 40(b)). Then robots went forwards for three states. 

This process showed in Fig. 39(c) & Fig. 40(c), and Fig. 39(d) & Fig. 40(d). Robots turned to 

right in Fig. 39(e) & Fig. 40(e), and went straight ahead in the last step. The final position 

showed in Fig. 39(f) &Fig. 40(f). 

 

Figure 39: Snapshot of experimental results where the two robots move in formation. 
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Figure 40: Snapshot of experimental of transportation application. 

3.5   Conclusion 

In this chapter, the control strategy for the collective robots system (particular discussed the 

heterogeneous multi-robots system) has been clarified and introduced in details. The control 

strategy involves ANFIS rigid formation control, perception system and the path planning. The 

chapter is focused on revealing the application of the control strategy for a heterogeneous 

multi-robots system to navigate in an unknown environment and to accomplish the 

transportation tasks. The control strategy is based on machine learning intelligence. 

At first, the chapter discussed the formation control of the multi-robots system. Generally, 

there are three classes of formation control, the leader-follower, the behavior-based and the 

virtual structure. Plenty of researches have been studied in the application of three classes, and 

each type has its own advantages and disadvantages. The thesis is focused on the virtual 

structure formation control for the purpose of the logistic application. The rigid formation 

control refers to the control of a group of robots formed a geometry structure and they are 

viewed as a virtual rigid structure. The rigid line-shaped formation is demonstrated as an 

example, and the formation control has been explained in details in the chapter. Through the 

work for a virtual single robot based on the machine learning in the Chapter 2, the ANFIS is go 
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on to be applied in the rigid formation control. By the translation action and rotate action, robots 

use ANFIS rigid formation control to avoid obstacles.  

 

The second part of the chapter is introduced the path planning which is based on the image 

processing and Q-learning. A perception system is introduced as a part of the heterogeneous 

robots team, which is implemented by a top camera robot in the thesis. A computer acted as a 

virtual supervisor robot. The image can be obtained from the top camera robot and is converted 

to the binary image. The supervisor executed the Q-learning with the binary image and sent the 

optimal path and optimal formation to the heterogeneous multi-robots system. With respect to 

the optimal results from the path planning, heterogeneous multi-robots system detected the 

unknown environment and avoided obstacles. The simulation is demonstrated with detailed 

explanations. Both the path planning results and simulation results are displayed in the process 

of four stages. And it provided the detailed explanations for the specific movements. From the 

results, a conclusion can be drawn that the control strategy can be applied to the heterogeneous 

multi-robots system navigating in an unknown environment. In the navigation, it included the 

translation movements and changing formation motions in order to avoid obstacles.  

An experiment is also demonstrated as a validation of the control strategy for the logistic 

application. The two KheperaIIIs formed a rigid vertical line-shaped formation aim to transport 

a long paper box crossing through an unknown area. The purpose is to transport the long paper 

box from the entrance to the exit in a rectangular area enclosed by the white paper. To simplify 

the problem in the real experiment, the formations and actions are reduced to four possible 

directions, up, down, left and right. Through the control strategy, a series of operations, such as 

perception, path planning, image processing, Q learning and ANFIS rigid formation control, 

two KheperaIIIs successfully conveyed the long paper box to the destination. It verified that the 

control strategy can be applied to transport objects for the real logistic application.  
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Chapter 4. Heterogeneous multi-robotic system in the 

field of logistic application 

4.1   Introduction  

After the simulation and the real experiment validation of the control strategy in an 

unknown environment, the thesis enhanced the control strategy by the introduction of an 

event-based coordination strategy and the Petri net. By the event-based coordination strategy, 

the control strategy can be applied in a dynamic environment. The dynamic environment 

represents that there is a disturbance of the current environment. The disturbance can be an 

added obstacle or another environment. To achieve the adaptation, a local supervisor is 

introduced in the heterogeneous multi-robots team to sentence whether there are obstacles or 

not in the front area at the beginning of each time step. If the environment is perturbed by a 

sudden event, the controller will be switched by a global supervisor so as to be adaptive with 

the changed environment. In the simulation and the real experiment, a humanoid Nao acted as a 

local supervisor to detect the obstacles at start of each time step. A computer played the role of 

a virtual global supervisor robot. The details is demonstrated and explained in details in the 

chapter. And the validation can be used to transportation task for the logistic application. 

 

Multi-robots systems can achieve plenty of complex tasks effectively which cannot be 

accomplished by a single robot without the cooperation and the coordination among robots. 

Some examples of the cooperative manipulation and transportation are studied by Berman et al. 

and Yamashita et al. (Berman et al., 2003; Yamashita et al., 2003), pushing problem had been 

studied by Matarić et al. and Parker (Matarić et al., 1995; Parker, 1998); other examples of 

moving in formation or transportation are addressed by many researchers (Balch & Arkin, 1998; 

Beard et al., 2001; Barfoot & Clark, 2004). The example about the coordination of MRS is 

addressed in the Balch & Parker (Balch & Parker, 2002) (Sgorbissa, 2006). As the research 

expands in the distributed intelligence of the multi-robots systems, the heterogeneous systems 

became a new branch of robotics research from 80’s (Fontan & Mataric, 1997; Goldberg & 

Mataric, 1997; Parker, 1994; Balch, 1999). The distributed intelligence refers to systems of 

entities working together to reason, plan, solve problems, think abstractly, comprehend ideas 

and languages, and learn (Parker, 2008a), and it is a rapidly emerging field of robotics 

researches in recent years. The common four types of interaction forms are collective, 

cooperation, collaboration and coordination. And Parker (Parker, 2008a) classified the used 

paradigms as follows: (1) bio-inspired, emergent swarms’ paradigm; (2) organizational and 
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social paradigm; (3) knowledge-based, ontological, and semantic paradigms. More detailed 

examples and explanations are introduced by Parker in the paper (Parker, 2008a).  

 

Coordination interaction is a form of the distributed intelligence in the multi-robots systems. 

It is a very interesting topic to accomplish some complex tasks effectively through the 

coordination by heterogeneous robots. And it is also an active topic in Artificial Intelligence 

and Robotics (Dudek et al., 1996; Parker, 1998; Kitano et al., 1998). Icocchi et al. (Icocchi et al., 

2003) summarized present researches of the coordination interaction in five categories: 

communication-based coordination, autonomy in coordination, distributed coordination, 

heterogeneity and highly dynamic, hostile environment. 

 

In the future, numerous robots (e.g. wheeled robots, legged robots, humanoid robots, 

network sensors, etc...) will be integrated in the human environment. These robots will be used 

mainly to provide physical service to humans in autonomous manner. These services will be the 

result of the work for a single robot, or the result of the cooperation among several robots 

allowed carrying out the complex tasks. Effectively, many applications, such as the warehouse 

management, the industrial assembling, the military applications, and daily tasks, can be 

benefit from multi-robot systems (Cao et al., 1997; Parker, 2008). In my opinion, the 

self-organization among heterogeneous robots will play an important role in the further 

applications, as well in home as in the industrial domains. But it must be pointed out that due to 

the new advanced technologies, namely in wireless communications, the “intelligence” will be 

distributed. 

 

In the industrial applications, the logistic domain in the warehouse environment can take the 

advantage of the coordination of several mobile robots. For example, multi-robots systems are 

used by KIVA systems (Wurman et al., 2008), where a lot of small robots are used to transport 

some objects. This approach seems very interesting but there are some limitations in it. All of 

robots have individual behaviors and all of robots are controlled by a supervisor. In the context, 

these work focused on the design of new approach based on multi-robots systems and more 

especially the collaboration among heterogeneous robots for logistic tasks. 

 

In this chapter, the issue is around how to apply the control strategy  for the heterogeneous 

multi-robots systems, based on the above navigation control strategy (proposed in the Chapter 

3 ), to solve the transport problem in more general and more practical environment by the 

coordination among heterogeneous robots and by an event-based coordination strategy. From a 

practical point of view, the heterogeneous multi-robots system may be highly autonomic and 

automated in the real industry. That means: (1) the heterogeneous multi-robots system (HMRS) 

must be autonomic to deal with problems in a complex dynamic environment; (2) the HMRS 

must be automated so that it must self-learning, share and treat the information among them; (3) 

the HMRS must be efficient and systematic in both the navigation and the avoidance; (4) the 

heterogeneous multi-robots systems need some necessary coordination and collaboration 

among robots and the adaptation of the environment. 
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4.2   Control strategy for Heterogeneous Multi-robots System 
(HMRS) 

As a human facing a large unknown environment, at first, he needs to glance at the current 

area which he can see in front of him and find the optimal way among obstacles. Then he can 

walk out of the area and enter the next unknown area. Step by step, he can develop the whole 

large unknown environment.  

 

The process can be described by a Petri net in Fig. 41. Suppose that the man is in the current 

state S1, he looked at the front unknown area. If there are no obstacles in the front area as the S5 

in Fig.41, he could go straight ahead directly into the next step S6. And the next unknown area 

turned into the current unknown area now. If he must avoid the obstacles in order to pass 

through the current unknown area, as state S2 in Fig. 41. He must calculate the best way 

through obstacles, and arrive to the next step S6. After that, he could go into the next unknown 

area. The man entered the next unknown area and it is the new S1 in the next step now. And the 

circulation is continuing until he would exploit the entire unknown environment. 

s1: Current unknown area; 

s2: If the current unknown area has obstacles; 

s5: If there is no obstacle in the current unknown area; 

s6: Unknown area of next step; 

t1: Sentence the front unknown area; 

t2: Find the optimal way; 

t5: Go forwards; 

t7: Sentence the front unknown area. 

s1

s2

s5

t1
t2

t5

s6

Obstacle=0

Obstacle=1

t7

t6

 
Figure 41: Petri Net of human being 
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Now, we use a team of heterogeneous multi-robots to take the place of the man. The 

multi-robots team consists of a humanoid robot Nao and three two-wheeled Khepera robots 

formed a line formation, a top camera robot and a supervisor. They will imitate the man to cross 

through a large unknown environment and to apply to the transportation at the same time. The 

core problem is how to endow the human intelligence to the heterogeneous multi-robots system. 

To solve the problem, we propose a control strategy based on the distributed intelligence to 

simulate the human intelligence for HMRS. And we also gave an example with the virtual 

environment to achieve the simulation.  

4.2.1 The environment model  

The Fig.42 showed the model of the virtual environment used in the simulation. In this 

virtual environment, multi-robots system is composed of three KheperaIIIs, a humanoid robot 

Nao (http://www.aldebaran-robotics.com/), a camera and a virtual robot supervisor. The 

environment (unknown environment for the robots) is decomposed into 21 rooms (see Fig. 42) 

where each room is divided into 100 states, and each state is a square with side of 30 

centimeters. The total area of the environment is equal to 6 × 12㎡. 

 

The three wheeled robots move in rigid formation (eg a line, column, etc..). The purpose of 

these three robots is to move together in order to carry a cumbersome load. The humanoid robot 

perceived environment and guided the wheeled robots. It sent the high level control as “go 

forwards”, “turn left” and so on. Once the humanoid saw one or more obstacles, it needed more 

information and asked for help from the supervisor. The supervisor obtained the image of 

current environment from a top camera, located at the top of environment, which took the 

picture of this environment. In fact, this camera may be considered like a virtual robot which is 

located above the world with the height 5m. The cover field of view of the camera is 3×3㎡. 

The camera can be moved by a supervisor from 1 to 7 along with y-axis and from 1 to 3 along 

with x-axis among the points of the intersection of two dotted lines for exploiting the whole 

environment step by step (see Fig.42 right). By using the image processing and the learning 

process, the supervisor computes a path planning for the rigid formation. It sent a set of actions 

to the humanoid robot for controlling the three wheeled robots. 
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Figure 42: Virtual environment of the multi-robot system 

4.2.2 The control strategy and Nao  

4.2.2.1 The control strategy 

In this simulation, we apply a hybrid control strategy for heterogeneous multi-robot systems 

navigating in an unknown world. Similar with the Fig.41, the control strategy for HMRS can be 

briefly described as  Fig.43.  

In the beginning, HMRS located at the initial position S1 of the current room. Nao looked 

forwards by his eye camera. If there are no obstacles in front or obstacles are very far from them, 

the state S5 will be fired, and then the Khepera formation robots S4 will be enabled. Nao and 

the formation robots go ahead directly by go forwards control to the final position S6. And the 

go forwards process is a uniform linear motion.  

 

If obstacles are very near to robots, the S2 will be enabled. Nao sent a message to the 

supervisor to change all the robots’ controller into the path planning control. And the top 

camera S3 will be enabled at the same time. The top camera took the image of the current room. 

Then three Khepera formation robots S4 are enabled, and they will apply the reinforcement Q 

learning and the ANFIS control for changing the formation so as to avoid the obstacles by the 

path planning’s results with respect to the current environment image. The learning and the 

ANFIS control for the rigid formation narrated in the chapter 2 and chapter 3. During the 

motion, Nao followed the formation robots. At last, they reached to the final position S6. 

 

As robots finished exploiting the current room, S6 will be enabled and the robots have 

entered the next room already. The final position of the current room is the initial position of the 
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next room. And the circulation will go back to S1, the next room is another next current room. 

The procedures repeat from until robots arrive to the destination room and break out. 

S1

S2 S3 S4

S5

T1
T2

T5

T3 T4

S6

Obstacle=0

Obstacle=1

T7

T6

 

Figure 43: Petri net of control strategy for HMRS 

 

S1: The initial position of the current room; 

S2: If there are obstacles, the state is enabled; 

S3: The top camera is enabled; 

S4: Khepera robots are enabled and they will use the path planning; 

S5: If there is no obstacle, khepera robots are enabled and they use go forwards directly; 

S6: The HMRS arrives to the final position in the current room; 

T1: Nao sentences the front unknown area; 

T2: Nao sends a command to ask a current photo from top camera; 

T3: Top camera sends the photo to Khepera formation robots; 

T4: Khepera formation robots gets the optimal way from the path planning and use ANFIS 

control to cross the current area with Nao following; 

T5: Nao sends command to Khepera formation robots to go forwards directly; 

T6: After they arrive to the final station in the current room, the point turn into the start point 

in the next unknown room. 

T7: Nao sentences the front unknown area. 

4.2.2.2 NAO 

In Fig. 44, O is the center of Nao’s gravity. A is the position of Nao’s eyes and they are two 

cameras. The field of view of eye camera is 0.635m. In this experiment, d is about 0.3 meters 

during moving, while 0.34 as it is static. 1l  is about 1 meters and 2l is about 0.77 meters. The 
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distance between Nao and the formation of three Kheperas must be less than 1l  in the go 

forwards process. 

1l
2l

d

O

A

B C D

 

 

Figure 44:  Nao and its sentence of obstacles 

 

At the beginning of each stage in each room, Nao would sentence if obstacles are near or far. 

If obstacles locate between C and D, it indicates that obstacles are near. Otherwise obstacles are 

in front of D, it considered that obstacles are far from robots. The obstacles are static and robots 

go forwards when obstacles are far from them. If and only if the obstacles are around position C, 

Nao ordered supervisor to change the forwards control into path planning control. Then, three 

Kheperas used path planning to avoid obstacles with Nao following them.  

4.3 Simulation of HMRS navigating in the unknown 
environment by the control strategy 

The entire exploration of the unknown environment is an online process. HMRS gradually 

developed the unknown area from room to room, as a human being walking through an 

unknown environment step by step. In each room, the motion can be described as observation, 

going forwards (obstacles are scattered or are very far from robots) , or learning and navigation 

by the ANFIS control (obstacles are intensive in the area).  

Suppose the initial position of MRS is the state [4; 2] in the room (2, 2) (see in Fig. 45 (a)) 

with formation 7, and the destination is the state [2; 9] in the room (1, 7) with formation7 (see in 

Fig. 45 (b)). In this simulation, the MRS navigated from the initial room (2, 2) to the final room 

(1, 7) and passed through 6 rooms in the environment. The sequence of the room passed by is:  

room(2,2) →room(2,5) →room(3,5)→room(2,6)→room(1,6)→room(1,7). 

In room (2, 2) and room (2, 3), robots initially applied the go forwards control because 

obstacles were very far from them. Then they switched to the path planning when obstacles 

were in front of them. In the rest four rooms, robots met obstacles at the beginning of the 

movements and they used the path planning during the entire motion. 
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The detailed path planning of rooms passed are described in the first section and the 

corresponding simulations are in the following sections. 

 

           
 (a) Initial state and formation       (b) Final state and formation 

 

Figure 45: The initial and final state of entire process 

4.3.1 Learning results  

The path planning of the MRS is as same as the chapter 3. Through the image processing 

operations by the unknown room’s picture, robots apply the Q learning to acquire the optimal 

path and formation for the current room. Then robots use ANFIS control crossing obstacles and 

to move out of the final state of current room. 

 

The path planning of room (2, 2) is displayed in the Fig. 46(a), the initial and final positions 

are green and blue circles respectively. The reference robot 1 is indicated as a dot in the circle. 

Red stars indicate obstacles. The initial position and formation of room (2, 2) are [4; 5], 7 and 

the final station and formation are [3; 9], 7. The optimal actions are translation actions: 1 2 1 1, 

without rotation action in the process. It is important to note that the initial position of the 

environment is [4; 2], MRS moved forwards from state [4; 2] to state [4; 5] without the block of 

obstacles. After MRS arrived at the final state [3; 9], they went into the room (2, 5). 

 

As shown in Fig. 46 (b), the initial position and formation of room (2, 5) are [3; 4], 7 and the 

final station and formation are [5; 2], 7. At first, they moved along down right to the state [5; 2] 

and then translated along up right to the final state of the room. The optimal actions are all 

translation actions: 6 6 8 8. Similar with the previous process in room (2, 2), the former part of 

the movement is going forwards process from the final state in the last room (2, 2) to the initial 

state of the room (2, 5). Since there is no obstacle, HMRS moved forwards by uniform linear 
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motion. In the latter part, HMRS needed to move right in order to go into next unexploited room 

(3, 5).  

 

 

 

            
(a) Path planning of room (2, 2)              (b) Path planning of room (2,5) 

       

      (c) Path planning of room (3, 5)              (d) Path planning of room (2, 6) 

       

       (e)Path planning of room (1, 6)                   (f) Path planning of room (1, 7) 

 

Figure 46: The learning results of each room 
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Room (2, 2) and room (2, 5) are two special rooms which are different from other four 

rooms in the simulation. They are quite close to the real environment. In case there are not 

always a lot of obstacles intensive around HMRS in the real environment, they don’t need to do 

path planning. The two rooms are the model of the real environment. HMRS just go forwards in 

the space without obstacles, while they transfer to the path planning control as they need to 

avoid obstacles.  

 

Since HMRS met obstacles from the starting point, they use the path planning from the 

beginning to the end in the rest four rooms. The initial position and formation of the room (3, 5) 

are [2; 4], 7 and the final station and formation are [2; 10], 7 in Fig. 46(c). The movement has 

four parts of translation actions. In the first part, HMRS moved right from the state [2; 4] to the 

state [4; 4] and then went right to the state [6; 6]. After moving left to the state [4; 8] they got 

into the final state of the room (3, 5). The optimal actions are: 7 7 8 8 2 2 2 2. During the 

translation process, robots altered the position without changing the formation. After the 

movements, HMRS entered into the next room (2, 6). 

 

The path planning of the room (2, 6) is shown in the Fig. 46(d). The initial position and 

formation of the room are [7; 5], 7 and the final station and formation are [3; 5], 7 in Fig. 46(d). 

The movement consists of three parts translation actions. At first, HMRS moved left from the 

state [7; 5] to the state [5; 5] by translation actions 2, 4. Then they went up left from the state [5; 

5] to the state [3; 7] by translation actions 2, 2. At last, they moved horizontally left to the final 

state [3; 5]. The optimal actions are: 2 4 2 2 5 5. During the translation, robots maintained the 

horizontal formation 7. After the movement, HMRS prepared for going into the next room (2, 

6). In the different room, the same position may be the different state. That is because the origin 

of the room is not the origin of the environment. Each room has its own origin, the comparing 

position of the room coordinate system with the environment coordinate system is shown in the 

Fig. 42. 

For example, the final state [3; 5] in the room (2, 6) is the same as the state [8; 5] in the room 

(1, 6). They have the same absolute coordinates in the environment coordinate system, but 

different state coordinates in different rooms.  

The movement in room (1, 6) contained both translation actions and rotation actions and the 

path planning showed in Fig. 46(e). The initial position and formation of the room are [8; 5], 7 

and the final station and formation are [2; 9], 6 in Fig. 46(e). The movement consisted three 

parts of translation actions. In the first part, HMRS moved horizontally left from the initial state 

to the state [6; 5] by translation actions 3, 3. In the second part, they rotated clockwise to 

formation 6 and then moved along up left to the state [4; 7], actions of this part are 9 2, 2. In the 

third part, they moved up left to the final state [2; 9] by translation actions 2 2. The optimal 

actions are: 3 3 9 2 2 2 2. HMRS translated to the up left and changed formations at the end of 

the movement. 

Room (1, 7) is the destination room of the entire process and the final state is [2; 9] in the 

room (1, 7) (see in Fig. 46(f)). As in the room (1, 6), the movement in room (1, 7) included both 

translation actions and rotation actions, the path planning showed in Fig. 46(f). The initial 
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position and formation of the room are [2; 4], 6; the final station and formation are [2; 9], 7 in 

Fig. 46(f). The two parts of movement are: (1) HMRS firstly rotated clockwise to the vertical 

direction and then moved up forwards to reach to the state [2; 9] with formation 5. The optimal 

actions in the first part are: 9 1 1 1 1 1. (2) In the second part, MRS rotated anti-clockwise and 

back to the horizontal formation 7 by two continuous anti-clockwise rotation actions: 10 10. By 

the translation movement and the rotation movement, HMRS arrived at the destination position 

of the unknown environment. During the developing of the environment, HMRS navigated and 

finished the exploit from the initial room (2, 2) in the middle down of the environment to the 

room (1, 7) in the up left of the environment.  

4.3.2 Simulation results 

The initial position of the whole process showed in Fig. 47(a) and HMRS is in the room (2, 2). 

They navigated from the initial point to cross the large unknown environment and arrived to the 

final point. 

The simulation of room (2, 2) is displayed in the Fig. 47. The image of Nao’s eye camera is 

shown in the top left window in Fig. 47 (a). Since obstacles were far from robots, therefore Nao 

guided three kheperas moving forwards to the position in Fig. 47 (b). All of them used the go 

forwards control in this phrase. In Fig. 47 (b), from the image of Nao’s eye camera, it showed 

that obstacles were near to them. From that moment on, Nao asked the top camera to give a 

picture for current room (2, 2), and three Kheperas translated to the top left position (see Fig. 

47(c)), and then they went on to move forwards according to the results from path planning. 

Robots changed to path planning in the rest movement with Nao following Kheperas. Until 

they reached to the final position of room (2, 2), which is shown in Fig. 47(d), they finished 

developing room (2, 2) and entered into the room (2, 5).  

 

(a) Initial position (b) Go forwards   (c) Path planning    (d) End of room (2, 2) 

Figure 47: simulation of room (2, 2) 
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(a) Initial of stage I (b) Go forwards (c) End of stage I (d) stage II (e) End of room (2, 5) 

 

Figure 48: simulation of room (2, 5) 

 

The simulation results are displayed in the Fig. 48. The initial position of robots is shown in 

Fig. 48 (a). From the image of the little left top window, Nao observed that obstacles were far 

and robots moved ahead directly to the position in Fig. 48 (b). Then, Nao sent the command to 

the supervisor so as to switch the controller for the last phrase of the stage I. According to the 

learning results of the path planning, three Kheperas went down right which is shown in Fig. 48 

(c). After that, three kheperas went on to translate along up right (see in Fig. 48 (d)) to arrive to 

the final position of the room (2, 5) (see in Fig. 48 (e)). Nao moved straight forwards in both of 

two stages. 

 

In room (3, 5), robots used path planning control for all the stages because obstacles were 

very near to robots at the beginning of each stage. Fig. 49 (a) showed the initial position of the 

room (3, 5). From the results of path planning, three Kheperas moved to right while Nao went 

forwards in the stage I. The end of the stage I is shown in Fig. 49 (b) and the initial of the stage 

II is shown in Fig. 49 (c). Kheperas translated to the upright in the stage II with Nao following 

with them. The end of stage II is shown in Fig. 49 (d) and the initial of stage III is shown in Fig. 

49 (e). In stage III, Kheperas moved along with up left as Nao continued to move right. The end 

of the stage III is shown in Fig. 49 (f) and the initial of the stage IV is shown in Fig. 49 (g). In 

the stage VI, Kheperas went on to translate along up left as Nao going forwards. The end of 

room (3, 5) is shown in Fig. 49(h).  
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(a) Initial of stage I   (b) End of stage I   (c) Initial of stage II   (d) End of stage II 

 

 

(e) Initial of stage III (f) End of stage III (g) Initial of stage IV (h) End of room(3,5) 

Figure 49: simulation of room (3, 5) 

 

In room (2, 6), robots used the path planning control for the whole process because obstacles 

were intensive in the room. The initial position is shown in Fig. 50 (a), Khperas first moved 

along up left (see in Fig. 50 (b)) and subsequently moved along down left in the stage I. Nao 

followed with three khepera going forwards and the end of the stage I is shown in Fig. 50 (c). 

The initial position of the stage II is shown in Fig. 50 (d). Kheperas continued to translate along 

with up left in the stage II and Nao went straight forwards. The end of stage II is in Fig. 50 (e) 

and the initial state of the stage III is in Fig. 50 (f). In the stage III, Kheperas moved backwards 

(see in Fig. 50 (g)) and Nao followed with Kheperas moving along the left side. The end of the 

room (2, 6) is shown in Fig. 50 (h). 

 

In the room (1, 6), robots used only the path planning control. The movement can be divided 

into three stages. In the stage I, Nao followed three Kheperas moving along left. The initial state 

and the end state of the stage I were shown in Fig. 51 (a) and Fig. 51 (b) respectively. In the 
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stage II, three Kheperas needed to rotate clockwise at first as shown in Fig. 51 (c) and then 

translated along up left. And they went on to translate along up left (see in Fig. 51 (d)) without 

changing the orientation in the stage III until they arrived at the end of the room(1, 6) (see in Fig. 

51 (e)). In the last two stages, Nao moved along with left side. 

 

There are two stages in the room (1, 7) and the initial of stage is shown in Fig. 52(a). In the 

stage I, three Kheperas rotated anti-clockwise to the vertical orientation (see in Fig. 52(b)), then 

they moved forwards to the end of the stage I (see in Fig. 52(c)). Nao followed with Kheperas 

going along up left in the first stage. The initial position of stage II is in Fig. 52 (d). In the 

second stage, three Kheperas continued to rotate from vertical to parallel (see Fig. 52 (e) and 

Fig. 52 (f)). Nao moved forwards with kheperas. The end position of the environment is shown 

in Fig. 52 (f). 

 

 

(a) Initial of stage I         (b) stage I       (c) End of stage I    (d) Initial of stage II              

 

(e) End of stage II     (f) Initial of stage III   (g) stage III     (h) End of room (3, 5)     

Figure 50: simulation of room (2, 6) 

 



 

Chapitre 4  88 

 

(a) Initial of stage I (b) End of stage I  (c) Rotation of stage II (d)Translation of stage III (e) End of room(1,6) 

Figure 51: simulation of room (1, 6) 

 

(a)Initial of stage I         (b) Rotation of stage I       (c) End of stage II 

 

(d)Initial of stage II     (e) Rotation of stage II    (f) End position of environment  

Figure 52: simulation of room (1, 7) 

After the successful simulation, we continued to verify our strategy with real experiments. 
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4.4   Experiment with Real Robots 

4.4.1 A preliminary experiment 

Now, we present the results of a preliminary experiment in the real environment to prove the 

feasibility of the control strategy. The first experiment consist an on-line control of the 

formation. In this example, the humanoid robot perceived environment and sent high level 

control to the wheeled robots, such as ”go forwards”, ”turn left” and so on. The Fig. 53 showed 

a snapshot of this experimental validation. According to the position of the wheeled robots, the 

humanoid robot Nao stopped the formation, and sent the order “clockwise” in order to make the 

formation cross the narrow path by keeping the rigid formation. The goal is, not only to show 

that the humanoid Nao played the role of a supervisor by a remote control, but to prove that this 

robot is able to perceive environment and to take adequate decision to guide wheeled robot.  

 

 

Figure 53: First experiment: the robot Nao control wheeled robot according to environment. 
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4.4.2 A real experiment for multi-robots team 

4.4.2.1 Environment 

The second experiment consisted firstly to compute the path planning and secondly to 

control the rigid formation of the robot. During this experimentation, we use two KhperaIIIs, a 

camera and a computer for the remote control of the both camera and robots, see in Fig. 54. The 

camera is hanging on the 2 m height and the real environment (in Fig. 55) is made up of a 1.5 m 

wide and 2.1 m long rectangular floor and some paper play the role of obstacles. The 

environment is separated into 35 states and each state is a 30 cm side square. Image processing 

is executed in C code, the path planning and the robots control is executed in Matlab. The 

connection between robots and computer is WIFI, and robots can receive the real-time 

command transmission from computer.  

 

 

Figure 54: Multi-robots team in the real experiment 

4.4.2.2 Path planning 

The path planning of the unknown environment is displayed in Fig. 56. The initial position 

and final position are [4; 2] and [1; 6] respectively. During the experiment, robot team always 

maintained the vertical formation 2. The formation and action are the same as the experiment in 

the chapter 3. The initial position is marked by green dot (the reference robot) and green circle. 

The final position is marked by blue dot and blue circle. 
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Figure 55: Unknown environment in the real experiment 

 

Figure 56: Path planning 

 

Robot team has four formations and four actions, forwards, backwards, left and right as 

discussed in the last chapter. After the offline Q learning of the unknown environment, the 

optimal actions are: 1 1 1 1 3 3 3. The results of path planning are as follows: 
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(a)                                                        (b) 

   

                                      (c)                                                          (d) 

     

 (e)                                                         (f) 

                                                         

(g)                                                    (h) 

Figure 57: Learning results of path planning, (a) Initial position, (b) Step 1: up, (c) Step 2: up, (d) 

Step 3: up, (e) Step 4: up, (f) Step 5: right, (g) Step 6: up, (h) Final position 
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4.4.3 Experiment results 

In the real experiment, the multi-robots team contained a humanoid robot Nao and two 

non-holonomic KheperaIIIs. The movement can be divided into two parts. In the first part, Nao 

led two KheperaIIIs to move ahead, because there is a pass way in front of the robot team. In the 

second part, we put a barrier to block the pass way of the multi-robots team. Since the 

navigation strategy is an online policy, Nao looked forward at each step and as it observed the 

obstacle, it asked an image of unknown environment from the camera above the unknown area. 

Then, by the results of path planning from the supervisor, two KheperaIIIs apply ANFIS rigid 

formation control to avoid obstacles and Nao executed the corresponding actions according to 

the path planning results.  At last, robot team crossed the unknown area. The detailed results 

and description of (1) go forwards part; (2) and path planning part are as follows. 

(a)   

(b)   

Figure 58: Go forwards part, (a) Initial state of the experiment, (b) Multi-robots team goes 

forwards 
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4.4.3.1  Go forwards part 

The pictures of the first part are shown in Fig. 58. At the beginning of the experiment, Nao 

observed the environment and determined that the multi-robots team can cross the narrow pass 

way directly or not. And Nao led two KheperaIIIs to move forwards. The initial state of 

experiment is shown in Fig. 58 (a) and the segment of the first part is shown in Fig. 58 (b). 

4.4.3.2  Lay the obstacle 

After the short go forwards part, we laid an obstacle in front of the multi-robots team. In this 

case, when Nao updated the current image and detected the obstacle, it demanded the outlet 

camera to give the image of the current unknown environment to the supervisor and used Q 

learning to get the path planning as shown in Fig. 59. Multi-robots team stopped their way and 

exchanged commands with the supervisor. The supervisor switched the go forwards control to 

the path planning. The path planning procedures are the same as the transport experiment in the 

chapter 3. 

With the results of path planning from the supervisor, multi-robots team are active again to 

finish the rest part of the pass way.  

 

 

 

Figure 59: Meet the obstacle and change to path planning 

4.4.3.3 Path planning part 

The path planning part is shown in Fig. 60, the actions are 1 1 3 3 3 for the rest part of 

environment. In the part, two KheperaIIIs formed a vertical line rigid formation and used the 
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ANFIS rigid formation control to cross the area with obstacles. After two go forwards 

translation actions (see in Fig. 60 (a) and Fig. 60 (b)), two KheperaIIIs turned left to finish the 

rest three left translation actions. During the movement, Nao followed the KheperaIII 

formation to turn left (see in the Fig. 60(b) and Fig. 60 (c)) after the two forwards actions. The 

rest three actions are shown in Fig. 60 (c), Fig. 60 (d) and Fig. 60 (e) respectively and the final 

state of the experiment is shown in the Fig. 60 (e). 

 

   

(a) Step 1 of path planning part                  (b) Step 2 of path planning part 

 

   

(c) Step 3 of path planning part                    (d) Nao turns to follow Khepera team 

 

 

(e) Final state of multi-robots team  

Figure 60: Path planning part 

4.5   Conclusion 

The main purpose of the chapter is an extension of the proposed control strategy (in the 

Chapter 3) in a very large dynamic environment by the event-based coordination strategy. A 

very large (limited or unlimited) unknown environment can be described by a series of 
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continuous relatively small local (limited) unknown environment. The relatively small local 

(limited) unknown environment is called room in the thesis. To develop the whole large 

unknown environment, the heterogeneous multi-robots system must detect the area step by step 

and by updating the local room. A Petri net is introduced to design the event-based coordination 

strategy. 

Heterogeneous multi-robots system updated the environmental information at the beginning 

of each step in order to sentence whether there is a path way in the front area. If the local 

supervisor perceived the occurred disturbance in the actual environment, the global supervisor 

will transfer the current controller into other controller with adaptation of the changed 

environment. In this chapter, the initial controller is the go forwards control which enables to 

control the heterogeneous multi-robots system to implement the uniform linear motion in a path 

way. If an object (a sudden event) is laid to stop the robots’ way, the global supervisor will 

switch the go forwards control into the path planning control. By the control strategy, the path 

planning control enables to control the heterogeneous multi-robots system navigating in the 

current local unknown room. After heterogeneous multi-robots finished developing the current 

local room, they went into the next local room and repeated the circulation so as to detect the 

whole dynamic unknown environment. 

In the simulation and the real experiment validation, a humanoid Nao robot played the role 

of the local supervisor to perceive the sudden event in the front area. If it detected obstacles are 

concentrated and very near, the heterogeneous multi-robots system must switch the initial go 

forwards control into the path planning control to avoid obstacles and to cross the unknown 

area by the control strategy. That is to say, at the beginning of the time step, if Nao perceived 

obstacles, it ordered an image of the current local room from a top camera, which is looked as a 

part of HMRS. The image is sent to a global supervisor, which is a computer to execute Q- 

learning and image processing procedures. After the supervisor obtained the path planning 

results, it spread the results to Nao and a team of three Khepera robots formed a rigid 

line-shaped structure. Khepera team applied the ANFIS rigid formation control to navigate 

across the current local room and to enter the next local room.  

The application of the control strategy in a dynamic environment is illustrated by the 

simulation in the section 4.3 and by a real experiment in the section 4.4. In the simulation, it 

proved that the navigation control strategy can be promoted to a dynamic environment. And the 

study can be used to transport objects for the logistic application. 
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General Conclusion and Perspectives 

1.  Conclusion 

Now, robots have been widely used from industry to the daily life. Various robots help or 

replace human being to complete in many dangerous environments and complex works. The 

robot-assist will be a trend and it will be more popular in the future. The multi-robots system is 

an important branch of the robotic field. In many practical situations, it is more efficient and 

convenient to use several small economic robots to accomplish the huge work by their 

combination and cooperation.  The thesis studied the coordination and control in collective 

robotics and especially in heterogeneous multi-robots system. By the coordination and 

cooperation of different types of robots, the multi-robots system can accomplish the task 

together. The thesis proposed the control strategy for the heterogeneous multi-robots system in 

an unknown environment and validated the theories by a real logistic application. By 

introduction of the event-based coordination strategy and the Petri net, the control strategy has 

been increased and extended to use in a dynamic environment. 

 

My work can be summarized as follows:  

 

A. Studied the control of  collective robots system in the frame of  machine learning  

The first phase of the study is the conceptualization of the control of a single robot 

based on the machine learning frame. From the conceptualization point of view, the 

position control, the orientation control and the trajectory control of a genetic robot has 

been studied in the Chapter 2. And by applying the ANFIS controller, the single robot 

can be moved to a desired position, desired orientation and a given linear /nonlinear 

trajectory. An example and the simulation demonstrated in the Chapter 2 with a 

two-wheeled nonholonomic robot. By using ANFIS controllers, the single robot can 

well track with the given trajectories in the different parts. On the basis of the machine 

learning frame, the single robot’s control can be used to any type of robot and even to a 

virtual single robot. Followed by the first phrase work, the thesis continued to study the 

control of the collective robots system and focused on the heterogeneous multi-robots 

system. The control strategy is proposed in the Chapter 3, which is including: ANFIS 

rigid formation control, perception system and path planning. The rigid formation 

control is to control a group of robots which is formed a constrained geometry structure 
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and is regarded as a virtual single robot. In the motion and the avoidance, the group 

robots maintained their geometry structure to pass through the unknown environment 

by position control and changing their formation.  In the thesis, a perception system is a 

part of the heterogeneous multi-robots system and can automatically supply the image 

of the current unknown environment. Path planning is involving the image processing 

and the Q-learning. Q-learning is also a kind of machine learning. A simulation is 

designed in the Chapter 3 and to verify the control strategy in an unknown area. The 

perception robot is materialized by a top camera in the simulation. Three Khepera 

robots formed a rigid line shape avoided obstacles and crossed through the unknown 

area by the optimal results from the path planning. 

 

B. Validation with the logistic application 

After the successful simulation in the Chapter 3, a real validation has been done to 

verify the control strategy. The validation is the logistic application by two Khepera 

robots formed a rigid line shape to achieve the transportation task. A top camera acted 

as a perception robot and a computer took the role of the supervisor for the remote 

control. By the path planning and ANFIS rigid formation control, robots transferred 

their formation and transported the long paper box from the entrance to the exit of the 

unknown rectangular area. 

 

C. Verified the control strategy in dynamic environment 

By introduction of a Petri-net and an event-based coordination strategy in Chapter 4, 

the heterogeneous multi-robots system can be self-adaptive to a dynamic environment. 

In the simulation, a local supervisor is used to determine whether there are obstacles or 

not in front unknown area. If there is a pass way, robots used initial go forwards 

controller to move ahead in the current local room and go into next local room. If there 

are obstacles or a sudden obstacle disturbed the actual environment, the global 

supervisor would switch the current go forwards controller into the path planning 

controller. That is to say, with a sudden disturbance of the environment, the 

heterogeneous multi-robots system can detect it and adjust the control strategy in order 

to adapt to the environment. A simulation is illustrated and a humanoid Nao acted as 

the local supervisor to detect the disturbance. By the event-based coordination strategy 

and the control strategy, heterogeneous multi-robots system can develop the unknown 

dynamic environment step by step. 
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2.  Future works 

Although I have done many works in the control study of the collective robots system, there 

are still many problems need to be solve in the future. I am looking forwards to go on my study 

of the collective robotics research from the following three aspects: 

 

 Automated adaptation of formation versus type of load 

In a short-term, I will study the automated adaptation of formation versus type of load. With 

the reconfigurable rigid formation, the group robots can adjust their rigid formation 

according to the various sized objects. 

 

• Introduction of adjustable autonomy 

In a middle-term, I will study the introduction of adjustable autonomy of the heterogeneous 

multi-robots system. It means that the robots must adjust themselves in particular situations 

in order to take the transport task and to avoid obstacles. 

 

• Self-adaptation of collective robots to dynamic environment 

In a long-term, I will finish the self-adaptation of the collective robots system to a 

dynamic environment. The aim is that the collective robots can adapt to any 

dynamic environment with any disturbance in any case. 
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