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## Introduction

In this thesis we study the canonical trace on certain classes of pseudodifferential operators and associated multiplicative determinants on the one hand, regularized traces on classical pseudodifferential operators and the multiplicative anomaly of related determinants such as the zeta determinant on the other hand.
The canonical trace is the unique extension [MSS] of the $L^{2}$-trace to classical pseudodifferential operators with non-integer order which vanishes on non-integer order brackets. ${ }^{1}$ It was introduced by M. Kontsevich and S. Vishik in [KV1], [KV2] as a tool to study properties of determinants of elliptic pseudodifferential operators. We consider pseudodifferential operators acting on smooth sections of a finite rank hermitian vector bundle $E$ over a smooth closed riemannian manifold $M$ of dimension $n$.
The $L^{2}$-trace Tr is defined on classical pseudodifferential operators of order with real part $<-n$. Naturally associated with this trace are Fredholm determinants [ReSi]

$$
\operatorname{det}(I+A)=\exp (\operatorname{Tr}(\log (I+A)))
$$

defined for operators $A$ of order with real part $<-n$; they are multiplicative:

$$
\operatorname{det}((I+A)(I+B))=\operatorname{det}(I+A) \operatorname{det}(I+B)
$$

Since Seeley's seminal work [Se] it is well known that the generalized zeta function $\zeta(A, Q, z)=\operatorname{Tr}\left(A Q^{-z}\right)$ is holomorphic on the half plane $\operatorname{Re}(z)>\frac{n+a}{q}$, where $Q$ is an elliptic operator with appropriate spectral properties and positive order $q$, and $A$ is a classical operator of order $a$. The canonical trace TR provides a meromorphic extension $\zeta^{\text {mer }}(A, Q, z)=\operatorname{TR}\left(A Q^{-z}\right)$ (which we denote by the same symbol $\left.\zeta(A, Q, z)\right)$ to the whole complex plane with simple poles. If $a$ is not an integer or if $A$ is a differential operator, there is no pole at $z=0$ and $\operatorname{TR}(\mathrm{A})=\zeta(A, Q, 0)$ is independent of $Q$. In particular, $\operatorname{TR}\left(Q^{-z}\right)=\zeta(I, Q, z)$ is holomorphic at zero; its derivative at zero gives rise to the famous zeta determinant

$$
\operatorname{det}_{\zeta}(Q)=\exp \left(-\partial_{z} \zeta(I, Q, z)_{z=0}\right)
$$

[^0]introduced by D. B. Ray and I. M. Singer [RaSi] in the mathematics literature and by S . Hawkings [Haw] in the physics literature. For $Q=I+A$ with $A$ of order with real part $<-n$, the zeta determinant coincides with the Fredholm determinant; this holds in particular for operators of the type $I+A$ with $A$ a smoothing operator, i.e. defined by a smooth Schwartz kernel $K_{A}$ via the identity
$$
A u(x)=\int_{M} K_{A}(x, y) u(y) d y, \quad \forall x \in M
$$

For such an operator

$$
\operatorname{Tr}(A)=\int_{M} \operatorname{tr}_{x}\left(K_{A}(x, x)\right) d x=\int_{M} \int_{T_{x}^{*} M} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi d x
$$

where $\operatorname{tr}_{x}$ stands for the fibrewise trace and $\sigma(A)$ is the local symbol of $A$. Since the kernel of a general classical pseudodifferential operator $A$ presents singularities along the diagonal, or equivalently since its symbol does not lie in $L^{1}$ as a function of the variable $\xi$, to define its trace one needs to regularize the local Schwartz kernel restricted to the diagonal $K_{A}(x, x)=\int_{T_{x}^{*} M} \sigma(A)(x, \xi) d \xi$, by extracting a finite part of a divergent expression, using Hadamard finite parts. For any $x \in M$, the integral of the fibrewise trace $\operatorname{tr}_{x} \sigma(A)$ over the ball $B_{x}^{*}(0, R)$ of radius $R$ in the cotangent bundle $T_{x}^{*} M$ has an asymptotic expansion in decreasing powers of $R$; furthermore this integral is polynomial in $\log R$ so that the cut-off integral

$$
\int_{T_{x}^{*} M} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi:=\mathrm{fp}_{R \rightarrow \infty} \int_{B_{x}^{*}(0, R)} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi
$$

is well defined. It coincides with the ordinary integral whenever the latter converges. Whenever the operator $A$ has non-integer order or has order with real part $<-n$, the expression $\left(f_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{A}(x, \xi)\right) d \xi\right) d x$ defines a global density on $M$ so that its canonical trace

$$
\operatorname{TR}(A):=\int_{M}\left(\int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{A}(x, \xi)\right) d \xi\right) d x
$$

is well defined. In particular if $A$ has order with real part $<-n$, it coincides with $\operatorname{Tr}(A)$. M. Kontsevich and S. Vishik extended the canonical trace to odd-class classical operators in odd dimensions and G. Grubb in [Gr] to even-class operators in even dimensions. The canonical trace was actually proved to be the unique extension to a linear form on the algebra of odd-class operators in odd dimensions, which vanishes on brackets [MSS]. M. Lesch in [L] further extended the canonical trace to log-polyhomogeneous operators of non-integer order. Here, we use both extensions, to odd-class classical operators in odd dimensions and to log-polyhomogeneous operators; this last extension is useful in view of
determinants which involve traces of logarithms.
The goal of this thesis is to investigate, on the grounds of a careful study of the underlying linear forms, two types of determinants, the first ones multiplicative, the others not, which both extend Fredholm determinants on operators of the type $I+A$ with $A$ a smoothing operator:

1) The first class of determinants we consider in odd dimensions, are multiplicative determinants of the type

$$
\operatorname{DET}(A)=\exp (\operatorname{TR}(\log A))
$$

defined from the canonical trace for operators in the odd-class with appropriate spectral cut.
2) The second type of determinants we consider, now in any dimension, are the zetadeterminant mentioned above and the related weighted determinants

$$
\operatorname{Det}^{Q}(A)=\exp \left(\operatorname{Tr}^{Q}(\log A)\right)
$$

for any classical pseudodifferential operator with appropriate spectral cut. Here $\operatorname{Tr}^{Q}(A)$ is a regularized (or $Q$-weighted) trace corresponding to the constant term in the Laurent expansion of the map $\operatorname{TR}\left(A Q^{-z}\right)$ at $z=0, Q$ being as before an elliptic operator with positive order and appropriate spectral properties.
In the odd-dimensional case, and for $A$ and $Q$ in the odd-class with $Q$ of even order, $\operatorname{Det}^{Q}(A)=\operatorname{DET}(A)$ so that the two types of determinants coincide. But in general, neither the zeta determinant $\operatorname{det}_{\zeta}$ nor weighted determinants Det ${ }^{Q}$ are multiplicative; in particular, the zeta determinant presents a by now well-known multiplicative anomaly first investigated simultaneously by K. Okikiolu [Ok2] and M. Kontsevich and S. Vishik [KV1].

1) Going back to the first type of determinant, let us describe our approach to multiplicative determinants in the odd-class in odd dimensions. Their classification requires classifying traces on the algebra $C \ell_{o d d}^{0}(M, E)$ of zero order odd-class operators in odd dimensions acting on smooth sections of the bundle $E$. Whereas traces on the algebra of odd-class classical operators $C \ell_{\text {odd }}(M, E)$ acting on smooth sections of $E$ in odd dimensions are proportional to the canonical trace, since $C \ell_{o d d}^{0}(M, E)$ is a subalgebra of $C \ell_{\text {odd }}(M, E)$, we can expect to find other traces. The leading symbol traces used by S. Paycha and S. Rosenberg in [PR] and given by

$$
\operatorname{Tr}_{0}^{\lambda}(A)=\lambda\left(\operatorname{tr}_{x}\left(\sigma_{0}(A)\right),\right.
$$

where $\lambda$ is a distribution in $\mathcal{D}^{\prime}\left(S^{*} M\right)$ indeed give rises to traces on the algebra $C \ell^{0}(M, E)$, which induce traces on $C \ell_{o d d}^{0}(M, E)$. We prove the following characterization:

Theorem 3.3.4 If the dimension of the underlying manifold $M$ is odd, any trace on $C \ell_{o d d}^{0}(M, E)$ is a linear combination of the canonical trace and a leading symbol trace.

This is reminiscent of a similar result by J.-M. Lescure and S. Paycha [LP] who showed that any trace on $C \ell^{0}(M, E)$ is linear combination of the noncommutative residue and leading symbol trace. In order to define multiplicative determinants corresponding to these traces, following the same line of proof as in [LP] where the authors studied multiplicative determinants associated with the noncommutative residue and the leading symbol traces, we first extend the traces. Since the leading symbol trace has been taken care of in [LP], we focus here on the canonical trace. In Chapter 3, we actually extend the canonical trace to the whole algebra of odd-class log-polyhomogeneous operators in odd dimensions and prove the cyclicity of the canonical trace on this algebra (Corollary 3.5.9). In Chapter 2, we provide an alternative description of this algebra in terms of powers of the (symmetrized) logarithm of a reference elliptic odd-class operator $Q$ (Theorem 2.2.4), which gives further insight on the operators in that class. Since $\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$ is a Fréchet Lie group with exponential mapping and Lie algebra $C \ell_{o d d}^{0}(M, E)$, (Proposition 1.3.4 and Proposition 6.1.4), the above classification of traces on $C \ell_{o d d}^{0}(M, E)$ induces a classification of multiplicative determinants given in Chapter 6:

Proposition 6.1.5 Any multiplicative map on the range of the exponential mapping in $\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$ is of the form:

$$
\operatorname{Det}(A)=\exp \left(\alpha \operatorname{TR}(\log (A))+\operatorname{Tr}_{0}^{\tau}(\log (A))\right)
$$

where $\alpha$ is a real number and $\tau$ is a distribution in the cotangent unit sphere $S^{*} M$.
Leading symbol determinants studied in [LP] vanish on operators of the type $I+$ smoothing. With the idea in mind of extending Fredholm determinants on operators of the type $I+$ smoothing, we focus on determinants associated with the canonical trace of the form

$$
\mathrm{DET}=\exp \circ \mathrm{TR} \circ \log
$$

on zero order odd-class operators. For zero order operators, this makes sense since their logarithms also lie in the odd-class. But, for an odd-class operator with positive order, the logarithm is no longer odd-class and we introduce for this purpose the symmetrized logarithm, a notion introduced by M. Braverman in [B]. For an admissible operator $A$ with positive order $a$ and spectral cuts $\theta$ and $\theta-a \pi$, the symmetrized logarithm of $A$ is

$$
\log _{\theta}^{\text {sym }} A:=\frac{1}{2}\left(\log _{\theta} A+\log _{\theta-a \pi} A\right)
$$

where $\log _{\theta} A$ stands for a determination of the logarithm corresponding to the choice of a spectral cut $\theta$. Unlike the logarithm, the symmetrized logarithm of an odd-class operator is odd-class, a conservation property which enables us to define the symmetrized determinant

$$
\operatorname{DET}_{\theta}^{\text {sym }}(A):=\exp \left(\operatorname{TR}\left(\log _{\theta}^{\text {sym }} A\right)\right)
$$

For an even order operator, we have $\log _{\theta}^{\text {sym }} A=\log _{\theta} A-i k \pi I$ for some integer $k$ so that $\mathrm{DET}_{\theta}^{\text {sym }}(A)$ reduces to the $\zeta$-determinant:

$$
\operatorname{DET}_{\theta}^{\text {sym }}(A)=\exp (\operatorname{TR}(\log A))=\operatorname{det}_{\zeta}(A)
$$

The symmetrized determinant $\mathrm{DET}_{\theta}^{\text {sym }}(A)$ coincides with the symmetrized determinant defined by M. Braverman [B], but the originality here is that the symmetrized trace is replaced by the canonical trace. Under suitable assumptions on the spectral cut, the symmetrized determinant is multiplicative. In Chapter 6, we derive its multiplicativity from the cyclicity of the canonical trace.

Theorem 6.3.8 Let $M$ be an odd-dimensional manifold. Suppose that $A$ is an oddclass admissible operator with positive order $a$ and spectral cuts $\theta$ and $\theta-a \pi$ and that $B$ is an odd-class admissible operator with positive order $b$ and spectral cuts $\phi$ and $\phi-b \pi$. Let us assume that for each $t$ in $[0,1], A_{\theta}^{t} B$ has principal angle $\psi(t)$, depending on the choice of $\theta$ and $\phi$, where $t \rightarrow \psi(t)$ is continuous. Set $\psi(0)=\phi$ and $\psi(1)=\psi$. Then

$$
\operatorname{DET}_{\widetilde{\psi}}^{\text {sym }}(A B)=\operatorname{DET}_{\theta}^{\text {sym }}(A) \operatorname{DET}_{\phi}^{\text {sym }}(B)
$$

where $\widetilde{\psi}$ is an angle sufficiently close to $\psi$.
2) Let us now turn to the second type of determinant, namely the zeta determinant and the weighted determinant which present a multiplicative anomaly. In Chapter 5, we derive the multiplicative anomaly for zeta determinants from the multiplicative anomaly for weighted determinants. Our approach therefore differs from that of previous authors who computed the zeta determinant anomaly:

- M. Kontsevich and S. Vishik [KV2] for pseudodifferential operators with leading symbols sufficiently close to positive definite self-adjoint ones.
- M. Wodzicki [W1] for positive definite commuting elliptic differential operators,
- L. Friedlander [Fr] for positive definite elliptic pseudodifferential operators,
- K. Okikiolu [Ok2] for pseudodifferential operators with scalar leading symbols.

It is close to C. Ducourtioux's approach [Du1] who relates the two anomalies, however, without deriving one from the other as we do here. Our approach to the study of the multiplicative anomaly of the zeta determinant is essentially based on the vanishing of the noncommutative residue of an operator

$$
L(A, B)=\log (A B)-\log A-\log B
$$

The multiplicative anomaly

$$
\mathcal{M}^{Q}(A, B)=\frac{\operatorname{Det}^{Q}(A B)}{\operatorname{Det}^{Q}(A) \operatorname{Det}^{Q}(B)}
$$

of a weighted determinant Det $^{Q}$ reads:

$$
\mathcal{M}^{Q}(A, B)=\exp \left(\operatorname{Tr}^{Q}(L(A, B))\right)
$$

By results of S . Scott [Sc], the noncommutative residue $\operatorname{res}(L(A, B))$ vanishes as a consequence of the cyclicity of the noncommutative residue, leading to the multiplicativity of the residue determinant $\operatorname{det}_{\text {res }}(A)=\exp (\operatorname{res}(\log A))$. Hence $L(A, B)$ is a finite sum of commutators as a result of which the weighted trace of $L(A, B)$ is local as a sum of noncommutative residues (see Section 4.4). Thus, the locality of the multiplicative anomaly $\mathcal{M}^{Q}(A, B)$ is closely related to the multiplicativity of the residue determinant.
In Chapter 4 which is dedicated to the weighted trace of $L(A, B)$, we prove an explicit local formula for $\operatorname{Tr}^{Q}(L(A, B))$ and hence for the logarithm of the multiplicative anomaly:

Theorem 4.5.2 Let $A$ and $B$ be two admissible operators in $C \ell(M, E)$ with positive orders $a$ and $b$. Assume that there is some positive $\epsilon$ such that $A^{t} B$ is admissible for any $t \in]-\epsilon, \epsilon[$. Then we have

$$
\operatorname{res}(L(A, B))=0
$$

Moreover, there is an operator $W(\tau)(A, B):=\frac{d}{d t \mid t=0} L\left(A^{t}, A^{\tau} B\right)$ in $C \ell^{0}(M, E)$ depending continuously on $\tau$ such that

$$
\operatorname{Tr}^{Q}(L(A, B))=\int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log Q}{q}\right)\right) d \tau
$$

where $Q$ is any weight of positive order $q$.
Here res stands for the noncommutative residue of a classical pseudodifferential operator, which is a local expression since it involves the integral over the base manifold of a finite number of homogeneous components of the symbol of the operator.
The weighted determinant $\mathrm{Det}^{Q}$ is related to the zeta determinant by a local expression

$$
\frac{\operatorname{det}_{\zeta}(A)}{\operatorname{Det}^{Q}(A)}=\exp \left(-\frac{1}{2 a} \operatorname{res}\left[\left(\log A-\frac{a}{q} \log Q\right)^{2}\right]\right)
$$

The multiplicative anomaly

$$
\mathcal{M}_{\zeta}(A, B):=\frac{\operatorname{det}_{\zeta}(A B)}{\operatorname{det}_{\zeta}(A) \operatorname{det}_{\zeta}(B)}
$$

of the zeta determinant therefore relates to that of the weighted determinant by the local formula which involves the residue of a classical operator:

$$
\log \mathcal{M}_{\zeta}(A, B)=\log \mathcal{M}^{Q}(A, B)+\operatorname{res}\left(\frac{L(A, B) \log Q}{q}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right)
$$

Since we previously argued that $\mathcal{M}^{Q}(A, B)$ is also local, we a priori know that $\mathcal{M}_{\zeta}(A, B)$ which differs from it by a residue, is local. We then infer from Theorem 5.3.2 the following explicit local formula for the zeta determinant anomaly.

Theorem 5.3.2 Let $A$ and $B$ be two admissible operators in $C \ell(M, E)$ with positive orders $a, b$ and with spectral cuts $\theta$ and $\phi$ in $[0,2 \pi[$ such that there is a cone delimited by the rays $L_{\theta}$ and $L_{\phi}$ which does not intersect the spectra of the leading symbols of $A, B$ and $A B$. Then the product $A B$ is admissible with a spectral cut $\psi$ inside that cone. $A$ local formula of the multiplicative anomaly $\mathcal{M}_{\zeta}(A, B)$ reads:

$$
\begin{aligned}
\log \mathcal{M}_{\zeta}(A, B)= & \int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log B}{b}\right)\right) d \tau \\
& +\operatorname{res}\left(\frac{L(A, B) \log B}{b}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right)
\end{aligned}
$$

and similarly replacing $\frac{\log B}{b}$ by $\frac{\log A}{a}$. When $A$ and $B$ commute the multiplicative anomaly reduces to:

$$
\log \mathcal{M}_{\zeta}(A, B)=\frac{a b}{2(a+b)} \operatorname{res}\left[\left(\frac{\log A}{a}-\frac{\log B}{b}\right)^{2}\right]
$$

This thesis is organized around six chapters, the first one of which provides prerequisites on classical pseudodifferential operators. The second chapter reviews properties of logarithms of classical pseudodifferential operators and introduces the notion of symmetrized logarithm together with its properties. Chapter 3 characterizes, in odd dimensions, the canonical trace on odd-class operators of order zero and extends this canonical trace to odd-class log-polyhomogeneous operators. Chapter 4 investigates regularized traces of the difference $L(A, B)=\log A B-\log A-\log B$ providing a local formula in terms of the noncommutative residue. Chapter 5 is devoted to regularized determinants for elliptic operators, for which an explicit formula of the multiplicative anomaly is derived on the
grounds of the results in Chapter 4. On the basis of the results of Chapter 3, in Chapter 6 we classify multiplicative determinants for zero order odd-class elliptic operators in odd dimensions, and extend them to symmetrized canonical determinants for odd-class operators of positive order.

## Conventions and Notations

- $S^{m}(U)$ : the space of symbols of order $m$ on a open subset $U$ of $\mathbb{R}^{n}$
- $S^{-\infty}(U):=\bigcap_{m \in \mathbb{R}} S^{m}(U)$ : the algebra of smoothing symbols on $U$
- $S(U):=\left\langle\bigcup_{m \in \mathbb{R}} S^{m}(U)\right\rangle$ : the algebra generated by all symbols on $U$
- $C S^{m}(U)$ : the space of classical symbols of order $m$ on $U$
- $C S(U):=\left\langle\bigcup_{m \in \mathbb{C}} C S^{m}(U)\right\rangle$ : the algebra generated by all classical symbols on $U$
- $C S^{m, k}(U)$ : the set of log-polyhomogeneous symbols of order $m$ and $\log$ degree $k$ on $U$
- $C S^{\star, k}(U)=\left\langle\bigcup_{m \in \mathbb{C}} C S^{m, k}(U)\right\rangle ; \quad C S^{\star, \star}(U)=\bigcup_{k \in \mathbb{N}} C S^{\star, k}(U)$
- $C S_{\text {odd }}^{m}(U)$ : the space of odd-class classical symbols of order $m$ on $U$
- $C S_{\text {odd }}(U)=\bigcup_{m \in \mathbb{Z}} C S_{\text {odd }}^{m}(U)$ : the subalgebra of odd-class classical symbols on $U$
- $O p(\sigma)$ : a pseudodifferential operator with symbol $\sigma$
- $K_{O p(\sigma)}$ : the Schwartz kernel of the pseudodifferential operator $O p(\sigma)$
- $\Gamma(M, E)$ : the vector space of smooth sections of the bundle $E$
- $\Psi D O^{a}(M, E)$ : the set of pseudodifferential operators of order $a$ acting on $\Gamma(M, E)$
- $C \ell^{a}(M, E)$ : the set of classical operators of order $a$
- $C \ell(M, E):=\left\langle\bigcup_{a \in \mathbb{C}} C \ell^{a}(M, E)\right\rangle:$ the algebra generated by all classical operators
- $C \ell^{a, k}(M, E)$ : the set of log-polyhomogeneous operators of order $a$ and log degree $k$
- $C \ell^{\star, k}(M, E)=\bigcup_{a \in \mathbb{C}} C \ell^{a, k}(M, E) ; \quad C \ell^{\star, \star}(M, E)=\bigcup_{k \geq 0} C \ell^{\star, k}(M, E)$
- $\sigma(A)$ : a local symbol of the operator $A$
- $\sigma_{a-j}(A)$ : the homogeneous component of degree $a-j$ of the symbol of the classical operator $A$
- $\sigma^{L}(A)$ : the leading symbol of the classical operator $A$
- $\sigma_{a-j, l}(A)$ : the homogeneous component of degree $a-j$ of the symbol of the logpolyhomogeneous operator $A$
- $C \ell_{o d d}^{a, k}(M, E)$ : the set of odd-class log-polyhomogeneous operators of order $a$ and log degree $k$
- $C \ell_{o d d}^{\star, \star}(M, E)$ : the algebra of odd-class log-polyhomogeneous operators
- $C \ell_{\text {odd }}(M, E)=\bigcup_{a \in \mathbb{Z}} C \ell_{\text {odd }}^{a}(M, E)$ : the algebra of odd-class classical operators
- $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ : the set of invertible odd-class operators of zero order
- $S p(A)$ : the spectrum of $A$
- $A_{\theta}^{z}$ : complex powers of the admissible operator $A$ with spectral cut $\theta$
- $\Pi_{\theta, \phi}(A)$ : spectral projection of the admissible operator $A$ with spectral cuts $\theta$ and $\phi$
- $\log _{\theta} A: \log$ arithm of the admissible operator $A$ with spectral cut $\theta$
- $\log _{\theta}^{\text {sym }} A$ : symmetrized logarithm of the admissible operator $A$
- $\operatorname{Tr}(A)$ : the $L^{2}$-trace or usual trace of $A$
- $\operatorname{res}(A)$ : the noncommutative residue of $A$
- $\operatorname{TR}(A)$ : the canonical trace of $A$
- $L(A, B)=\log (A B)-\log A-\log B$
- $\operatorname{Tr}_{\alpha}^{Q}(A)$ : the $Q$-weighted trace of $A$ for weight $Q$ with spectral cut $\alpha$
- $\operatorname{det}_{\zeta, \theta}(A)$ : the $\zeta$-determinant of $A$ with spectral $\operatorname{cut} \theta$
- $\operatorname{Det}_{\theta}^{Q}(A)$ : the weighted determinant of $A$ with spectral cut $\theta$
- $\mathcal{M}^{Q}(A, B)$ : the multiplicative anomaly for weighted determinant of $A$ and $B$
- $\mathcal{M}_{\zeta}(A, B)$ : the multiplicative anomaly for $\zeta$-determinant of $A$ and $B$
- $\operatorname{DET}_{\theta}^{\text {sym }}(A)$ : the symmetrized determinant of $A$ with spectral cut $\theta$


## CHAPTER 1

## Chapter 1

## Prerequisites on pseudodifferential operators

In this chapter we introduce various sets of symbols and corresponding pseudodifferential operators. In particular we show that the group of zero order odd-class invertible pseudodifferential operators acting on smooth sections of a vector bundle over a closed manifold, forms a Fréchet Lie group (Proposition 1.3.4) which will be used later on in this work. To do so, we use basic results in the theory of pseudodifferential operators and their symbols on closed manifolds and vectors bundles and introduce relevant definitions which we recall in this chapter using the following monographs on pseudodifferential operators [Sh], [Gi], [Di], [T].

### 1.1 Spaces of symbols on an open subset of $\mathbb{R}^{n}$

### 1.1.1 The algebra of symbols

Let $U$ be an open subset of $\mathbb{R}^{n}$. Given a real number $m$, the space of symbols $S^{m}(U)$ consists of complex valued functions $\sigma(x, \xi)$ in $C^{\infty}\left(U \times \mathbb{R}^{n}\right)$ such that for any compact subset $K$ of $U$ and any two multiindices $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$ in $\mathbb{N}^{n}, \beta=\left(\beta_{1}, \cdots, \beta_{n}\right)$ in $\mathbb{N}^{n}$, there exists a constant $C_{K, \alpha, \beta}$ satisfying for all $(x, \xi)$ in $K \times \mathbb{R}^{n}$

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, \xi)\right| \leq C_{K, \alpha, \beta}(1+|\xi|)^{m-|\beta|} \tag{1.1}
\end{equation*}
$$

where $\partial_{x}^{\alpha}=\partial_{x_{1}}^{\alpha_{1}} \cdots \partial_{x_{n}}^{\alpha_{n}}$ and $|\beta|=\beta_{1}+\cdots+\beta_{n}$. The real $m$ is called the order of the symbol $\sigma$. Notice that if $m_{1}<m_{2}$, then $S^{m_{1}}(U) \subset S^{m_{2}}(U)$.
Let $\left(K_{i}\right)_{i \in I}$ be an increasing family of compacts of $U$ verifying $U=\bigcup_{i \in I} K_{i}$ and for any
compact $K$ on $U$, there exist $i \in I$ such that $K \subset K_{i}$. From the above expression we define the following family of semi-norms:

$$
\sup _{x \in K_{i}} \sup _{\xi \in \mathbb{R}^{n}}(1+|\xi|)^{|\beta|-m}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, \xi)\right\|
$$

which makes $S^{m}(U)$ a Fréchet space.
The product $\star$ on symbols is defined as follows: if $\sigma_{1}$ lies in $S^{m_{1}}(U)$ and $\sigma_{2}$ lies in $S^{m_{2}}(U)$,

$$
\begin{equation*}
\sigma_{1} \star \sigma_{2}(x, \xi) \sim \sum_{\alpha \in \mathbb{N}^{n}} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{1}(x, \xi) \partial_{x}^{\alpha} \sigma_{2}(x, \xi) \tag{1.2}
\end{equation*}
$$

i.e. for any integer $N \geq 1$ we have

$$
\sigma_{1} \star \sigma_{2}(x, \xi)-\sum_{|\alpha|<N} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{1}(x, \xi) \partial_{x}^{\alpha} \sigma_{2}(x, \xi) \in S^{m_{1}+m_{2}-N}(U)
$$

In particular, $\sigma_{1} \star \sigma_{2}$ belongs to $S^{m_{1}+m_{2}}(U)$.
We denote by $S^{-\infty}(U):=\bigcap_{m \in \mathbb{R}} S^{m}(U)$ the algebra of smoothing symbols on $U$, by $S(U):=$ $\left\langle\bigcup_{m \in \mathbb{R}} S^{m}(U)\right\rangle$ the algebra generated by all symbols on $U$. The relation $\sigma_{1} \simeq \sigma_{2}$ defined by $\sigma_{1}-\sigma_{2} \in S^{-\infty}(U)$ is an equivalence relation on $S(U)$.

Example 1.1.1. Here are two classical examples of symbols.

1. Smooth functions in $C^{\infty}\left(U \times \mathbb{R}^{n}\right)$ with compact support in $\xi$ are smoothing symbols. Indeed, let $\sigma(x, \xi)$ be a smooth function in $C^{\infty}\left(U \times \mathbb{R}^{n}\right)$ with compact support in $\xi$. For any compact subset $K$ of $U$, there exists $r_{K}>0$ such that for all $x$ in $K$ and for all $\xi,|\xi| \geq r_{K}, \sigma(x, \xi)=0$. Then $\sigma(x, \xi)$ is a symbol with order $m$ for all real $m$.
2. Any smooth function $\sigma(x, \xi)$ in $C^{\infty}\left(U \times \mathbb{R}^{n}\right)$ which is positively homogeneous of degree $m$ for $|\xi|$ large enough is a symbol of order $m$. Indeed, for any compact subset $K$ of $U$, there exist $r_{K}>0$ such that for $x$ in $K$ and $|\xi| \geq r_{K}, \sigma(x, t \xi)=$ $t^{m} \sigma(x, \xi)$ for $t>0$. Since $\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, t \xi)=t^{m-|\beta|} \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, \xi)$, then $\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, \xi)=$ $|\xi|^{m-|\beta|} \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma\left(x, \frac{\xi}{|\xi|}\right)$ which by the compactness of the unit sphere $S^{n-1}$ yields a uniform upper bound of $\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, \xi)\right|$ on a compact subset $K$ of $U$.
In particular, the product $f \chi$ of a positively homogeneous function $f$ in $\xi$ of degree $m$ with a function $\chi$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$ which vanishes for $|\xi| \leq \frac{1}{2}$ and such that $\chi(\xi)=1$ for $|\xi| \geq 1$, is a symbol of order $m$.

Example 1.1.2. The product of any symbol $\sigma(x, \xi)$ by a Schwartz function $u(\xi)$ i.e. $u$ belongs to

$$
\mathcal{S}\left(\mathbb{R}^{n}\right):=\left\{\varphi \in C^{\infty}\left(\mathbb{R}^{n}\right), \forall \alpha, \beta \in \mathbb{N}^{n}, \sup _{y \in \mathbb{R}^{n}}\left|y^{\alpha}\left(\partial^{\beta} \varphi\right)(y)\right|<\infty\right\}
$$

is a smoothing symbol. Indeed, for a compact subset $K$ of $U$ and for any multiindices $\alpha, \beta$ in $\mathbb{N}^{n}$, setting $\tau(x, \xi):=\sigma(x, \xi) u(\xi)$ we have:

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \tau(x, \xi)\right| \leq \sum_{\gamma \leq \beta}\binom{\beta}{\gamma}\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta-\gamma} \sigma(x, \xi) \partial_{\xi}^{\gamma} u(\xi)\right| \leq \sum_{\gamma \leq \beta}\binom{\beta}{\gamma} C_{K, \gamma}\left|(1+|\xi|)^{m-|\beta-\gamma|} \partial_{\xi}^{\gamma} u(\xi)\right|
$$

using the upper bound

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta-\gamma} \sigma(x, \xi)\right| \leq C_{K, \gamma}(1+|\xi|)^{m-|\beta-\gamma|}
$$

since $\sigma(x, \xi)$ is a symbol of order $m$. For any real value $s$ we have

$$
\left|(1+|\xi|)^{m-|\beta-\gamma|} \partial_{\xi}^{\gamma} u(\xi)\right|=\left|(1+|\xi|)^{m-s+|\gamma|} \partial_{\xi}^{\gamma} u(\xi)\right|(1+|\xi|)^{s-|\beta|} ;
$$

Since $u$ belongs to $\mathcal{S}(U), \sup _{\xi \in \mathbb{R}^{n}}\left|(1+|\xi|)^{m-s+|\gamma|} \partial_{\xi}^{\gamma} u(\xi)\right|$ is finite. Setting

$$
C:=\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \sup _{\xi \in \mathbb{R}^{n}}\left|(1+|\xi|)^{m-s+|\gamma|} \partial_{\xi}^{\gamma} u(\xi)\right|
$$

we obtain the following upper bound:

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \tau(x, \xi)\right| \leq C(1+|\xi|)^{s-|\beta|}
$$

so that $\tau(x, \xi)$ is a smoothing symbol. In particular, $\sigma(1-\chi)$, where $\sigma$ lies in $\mathcal{S}(U)$ and $\chi$ is as in the above example, is a smoothing symbol.

### 1.1.2 Classical symbols

A symbol $\sigma$ in $S^{m}(U)$ is called classical of real order $m$ if there is an asymptotic expansion

$$
\begin{equation*}
\sigma(x, \xi) \sim \sum_{j=0}^{\infty} \chi(\xi) \sigma_{m-j}(x, \xi) \tag{1.3}
\end{equation*}
$$

where $\chi$ is a smooth cut-off function which vanishes for $|\xi| \leq \frac{1}{2}$ and is identically one outside the unit ball $B(0,1)$, such that for any integer $N \geq 1$, we have

$$
\sigma(x, \xi)-\sum_{j=0}^{N-1} \chi(\xi) \sigma_{m-j}(x, \xi) \in S^{m-N}(U)
$$

Here $\sigma_{m-j}(x, \xi)$ is a positively homogeneous function in $C^{\infty}\left(U \times\left(\mathbb{R}^{n}-\{0\}\right)\right)$ of degree $m-j$, i.e. for all positive real number $t$,

$$
\sigma_{m-j}(x, t \xi)=t^{m-j} \sigma_{m-j}(x, \xi) .
$$

This definition is independent of the choice of the cut-off function $\chi$ which only modifies the asymptotic expansion by a smoothing symbol.
The components $\sigma_{m-j}(x, \xi)$ are uniquely determined for $|\xi|>1$ by the following recursive formulae:

$$
\sigma_{m}(x, \xi)=\lim _{\lambda \rightarrow \infty} \frac{\sigma(x, \lambda \xi)}{\lambda^{m}}
$$

and for $N \geq 1$,

$$
\sigma_{m-N}(x, \xi)=\lim _{\lambda \rightarrow \infty} \frac{\left(\sigma-\sum_{j=0}^{N-1} \sigma_{m-j}\right)(x, \lambda \xi)}{\lambda^{m-N}}
$$

Let $C S^{m}(U)$ denotes the subset of $S^{m}(U)$ of classical symbols of order $m$. The subset $C S^{m}(U)$ can be endowed with a structure of Fréchet space equipped with the countable family of semi-norms defined as follows: for any family $\left(K_{i}\right)$ of compact subsets of $U$ such that $U=\bigcup_{i} K_{i}$, for any $j \geq 0$ and $N \geq 1$, for any multiindices $\alpha, \beta$ :

$$
\begin{align*}
& \sup _{x \in K_{i}} \sup _{\xi \in \mathbb{R}^{n}}(1+|\xi|)^{|\beta|-m}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, \xi)\right\| ; \\
& \sup _{x \in K_{i}} \sup _{\xi \in \mathbb{R}^{n}}(1+|\xi|)^{|\beta|-m+N}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left(\sigma-\sum_{j=0}^{N-1} \chi(\xi) \sigma_{m-j}\right)(x, \xi)\right\| ; \\
& \sup _{x \in K_{i}} \sup _{|\xi|=1}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma_{m-j}(x, \xi)\right\| . \tag{1.4}
\end{align*}
$$

These definitions extend to complex powers replacing the real number $m$ by the real part of a complex number $z$. A symbol $\sigma$ is classical of complex order $z$ with real part $\operatorname{Re}(z)=m$ if for a cut-off function $\chi$ and if for all non negative integers $j$, for any integer $N \geq 1$, there are positively homogeneous functions $\sigma_{z-j}(x, \xi)$ of degree $z-j$ such that

$$
\sigma(x, \xi)-\sum_{j=0}^{N-1} \chi(\xi) \sigma_{z-j}(x, \xi) \in S^{m-N}(U)
$$

If $a, b$ are two classical symbols with formal expansions

$$
a \sim \sum_{j=0}^{\infty} a_{m-j}, \quad b \sim \sum_{j=0}^{\infty} b_{p-j}
$$

then their star product $a \star b$ is a classical symbol of order $m+p$ with homogeneous component of degree $m+p-j$ given by:

$$
(a \star b)_{m+p-j}=a_{m} b_{p-j}+\sum_{k+l+|\alpha|=j, l<j} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} a_{m-k} D_{x}^{\alpha} b_{p-l}
$$

where $D_{x}=-i \partial_{x}$. We denote by

$$
C S(U)=\left\langle\bigcup_{m \in \mathbb{C}} C S^{m}(U)\right\rangle
$$

the algebra generated by all classical symbols on $U$.

### 1.1.3 Log-polyhomogeneous symbols

Log-polyhomogeneous symbols and associated pseudodifferential operators were used by E. Schrohe [Schr] for the construction of complex powers of elliptic pseudodifferential operators in that class and were developed by M. Lesch in [L]. A log-polyhomogeneous symbol is a finite linear combination of non negative integer powers of $\log |\xi|$ with classical symbols as coefficients. More precisely, a symbol $\sigma$ in $S^{m}(U)$ is called log-polyhomogeneous of real order $m$ and $\log$ degree $k$ (see [L], Definition 3.1) if it has an asymptotic expansion of the form (1.3) but where now

$$
\sigma_{m-j}(x, \xi)=\sum_{l=0}^{k} \sigma_{m-j, l}(x, \xi) \log ^{l}|\xi|, \forall(x, \xi) \in U \times \mathbb{R}^{n}
$$

Here $k$ is a non negative integer and every $\sigma_{m-j, l}, l=0, \cdots, k$ is positively homogeneous of degree $m-j$. With these conventions we have for a cut-off function $\chi$ :

$$
\begin{equation*}
\sigma(x, \xi) \sim \sum_{j=0}^{\infty} \chi(\xi) \sigma_{m-j}(x, \xi)=\sum_{j=0}^{\infty} \sum_{l=0}^{k} \chi(\xi) \sigma_{m-j, l}(x, \xi) \log ^{l}|\xi|, \forall(x, \xi) \in U \times \mathbb{R}^{n} \tag{1.5}
\end{equation*}
$$

We denote the set of log-polyhomogeneous symbols of order $m$ and $\log$ degree $k$ by $C S^{m, k}(U)$. As for classical symbols the set $C S^{m, k}(U)$ can be equipped with a Fréchet topology replacing in formula (1.4) for classical symbols, the homogeneous components by $\sigma_{m-j}(x, \xi)=\sum_{l=0}^{k} \sigma_{m-j, l}(x, \xi) \log ^{l}|\xi|$ in the case of log-polyhomogeneous symbols.

Log-polyhomogeneous symbols extend to complex orders. A symbol $\sigma$ is $\log$-polyhomogeneous of complex order $z$ with real part $\operatorname{Re}(z)=m$ and $\log$ degree $k$ if for a cut-off function $\chi$ and
for all non negative integers $j$, for any integer $N \geq 1$, there are positively homogeneous functions $\sigma_{z-j, l}(x, \xi)$ of degree $z-j$ such that

$$
\sigma(x, \xi)-\sum_{j=0}^{N-1} \sum_{l=0}^{k} \chi(\xi) \sigma_{z-j, l}(x, \xi) \log ^{l}|\xi| \in S^{\operatorname{Re}(z)-N}(U)
$$

If $a, b$ are two log-polyhomogeneous symbols with formal expansions

$$
a \sim \sum_{j=0}^{\infty} a_{m-j}=\sum_{j=0}^{\infty} \sum_{l=0}^{k} a_{m-j, l} \log ^{l}|\xi|, \quad b \sim \sum_{j=0}^{\infty} b_{p-j}=\sum_{j=0}^{\infty} \sum_{l^{\prime}=0}^{k^{\prime}} b_{p-j, l^{\prime}} \log ^{l^{\prime}}|\xi|
$$

then the star product $a \star b$ is a log-polyhomogeneous symbol of order $m+p$ and $\log$ degree $k+k^{\prime}$ and its component of order $m+p-j$ is given by:

$$
\begin{align*}
(a \star b)_{m+p-j}= & \sum_{|\alpha|+s+t=j} \frac{1}{\alpha!} \partial_{\xi}^{\alpha}\left(\sum_{l=0}^{k} a_{m-s, l} \log ^{l}|\xi|\right) D_{x}^{\alpha}\left(\sum_{l^{\prime}=0}^{k^{\prime}} b_{p-t, l^{\prime}} \log ^{l^{\prime}}|\xi|\right)  \tag{1.6}\\
= & \sum_{|\alpha|+s+t=j} \frac{1}{\alpha!}\left(\sum_{l=0}^{k}\left(\partial_{\xi}^{\alpha} a_{m-s, l}\right) \log ^{l}|\xi|+\sum_{l=0}^{k} a_{m-s, l}\left(\partial_{\xi}^{\alpha} \log ^{l}|\xi|\right)\right) \\
& \left(\sum_{l^{\prime}=0}^{k^{\prime}}\left(D_{x}^{\alpha} b_{p-t, l^{\prime}}\right) \log ^{l^{\prime}}|\xi|\right) .
\end{align*}
$$

Here as before $D_{x}=-i \partial_{x}$.
Let us set:

$$
C S^{\star, k}(U)=\left\langle\bigcup_{m \in \mathbb{C}} C S^{m, k}(U)\right\rangle, \quad C S^{\star, \star}(U)=\bigcup_{k \in \mathbb{N}} C S^{\star, k}(U)
$$

where as before $\langle S\rangle$ stands for the algebra generated by the set $S$.
Note that $C S^{\star, 0}(U)=C S(U)$ i.e. a classical symbol is a particular log-polyhomogeneous symbol.
For a vector space $V$ we set

$$
C S^{m}(U, V)=C S^{m}(U) \otimes \operatorname{End}(V), C S^{\star, k}(U, V)=C S^{\star, k}(U) \otimes \operatorname{End}(V)
$$

Here $\operatorname{End}(V)$ denotes the set of all endomorphisms of the vector space $V$.
Let us now define the notion of holomorphic family of log-polyhomogeneous symbols. Holomorphic families of classical symbols were first introduced by V. Guillemin [Gu2] under the name of gauged symbols and later popularized by M. Kontsevich and S. Vishik
[KV1]. The notion of holomorphic family of classical symbols was generalized in [PS] to the log-polyhomogeneous case.
Let us first recall the notion of holomorphic family for functions. A function $f: \Omega \rightarrow E$ on complex domain $\Omega$ with values in a topological vector space $E$ is holomorphic at $z_{0} \in \Omega$ if there is a vector $f^{\prime}\left(z_{0}\right)$ in $E$ such that

$$
\left|\frac{f(z)-f\left(z_{0}\right)}{z-z_{0}}-f^{\prime}\left(z_{0}\right)\right|
$$

tends to zero as $z$ tends to $z_{0}$; it is holomorphic on $\Omega$ if this holds at each point $z_{0}$ in $\Omega$. Known results for Banach space valued holomorphic functions (see e.g. [Hi] Chapter 8) generalize to (sequentially) complete Hausdorff locally convex topological vector space valued functions, i.e. to $E$-valued functions with the topology of the complete Hausdorff space $E$ defined by a family of semi-norms $\|\cdot\|_{\alpha}, \alpha \in \mathcal{A}$. Inductive limits of Fréchet spaces (known as LF spaces) of interest to us fall in this class of spaces.

In particular, holomorphicity implies analyticity. Starting from a holomorphic function $f$ at $z_{0} \in \Omega$ one first observes that convergence as $z$ tends to $z_{0}$ holds uniformly on compact subsets of $\Omega$ in a neighborhood of $z_{0}$ as a result of the Cauchy formula (see [Hi] Theorem 8.1.1 in the Banach case)

$$
f\left(z_{0}\right)=\frac{1}{2 i \pi} \int_{\left|\zeta-z_{0}\right|=r} \frac{f(\zeta)}{\zeta-z} d \zeta
$$

where $r$ is a positive number such that the disk centered at $z_{0}$ of radius $r$ is contained in $\Omega$. Thus $f: \Omega \rightarrow E$ is uniformly complex-differentiable on compact subsets in a neighborhood of $z_{0}$; by induction one shows that it is infinitely (uniformly) complex-differentiable (see e.g. [Hi] Theorem 8.1.5 in the Banach case) on (compact subsets of) $\Omega$ in a neighborhood of $z_{0}$ with derivative given by

$$
f^{(k)}\left(z_{0}\right)=\frac{k!}{2 i \pi} \int_{\left|z-z_{0}\right|=r} \frac{f(\zeta)}{(\zeta-z)^{k+1}} d \zeta \quad \forall \quad k \in \mathbb{N} .
$$

It follows that (see [Hi] Theorem 8.1.6 in the Banach case)

$$
\begin{equation*}
\frac{\left\|f^{(k)}\left(z_{0}\right)\right\|_{\alpha}}{k!} \leq \max _{\left|z-z_{0}\right|=r} \frac{\|f(z)\|_{\alpha}}{r^{k}} \quad \forall k \in \mathbb{N}, \quad \forall \alpha \in \mathcal{A} \tag{1.7}
\end{equation*}
$$

For any complex number $z$ such that $\left|z-z_{0}\right|<r$, we write

$$
\begin{aligned}
f(z) & =\frac{1}{2 i \pi} \int_{\left|u-z_{0}\right|=r} f(u)(u-z)^{-1} d u \\
& =\frac{1}{2 i \pi} \int_{\left|u-z_{0}\right|=r} \frac{f(u)}{1-\frac{z-z_{0}}{u-z_{0}}}\left(u-z_{0}\right)^{-1} d u \\
& =\frac{1}{2 i \pi} \sum_{k=0}^{\infty}\left(z-z_{0}\right)^{k} \int_{\left|u-z_{0}\right|=r} f(u)\left(u-z_{0}\right)^{-(k+1)} d u
\end{aligned}
$$

since $\left|\frac{z-z_{0}}{u-z_{0}}\right|<1$. Thus

$$
\begin{equation*}
f(z)=\sum_{k=0}^{\infty} f^{(k)}\left(z_{0}\right) \frac{\left(z-z_{0}\right)^{k}}{k!} \tag{1.8}
\end{equation*}
$$

By (1.7) this series converges uniformly on any disk $\left|z-z_{0}\right|<r^{\prime}<r$ so that $f$ is (uniformly) analytic in (compact subsets) of a neighborhood of $z_{0}$. Note that the radius of convergence is independent of $\alpha$.

This applies to the space $E:=\mathcal{S}(U)$ (or more generally to $E:=\mathcal{S}(U) \otimes \operatorname{End}(V)$ where $V$ is some finite dimensional vector space) of all symbols on an open subset $U$ of $\mathbb{R}^{n}$ considered here, seen as the inductive limit of the Fréchet spaces $F_{\nu}:=\mathcal{S}^{\leq \nu}(U)$ of symbols whose order has real part non larger than $\nu \in \mathbb{R}$. The Fréchet structure on $F_{\nu}$ is given by the following semi-norms labelled by multiindices $\alpha, \beta$ and positive integers $i$ (see [Hi]):

$$
\sup _{x \in K_{i}, \xi \in \mathbb{R}^{n}}(1+|\xi|)^{-\nu+|\beta|}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma(x, \xi)\right\|,
$$

where $K_{i}, i \in \mathbb{N}$ is a countable sequence of compact sets covering $U$.
Definition 1.1.3. Let $k$ be a non negative integer and let $\Omega$ be a domain of $\mathbb{C}$. A family $(\sigma(z))_{z \in \Omega} \subset C S^{m(z), k}(U)$ of log-polyhomogeneous symbols is holomorphic when

1. The function $z \rightarrow m(z)$ with $m(z)$ the order of $\sigma(z)$ is holomorphic in $z$.
2. For $(x, \xi)$ in $U \times \mathbb{R}^{n}$, the function $z \rightarrow \sigma(z)(x, \xi):=\sigma(z, x, \xi)$ is holomorphic as a function in $C^{\infty}\left(\Omega \times U \times \mathbb{R}^{n}\right)$ and for each $z$ in $\Omega$,

$$
\sigma(z)(x, \xi) \sim \sum_{j=0}^{\infty} \chi(\xi) \sigma_{m(z)-j}(z)(x, \xi)
$$

lies in $C S^{m(z), k}(U)$ for some cut-off function $\chi$.
3. For any integer $N \geq 1$, the remainder term

$$
\sigma_{N}(z)(x, \xi):=\sigma(z)(x, \xi)-\sum_{j=0}^{N-1} \chi(\xi) \sigma_{m(z)-j}(z)(x, \xi)
$$

is holomorphic in $z \in \Omega$ as an element of $C^{\infty}\left(\Omega \times U \times \mathbb{R}^{n}\right)$ and its l-th derivative

$$
\sigma_{N}^{(l)}(z)(x, \xi):=\partial_{z}^{l}\left(\sigma_{N}(z)(x, \xi)\right)
$$

lies in $S^{\operatorname{Re}(m(z))-N+\epsilon}(U)$ for all $\epsilon>0$ locally uniformly on $\Omega$, i.e the $l$-th derivative $\partial_{z}^{k} \sigma_{(N)}(z)$ satisfies a uniform estimate (1.1) w.r. to $z$ on compact subsets in $\Omega$.

In particular, for any integer $j \geq 0$, the (positively) homogeneous component $\sigma_{m(z)-j}(z)$ of degree $m(z)-j$ of the symbol is holomorphic on $\Omega$ as an element of $C^{\infty}\left(\Omega \times U \times \mathbb{R}^{n}\right)$.

Lemma 1.1.4. The derivative of a holomorphic family of log-polyhomogeneous symbols $\sigma(z)$ in $C S^{m(z), k}(U)$ defines a holomorphic family of log-polyhomogeneous symbols in $C S^{m(z), k+1}(U)$.

Proof: (see [PS]) For a holomorphic family $\sigma(z)$ in $C S^{m(z), k}(U)$ of log-polyhomogeneous symbols, we have

$$
\sigma(z)(x, \xi) \sim \sum_{j=0}^{\infty} \chi(\xi) \sigma_{m(z)-j}(z)(x, \xi)=\sum_{j=0}^{\infty} \sum_{l=0}^{k} \chi(\xi) \sigma_{m(z)-j, l}(z)(x, \xi) \log ^{l}|\xi| .
$$

We want to show that

$$
\partial_{z}(\sigma(z)(x, \xi)) \sim \sum_{j=0}^{\infty} \partial_{z}\left(\sigma_{m(z)-j}(z)\right) .
$$

Indeed we have

$$
\sigma(z)(x, \xi)=\sum_{j=0}^{N-1} \sigma_{m(z)-j}(z)(x, \xi)+\sigma_{N}(z)(x, \xi)
$$

By definition 1.1.3,

$$
\sigma_{N}^{\prime}(z)(x, \xi):=\partial_{z}\left(\sigma_{N}(z)(x, \xi)\right)=\partial_{z}(\sigma(z)(x, \xi))-\sum_{j=0}^{N-1} \chi(\xi) \partial_{z}\left(\sigma(z)_{m(z)-j}(x, \xi)\right)
$$

Taking different values of $N$ shows that each term $\chi(\xi) \sigma(z)_{m(z)-j}(x, \xi)$ which lies in $S^{m(z)-j}(U)$ is holomorphic and hence that

$$
\partial_{z}(\sigma(z)(x, \xi)) \sim \sum_{j=0}^{\infty} \chi(\xi) \partial_{z}\left(\sigma_{m(z)-j}(z)\right)
$$

To evaluate the derivative $\partial_{z}\left(\sigma(z)_{m(z)-j}(x, \xi)\right)$, we compute the derivative of each homogeneous component $\partial_{z}\left(\sigma(z)_{m(z)-j, l}(x, \xi)\right)$. Using the positive homogeneity of the component $\sigma(z)_{m(z)-j, l}(x, \xi)$, we have for $|\xi| \neq 0$

$$
\begin{aligned}
& \partial_{z}\left(\sigma(z)_{m(z)-j, l}(x, \xi)\right) \\
= & \partial_{z}\left(|\xi|^{m(z)-j} \sigma(z)_{m(z)-j, l}\left(x, \frac{\xi}{|\xi|}\right)\right) \\
= & \left(m^{\prime}(z)|\xi|^{m(z)-j} \sigma(z)_{m(z)-j, l}\left(x, \frac{\xi}{|\xi|}\right)\right) \log |\xi|+|\xi|^{m(z)-j} \partial_{z}\left(\sigma(z)_{m(z)-j, l}\left(x, \frac{\xi}{|\xi|}\right)\right) \\
= & m^{\prime}(z) \sigma(z)_{m(z)-j, l}(x, \xi) \log |\xi|+|\xi|^{m(z)-j} \partial_{z}\left(\sigma(z)_{m(z)-j, l}\left(x, \frac{\xi}{|\xi|}\right)\right) .
\end{aligned}
$$

Since $\sigma(z)_{m(z)-j, l}\left(x, \frac{\xi}{|\xi|}\right)$ is a symbol of constant order zero, so is its derivative. Hence $\partial_{z}\left(\sigma(z)_{m(z)-j, l}(x, \xi)\right)$ lies in $C S^{m(z), k+1}(U)$ and

$$
\begin{aligned}
& \partial_{z}\left(\sigma_{m(z)-j}(z)(x, \xi)\right) \\
= & \sum_{l=0}^{k} \partial_{z}\left(\sigma_{m(z)-j, l}(z)(x, \xi) \log ^{l}|\xi|\right) \\
= & \sum_{l=0}^{k}\left(m^{\prime}(z) \sigma(z)_{m(z)-j, l}(x, \xi) \log |\xi|+|\xi|^{m(z)-j} \partial_{z}\left(\sigma(z)_{m(z)-j, l}\left(x, \frac{\xi}{|\xi|}\right)\right)\right) \log ^{l}|\xi| \\
= & m^{\prime}(z) \sigma_{m(z)-j}(z)(x, \xi) \log |\xi|+\sum_{l=0}^{k}|\xi|^{m(z)-j} \partial_{z}\left(\sigma(z)_{m(z)-j, l}\left(x, \frac{\xi}{|\xi|}\right)\right) \log ^{l}|\xi| .
\end{aligned}
$$

Thus, differentiating w.r. to $z$ introduces a logarithmic term to each term $\sigma_{m(z)-j}(z)(x, \xi)$. In particular, if $\sigma(z)$ is a holomorphic family of classical symbols then $\partial_{z}\left(\sigma(z)_{m(z)-j}\right)$ is not classical any more since it involves a $\log |\xi|$ term. It follows that the derivative of a holomorphic family $\sigma(z)$ of classical symbols yields a holomorphic family of symbols $\sigma^{\prime}(z):=\partial_{z} \sigma(z)$ of order $m(z)$, whose asymptotic expansion involves a logarithmic term and reads:

$$
\sigma^{\prime}(z)(x, \xi) \sim \sum_{j=0}^{\infty} \chi(\xi)\left(\log |\xi| m^{\prime}(z) \sigma_{m(z)-j}(z)(x, \xi)+\sigma_{m-j}^{\prime}(z)(x, \xi)\right), \forall(x, \xi) \in U \times \mathbb{R}^{n}
$$

for some smooth cut-off function $\chi$ and some positively homogeneous symbol

$$
\sigma_{m(z)-j}^{\prime}(z)(x, \xi)=\partial_{z}\left(\sigma(z)_{m(z)-j}(x, \xi)\right)=|\xi|^{\alpha(z)-j} \partial_{z}\left(\sigma_{m(z)-j}(z)\left(x, \frac{\xi}{|\xi|}\right)\right)
$$

of degree $m(z)-j$.
Iterating the lemma leads to the following proposition.
Proposition 1.1.5 ([PS]). If $\sigma(z)$ is a holomorphic family of log-polyhomogeneous symbols, then so is each derivative

$$
\sigma^{(l)}(z)(x, \xi):=\partial_{z}^{l}(\sigma(z)(x, \xi)) \in C S^{m(z), k+l}(U)
$$

Precisely, $\sigma^{(l)}(z)(x, \xi)$ has an asymptotic expansion

$$
\sigma^{(l)}(z)(x, \xi) \sim \sum_{j \geq 0} \sigma^{(l)}(z)_{m(z)-j}(x, \xi)
$$

where

$$
\sigma^{(l)}(z)_{m(z)-j}(x, \xi)=\partial_{z}^{l}\left(\sigma(z)_{m(z)-j}(x, \xi)\right) .
$$

### 1.1.4 Odd-class symbols

The following definition is a straightforward extension of the notion of classical odd and even class operator introduced by M. Kontsevich and S. Vishik in [KV1].

Definition 1.1.6 ([PS]). A log-polyhomogeneous symbol $\sigma$ in $C S^{m, k}(U)$ with integer order $m$ is said to be odd-class if in the asymptotic expansion (1.5), for each $j \geq 0$, for $l=$ $0, \cdots, k$ we have

$$
\begin{equation*}
\sigma_{m-j, l}(x,-\xi)=(-1)^{m-j} \sigma_{m-j, l}(x, \xi), \quad \text { for } \quad|\xi| \geq 1 \tag{1.9}
\end{equation*}
$$

and is said to be even class if for each $j \geq 0$ we have

$$
\sigma_{m-j, l}(x,-\xi)=(-1)^{m-j+1} \sigma_{m-j, l}(x, \xi), \text { for } \quad|\xi| \geq 1
$$

## Example 1.1.7.

1. All polynomial symbols of the form $p(x, \xi)=\sum_{|\alpha| \leq m} a_{\alpha}(x) \xi^{\alpha}$ are odd-class symbols.
2. The symbol $\sigma(x, \xi)=\sigma(\xi)=\left(1+|\xi|^{2}\right)^{-1}$ is a classical odd-class symbol. Indeed it has the asymptotic expansion

$$
\sigma(x, \xi) \sim \sum_{k=0}^{\infty}(-1)^{k}|\xi|^{-2 k-2}
$$

and is a classical symbol of order -2 with positively homogeneous components:

$$
\begin{aligned}
& \sigma_{-2-j}(x, \xi)=\left\{\begin{array}{ccc}
(-1)^{\frac{j}{2}}|\xi|^{-2-j} & \text { if } & j \\
0 & \text { even } \\
0 & j & \text { odd }
\end{array}\right. \\
& \text { i.e. } \quad \sigma_{-2-j}(x,-\xi)=(-1)^{-2-j} \sigma_{-2-j}(x, \xi) .
\end{aligned}
$$

3. The symbol $\sigma(x, \xi)=\sigma(\xi)=\sqrt{1+|\xi|^{2}}$ is a classical even-class symbol.

Indeed this symbol has the asymptotic expansion

$$
\sigma(x, \xi) \sim \sum_{k=0}^{\infty} \alpha_{k}|\xi|^{-2 k+1}
$$

It is therefore a classical symbol of order 1 with positively homogeneous components:

$$
\sigma_{1-j}(x, \xi)=\left\{\begin{array}{llll}
\alpha_{\frac{j}{2}}|\xi|^{1-j} & \text { if } & j & \text { even } \\
0 & \text { if } & j & \text { odd }
\end{array}\right.
$$

Hence $\sigma_{1-j}(x,-\xi)=\alpha_{\frac{j}{2}}|\xi|^{1-j}$ if $j$ is even and 0 otherwise,

$$
\text { i.e. } \quad \sigma_{1-j}(x,-\xi)=\sigma_{1-j}(x, \xi)=(-1)^{2-j} \sigma_{1-j}(x, \xi) \text {. }
$$

## Lemma 1.1.8.

1. The star product defined in (1.2) of two log-polyhomogeneous odd-class symbols of log type $k$ and $k^{\prime}$ is an odd-class symbol of log type $k+k^{\prime}$.
2. The star product of two log-polyhomogeneous even-class symbols of log type $k$ and $k^{\prime}$ is an odd-class symbol of log type $k+k^{\prime}$.
3. The star product of a log-polyhomogeneous odd-class symbol of log type $k$ by a logpolyhomogeneous even-class symbol of log type $k^{\prime}$ is a log-polyhomogeneous even-class symbol of log type $k+k^{\prime}$.

Proof: Assume that $a, b$ are two log-polyhomogeneous symbols with formal expansions

$$
a \sim \sum_{j=0}^{\infty} a_{m-j}=\sum_{j=0}^{\infty} \sum_{l=0}^{k} a_{m-j, l} \log ^{l}|\xi|, \quad b \sim \sum_{j=0}^{\infty} b_{p-j}=\sum_{j=0}^{\infty} \sum_{l^{\prime}=0}^{k^{\prime}} b_{p-j, l^{\prime}} \log ^{l^{\prime}}|\xi| .
$$

Using the notations of (1.6), for two log-polyhomogeneous symbols $a$ and $b$, we have

$$
\begin{aligned}
& (a \star b)_{m+p-j} \\
= & \sum_{|\alpha|+s+t=j} \frac{1}{\alpha!}\left(\sum_{l=0}^{k}\left(\partial_{\xi}^{\alpha} a_{m-s, l}\right) \log ^{l}|\xi|+\sum_{l=0}^{k} a_{m-s, l}\left(\partial_{\xi}^{\alpha} \log ^{l}|\xi|\right)\right)\left(\sum_{l^{\prime}=0}^{k^{\prime}}\left(D_{x}^{\alpha} b_{p-t, l^{\prime}}\right) \log ^{l^{\prime}}|\xi|\right) .
\end{aligned}
$$

Hence its homogeneous components are

$$
\begin{aligned}
& (a \star b)_{m+p-j, l} \\
= & \sum_{|\alpha|+s+t=j} \frac{1}{\alpha!} \sum_{i=0}^{l}\left(\left(\partial_{\xi}^{\alpha} a_{m-s, i}\right) \log ^{i}|\xi|+a_{m-s,|\alpha|+i}\left(\partial_{\xi}^{\alpha} \log ^{|\alpha|+i}|\xi|\right)\right)\left(D_{x}^{\alpha}\left(b_{p-t, l-i}\right) \log ^{l-i}|\xi|\right) .
\end{aligned}
$$

Note that if $f(-\xi)=(-1)^{a} f(\xi), \quad \forall \xi \in \mathbb{R}-\{0\}$ for some smooth function $f$ on $\mathbb{R}-\{0\}$ and some integer $a$ then, for any multiindex $\alpha$,

$$
\begin{equation*}
\left(\partial^{\alpha} f\right)(-\xi)=(-1)^{a+|\alpha|} \partial^{\alpha} f(\xi) \quad \forall \xi \in \mathbb{R}-\{0\} \tag{1.10}
\end{equation*}
$$

1. If $a$ and $b$ are odd-class symbols then by definition

$$
a_{m-j, l}(x,-\xi)=(-1)^{m-j} a_{m-j, l}(x, \xi) \quad \text { and } \quad b_{p-j, l^{\prime}}(x,-\xi)=(-1)^{p-j} b_{p-j, l^{\prime}}(x, \xi) .
$$

Notice that since $\partial_{\xi}^{\alpha} a_{m-j, l}(x,-\xi)=(-1)^{|\alpha|}\left(\partial_{\xi}^{\alpha} a_{m-j, l}\right)(x,-\xi)$, then by (1.10)

$$
\left(\partial_{\xi}^{\alpha} a_{m-j, l}\right)(x,-\xi)=(-1)^{m-j-|\alpha|} \partial_{\xi}^{\alpha} a_{m-j, l}(x, \xi)
$$

On the other hand, applying (1.10) to $f(\xi)=\log |\xi|$ in which case $a=0$ we have:

$$
\partial_{\xi}^{\alpha} \log ^{l}|-\xi|=(-1)^{|\alpha|}\left(\partial_{\xi}^{\alpha} \log ^{l}\right)|\xi| .
$$

It follows that

$$
\begin{aligned}
& (a \star b)_{m+p-j, l}(x,-\xi) \\
= & \sum_{|\alpha|+s+t=j} \frac{1}{\alpha!} \sum_{i=0}^{l}\left(\left(\partial_{\xi}^{\alpha} a_{m-s, i}\right)(x,-\xi) \log ^{i}|\xi|+a_{m-s,|\alpha|+i}(x,-\xi)\left(\partial_{\xi}^{\alpha} \log ^{|\alpha|+i}\right)|-\xi|\right) \\
& \left(\left(D_{x}^{\alpha} b_{p-t, l-i}\right)(x,-\xi) \log ^{l-i}|\xi|\right) \\
= & (-1)^{m+p-j}(a \star b)_{m+p-j, l}(x, \xi)
\end{aligned}
$$

so that $a \star b$ is odd-class.
2. If $a$ and $b$ are even-class symbols then
$a_{m-j, l}(x,-\xi)=(-1)^{m-j+1} a_{m-j, l}(x, \xi) \quad$ and $\quad b_{p-j, l^{\prime}}(x,-\xi)=(-1)^{p-j+1} b_{p-j, l^{\prime}}(x, \xi)$.
Hence

$$
(a \star b)_{m+p-j, l}(x,-\xi)=(-1)^{m+p-j}(a \star b)_{m+p-j, l}(x, \xi)
$$

so that $a \star b$ is odd-class.
3. If $a$ is odd-class and $b$ is even-class then

$$
a_{m-j, l}(x,-\xi)=(-1)^{m-j} a_{m-j, l}(x, \xi) \quad \text { and } \quad b_{p-j, l^{\prime}}(x,-\xi)=(-1)^{p-j+1} b_{p-j, l^{\prime}}(x, \xi) .
$$

Hence

$$
(a \star b)_{m+p-j, l}(x,-\xi)=(-1)^{m+p-j+1}(a \star b)_{m+p-j, l}(x, \xi)
$$

so that $a \star b$ is even-class.

Let us now consider the case of classical symbols: we call $C S_{\text {odd }}^{m}(U)$ the set of odd-class symbols of integer order $m$ and we set

$$
C S_{o d d}(U)=\bigcup_{m \in \mathbb{Z}} C S_{o d d}^{m}(U) .
$$

By Lemma 1.1.8 applied to $k=k^{\prime}=0$, the product of two classical odd-class symbols is a classical odd-class symbol. Thus $C S_{\text {odd }}(U)$ equipped with the star product (1.2) is an algebra.

### 1.2 Pseudodifferential operators

### 1.2.1 Pseudodifferential operators on an open subset of $\mathbb{R}^{n}$

Let $U$ be an open subset of $\mathbb{R}^{n}$. To a symbol $\sigma$ in $S(U)$, we can associate the continuous operator $O p(\sigma): C_{c}^{\infty}(U) \rightarrow C^{\infty}(U)$ defined for $u$ in $C_{c}^{\infty}(U)$ by

$$
(O p(\sigma) u)(x)=\int_{\mathbb{R}^{n}} e^{i x . \xi} \sigma(x, \xi) \widehat{u}(\xi) d \xi
$$

Here $C^{\infty}(U)$ (resp. $\left.C_{c}^{\infty}(U)\right)$ denotes the space of smooth (resp. compactly supported) complex valued functions on $U, d \xi:=\frac{1}{(2 \pi)^{n}} d \xi$ with $d \xi$ the ordinary Lebesgue measure on $\mathbb{R}^{n}$ and

$$
\widehat{u}(\xi)=\int_{\mathbb{R}^{n}} e^{-i y \cdot \xi} u(y) d y
$$

is the Fourier transform of $u$. Indeed let $\beta$ be a multiindex and let $u$ be in $C_{c}^{\infty}(U)$. We want to show that $\partial_{x}^{\beta} O p(\sigma) u$ exists i.e. $O p(\sigma) u$ belongs to $C^{\infty}(U)$. Let us fix $x_{0}$ in $U$ and $K$ a compact neighborhood of $x_{0}$. Let $m$ be the order of the symbol $\sigma$. For any fixed $\xi \in \mathbb{R}^{n}$, the function $x \mapsto e^{i x . \xi} \sigma(x, \xi) \widehat{u}(\xi)$ is smooth as a product of smooth functions. By the properties of the Fourier transform $\widehat{u}$, for $N$ in $\mathbb{N}$ with $N>m+n+1$ there exists a real constant $C_{1}$ such that

$$
|\widehat{u}(\xi)|<C_{1}(1+|\xi|)^{-N}
$$

for any $\xi$ in $\mathbb{R}^{n}$. On the other hand, there exists a real constant $C_{2}$ such that

$$
\left|\partial_{x}^{\beta} \sigma(x, \xi)\right|<C_{2}(1+|\xi|)^{m}
$$

for any $\xi$ in $\mathbb{R}^{n}$ and any $x$ in $K$. It follows that

$$
\left|\partial_{x}^{\beta} \sigma(x, \xi) \widehat{u}(\xi)\right|<C_{1} C_{2}(1+|\xi|)^{m-N} \leq C_{1} C_{2}(1+|\xi|)^{-n-1} .
$$

Since $\left|\partial_{x}^{\beta} \sigma(x, \xi) \widehat{u}(\xi)\right|$ is bounded from above by the $L^{1}$-function $\xi \mapsto C_{1} C_{2}(1+|\xi|)^{-n-1}$, by Lebesgue's dominated convergence theorem, the derivative $\partial_{x}^{\beta}(O p(\sigma) u)$ exists and for $x$ in a neighborhood of $x_{0}$,

$$
\partial_{x}^{\beta}(O p(\sigma) u)(x)=\int_{\mathbb{R}^{n}} \partial_{x}^{\beta}\left(e^{i x . \xi} \sigma(x, \xi) \widehat{u}(\xi)\right) d \xi
$$

Using the expression of the Fourier transform of $u$, we can write $O p(\sigma)$ as an operator with kernel. Indeed,

$$
(O p(\sigma) u)(x)=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} e^{i(x-y) \cdot \xi} \sigma(x, \xi) u(y) d y đ \xi=\int_{\mathbb{R}^{n}} K_{O p(\sigma)}(x, y) u(y) d y
$$

where

$$
K_{O p(\sigma)}(x, y)=\int_{\mathbb{R}^{n}} e^{i(x-y) \cdot \xi} \sigma(x, \xi) d \xi
$$

$O p(\sigma)$ is called a pseudodifferential operator $(\Psi D O)$ on $U$ with Schwartz kernel $K_{O p(\sigma)}(x, y)$, which is a distribution on $U \times U$ smooth off the diagonal.
For a multiindex $\alpha$, let us compute $(x-y)^{\alpha} K_{O p(\sigma)}(x, y)$. Integrating by parts and using the fact that

$$
(x-y)^{\alpha} e^{i(x-y) \cdot \xi}=\partial_{\xi}^{\alpha} e^{i(x-y) \cdot \xi}
$$

we have

$$
(x-y)^{\alpha} K_{O p(\sigma)}(x, y)=\int_{\mathbb{R}^{n}}(x-y)^{\alpha} e^{i(x-y) \cdot \xi} \sigma(x, \xi) d \xi=\int_{\mathbb{R}^{n}} e^{i(x-y) \cdot \xi} \partial_{\xi}^{\alpha} \sigma(x, \xi) d \xi
$$

This integral is absolutely convergent for $|\alpha|>m+n$. Similarly, for $|\alpha|>m+n+|\beta|$, we can permute $\partial_{\xi}^{\beta}$ with the integral since we have an estimate

$$
\left|\partial_{\xi}^{\beta} \partial_{\xi}^{\alpha} \sigma(x, \xi)\right| \leq C(1+|\xi|)^{m-|\alpha|-|\beta|} .
$$

We infer that the map $(x, y) \mapsto(x-y)^{\alpha} K_{O p(\sigma)}(x, y)$ lies in $C^{j}(U \times U)$ for all $j<|\alpha|-m-n$ and in particular that $K_{O p(\sigma)}(x, y)$ is smooth off the diagonal.

The order of the pseudodifferential operator $O p(\sigma)$ is the order of the symbol $\sigma$.
From now on, the symbol of a pseudodifferential operator $A$ is denoted by $\sigma(A)$ and its order by $a$.

If $\sigma(A)$ is a classical symbol of order $a$ with the asymptotic expansion (1.3), then $A$ is called a classical $\Psi D O$ of order $a$ on $U$. The first homogeneous component in the asymptotic expansion of the symbol $\sigma(A)$ of $A$ not identically equal to zero is called leading symbol of the operator $A$. We denote it by $\sigma^{L}(A)$.

If $\sigma(A)$ is a $\log$-polyhomogeneous symbol of order $a$ and $\log$ degree $k$, then $A$ is called $\log$-polyhomogeneous $\Psi D O$ of order $a$ and $\log$ degree $k$.

If $\sigma(A)$ is a smoothing symbol, $A$ is called a smoothing operator on $U$. This is equivalent to say that $A$ has a smooth Schwartz kernel.

Example 1.2.1. An important example which can be seen as a motivation to introduce the notion of $\Psi D O s$ is that of polynomials $\sigma(x, \xi)=p(x, \xi)$. Here

$$
p(x, \xi)=\sum_{|\alpha| \leq a} p_{\alpha}(x) \xi^{\alpha}
$$

is a polynomial with respect to $\xi$ of degree a and coefficients $p_{\alpha}(x)$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$. The corresponding linear operator $\operatorname{Op}(\sigma)$, namely a differential operator, is defined on a function $u$ in $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ by

$$
(O p(\sigma) u)(x)=\int_{\mathbb{R}^{n}} e^{i x \cdot \xi} \sigma(x, \xi) \widehat{u}(\xi) d \xi=\int_{\mathbb{R}^{n}} e^{i x \cdot \xi} \sum_{|\alpha| \leq a} p_{\alpha}(x) \xi^{\alpha} \widehat{u}(\xi) d \xi
$$

Clearly, the space $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ is contained in the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and for u in $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, $D^{\alpha} u$ belongs to $\mathcal{S}\left(\mathbb{R}^{n}\right)$, for all $\alpha$. Using the properties of the Fourier transform

$$
\widehat{D_{x}^{\alpha}} u(\xi)=\xi^{\alpha} \widehat{u}(\xi)
$$

and the Fourier inversion formula, we obtain

$$
(O p(\sigma) u)(x)=\int_{\mathbb{R}^{n}} e^{i x . \xi} \sum_{|\alpha| \leq a} p_{\alpha}(x) \widehat{D_{x}^{\alpha}} u(\xi) d \xi=\sum_{|\alpha| \leq a} p_{\alpha}(x) D_{x}^{\alpha} u(\xi)
$$

Example 1.2.2. Let $f$ be a smooth function in $C^{\infty}(U)$. The multiplication operator $u \mapsto$ $f u$ on smooth functions $u$ of $U$ is a zero order classical $\Psi D O$ on $U$. Indeed, it reads $P: u \mapsto f u$ where $(f u)(x)=\int_{\mathbb{R}^{n}} e^{i x . \xi} \sigma(x, \xi) \widehat{u}(\xi) d \xi$ with $\sigma(x, \xi)=f(x)$.

A direct computation shows that the composition of two differential operators $P=$ $\sum_{|\alpha| \leq p} a_{\alpha}(x) D_{x}^{\alpha}$ and $Q=\sum_{|\beta| \leq q} b_{\beta}(x) D_{x}^{\beta}$ with symbols $\sigma(P)$ and $\sigma(Q)$ has symbol $\sigma(P) \star \sigma(Q)$. This follows from Leibniz's rule which yields:

$$
D_{x}^{\alpha}(f g)=\sum_{\gamma+\mu=\alpha} \frac{\alpha!}{\beta!\mu!} D_{x}^{\gamma}(f) D_{x}^{\mu}(g), \quad \partial_{\xi}^{\beta}\left(\xi^{\beta+\gamma}\right)=\frac{(\beta+\gamma)!}{\gamma!} \xi^{\gamma}
$$

from which we infer that for any $u$ in $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ :

$$
\begin{aligned}
((P Q) u)(x) & =\sum_{|\alpha| \leq p} \sum_{|\beta| \leq q} a_{\alpha}(x) D_{x}^{\alpha}\left(b_{\beta}(x) D_{x}^{\beta} u(x)\right) \\
& =\sum_{|\alpha| \leq p} \sum_{|\beta| \leq q} a_{\alpha}(x) \sum_{\gamma+\mu=\alpha} \frac{\alpha!}{\beta!\mu!}\left(D_{x}^{\gamma} b_{\beta}(x)\right) D_{x}^{\beta+\mu} u(x) .
\end{aligned}
$$

The symbol of the product is

$$
\begin{aligned}
\sigma(x, \xi) & =\sum_{|\alpha| \leq p} \sum_{|\beta| \leq q} a_{\alpha}(x) \sum_{\gamma+\mu=\alpha} \frac{\alpha!}{\beta!\mu!}\left(D_{x}^{\gamma} b_{\beta}(x)\right) \xi^{\beta+\mu} \\
& =\sum_{|\alpha| \leq p} \sum_{|\beta| \leq q} a_{\alpha}(x) \sum_{\gamma+\mu=\alpha} \frac{\alpha!}{\beta!\mu!}\left(D_{x}^{\gamma} b_{\beta}(x)\right) \xi^{\beta+\alpha-\gamma} \\
& =\sum_{|\alpha| \leq p} \sum_{|\beta| \leq q} a_{\alpha}(x) \sum_{\gamma} \frac{1}{\gamma!}\left(D_{x}^{\gamma} b_{\beta}(x)\right) \xi^{\beta} \partial_{\xi}^{\gamma} \xi^{\alpha} \\
& =\sum_{\gamma} \frac{1}{\gamma} \partial_{\xi}^{\gamma} \sigma(P)(x, \xi) D_{x}^{\gamma} \sigma(Q)(x, \xi) .
\end{aligned}
$$

It follows that the symbol of the product $P Q$ is $\sigma(P) \star \sigma(Q)$.
Composing general $\Psi D O s$ is not always possible; however it is for properly supported operators. Also, the formulae obtained for differential operators remain true for $\Psi D O s$ up to a smoothing operator and up to the fact that the sum becomes infinite.

The following definitions and properties are contained in [Sh], Section 3.
Definition 1.2.3. A continuous map $f: X \rightarrow Y$ between topological spaces is called proper if for any compact $K \subset Y$ the inverse image $f^{-1}(K)$ is a compact in $X$.

Definition 1.2.4. Let $A$ be a $\Psi D O$ on $U$ and let $\operatorname{Supp}\left(K_{A}\right)$ be the support of the kernel $K_{A}$ of $A$. The $\Psi D O A$ is called properly supported if both the canonical projections $\pi_{1}, \pi_{2}$ : $\operatorname{Supp}\left(K_{A}\right) \rightarrow U$ are proper maps.

## Proposition 1.2.5.

1. Let $A$ be a properly supported $\Psi D O$ on $U$. Then $A$ define a continuous map

$$
A: C_{c}^{\infty}(U) \rightarrow C_{c}^{\infty}(U)
$$

2. Any $\Psi D O A$ on $U$ can be written in the form $A=A_{0}+A_{1}$ where $A_{0}$ is a properly supported $\Psi D O$ on $U$ and $A_{1}$ is a smoothing operator on $U$ i.e. has kernel $K_{A_{1}}$ in $C^{\infty}(U \times U)$.

A properly supported $\Psi D O$ on $U$ admits a symbol given by $\sigma(A)(x, \xi)=e^{-i x \cdot \xi} A e^{i x \cdot \xi}$. Since any $\Psi D O A$ can be written as a sum $A_{0}+A_{1}$ with $A_{0}$ properly supported and $A_{1}$ smoothing, one defines the symbol $\sigma(A)$ of $A$ to be that of $A_{0}$. Hence, with the notations of Proposition 1.2.5 we have

$$
\begin{equation*}
A=O p(\sigma(A))+A_{1} . \tag{1.11}
\end{equation*}
$$

The product on symbols induces a composition on properly supported operators. The composition $A B$ of two properly supported $\Psi D O s A$ and $B$ on $U$ is a properly supported $\Psi D O$ on $U$ and its symbol is $\sigma(A B)=\sigma(A) \star \sigma(B)$. Moreover if $A$ is a $\Psi D O$ on $U$ and $R$ is a smoothing operator on $U$ then the products $A R$ and $R A$ are both smoothing operators on $U$. It follows that the product on properly supported operators extends to $\Psi D O s$. Furthermore the sets of $\Psi D O s$, classical $\Psi D O s$, log-polyhomogeneous $\Psi D O s$ are algebras.

## Change of variables on pseudodifferential operators:

Let $U_{1}, U_{2}$ be two open subsets of $\mathbb{R}^{n}$ and $\Phi: U_{1} \rightarrow U_{2}$ a diffeomorphism, with $\Phi^{\star}$ : $C^{\infty}\left(U_{2}\right) \rightarrow C^{\infty}\left(U_{1}\right)$ the induced diffeomorphism i.e. $\Phi^{\star}$ is defined by $\Phi^{\star} f(x)=f(\Phi(x))$. For any $\Psi D O A$ on $U_{1}$ we define a linear operator $\Phi^{\sharp} A: C_{c}^{\infty}\left(U_{2}\right) \rightarrow C^{\infty}\left(U_{2}\right)$ by the following commutative diagram:


If $u$ belongs to $C_{c}^{\infty}\left(U_{2}\right)$ then

$$
\left(\Phi^{\sharp} A\right) u=A(u \circ \Phi) \circ \Phi^{-1}
$$

so that $\Phi^{\sharp} A$ is a pseudodifferential operator on $U_{2}$. A symbol of $\Phi^{\sharp} A$ is given by

$$
\left.\sigma\left(\Phi^{\sharp} A\right)(y, \eta)_{\left.\right|_{y=\Phi(x)}} \sim \sum_{\alpha} \frac{1}{\alpha!} D_{\xi}^{\alpha} \sigma(A)\left(x,^{t} \Phi^{\prime}(x) \eta\right) \cdot D_{z}^{\alpha} e^{i \Phi_{x}^{\prime \prime}(z) \cdot \eta}\right|_{z=x},
$$

where

$$
\Phi_{x}^{\prime \prime}(z)=\Phi(z)-\Phi(x)-\Phi^{\prime}(x)(z-x)
$$

and $\Phi^{\prime}$ is the differential of $\Phi$. Notice that $\left.D_{z}^{\alpha} e^{i \Phi_{x}^{\prime \prime}(z) \cdot \eta}\right|_{z=x}$ is a polynomial in $\eta$. It follows that a $\Psi D O$ transforms into another $\Psi D O$ under the action of a diffeomorphism. Moreover if $A$ is a classical $\Psi D O$ of order $a$ on $U$, its leading symbol $\sigma^{L}(A)$ transforms by change of variable as a function on the cotangent bundle $T^{*} U$ and is invariant under the action of the diffeomorphism. Indeed, if we set $\eta=^{t} \Phi^{\prime-1} \xi$ and $y=\Phi(x)$

$$
\sigma_{a}\left(\Phi^{\sharp} A\right)(y, \eta)=\lim _{\lambda \rightarrow \infty} \frac{\sigma\left(\Phi^{\sharp} A\right)(y, \lambda \eta)}{\lambda^{a}}=\lim _{\lambda \rightarrow \infty} \frac{\sigma(A)(x, \lambda \xi)}{\lambda^{a}}=\sigma_{a}(A)(x, \xi) .
$$

These results easily extend to $\operatorname{End}(V)$-valued pseudodifferential operators (resp. classical, resp. log-polyhomogeneous) on $U$ acting on $C_{c}^{\infty}(U) \otimes V$ with values in $C^{\infty}(U) \otimes V$.

### 1.2.2 Pseudodifferential operators acting on sections of a vector bundle

Let $M$ be a smooth closed manifold of dimension $n$ equipped with an atlas. Recall that an atlas is a collection $\left\{\left(U_{i}, \phi_{i}, \varphi_{i}\right), i \in I\right\}$ where $\left\{U_{i}, i \in I\right\}$ is an open cover of $M$, ( $U_{i}, \phi_{i}$ ) is a coordinate chart for each $i$ i.e. an open subset $U_{i}$ of $M$ and a diffeomorphism $\phi_{i}: U_{i} \rightarrow \phi_{i}\left(U_{i}\right) \subset \mathbb{R}^{n}$ and $\left\{\varphi_{i}, i \in I\right\}$ is a partition of unity subordinated to the covering. Let $C^{\infty}(M)$ be the space of smooth complex-valued functions on $M$. Let $A: C^{\infty}(M) \rightarrow$ $C^{\infty}(M)$ be a linear operator. A localization of $A$ subordinated to the chart $(U, \phi)$ of $A$ is any map $\varphi A \widetilde{\varphi}$ where $\varphi$ and $\widetilde{\varphi}$ are smooth functions with compact support in $U$. Here we identify $\varphi$ with the multiplication operator by $\varphi$.

Definition 1.2.6. A linear map $A: C^{\infty}(M) \rightarrow C^{\infty}(M)$ is called $a \Psi D O$ on $M$ if given any local chart $(U, \phi)$ on $M$, any localization $A_{U}:=\varphi A \widetilde{\varphi}$ subordinated to this chart, the induced localized operator $A_{\phi(U)}:=\phi_{*} A_{U}=A_{U} \circ \phi^{-1}$ is a $\Psi D O$ on $\phi(U)$. The symbol $\sigma_{\phi}(A)(x,$.$) in a given local chart (U, \phi)$ around $x$ in $U$ is defined by the symbol of $A_{\phi(U)}$.

The definition of $\Psi D O s$ extends to linear operators acting on smooth sections of a vector bundle replacing local charts $(U, \phi)$ by local trivializations $(U, \phi, u)$. Let $M$ be a smooth closed riemannian manifold of dimension $n$. Let $\pi: E \rightarrow M$ be a hermitian vector bundle of finite rank $k$. We denotes by $\Gamma(M, E)$ the vector space of smooth sections of $E$. The space $\Gamma(M, E)$ is equipped with the hermitian product

$$
<\mu, \nu>=\int_{M}<\mu(x), \nu(x)>_{E_{x}} d x
$$

where $d x$ is the riemannian volume measure on $M$ and $<,>_{E_{x}}$ is the hermitian scalar product on the fibre $E_{x}$ of $E$ over $M$.

Let us recall that a local trivialization of the vector bundle is a triple $(U, \phi, u)$ where ( $U, \phi$ ) is a local chart of $M$ and $u$ gives rise to a diffeomorphism

$$
\begin{aligned}
\pi^{-1}(U) & \rightarrow \phi(U) \times \mathbb{C}^{k} \\
z & \mapsto(\phi(\pi(z)), u(z)) .
\end{aligned}
$$

We denote by $\Gamma(U, E)$ the vector space of smooth sections of $E$ restricted to $U$. The maps $\phi$ and $u$ induce two maps:

$$
\begin{aligned}
& \phi_{u}^{*}: \\
& \phi_{u_{*}}\left.: \quad \Gamma(U, E) \rightarrow C^{\infty}(\phi), \mathbb{C}^{k}\right) \rightarrow \Gamma(U, E) \\
&\left(\phi(U), \mathbb{C}^{k}\right)
\end{aligned}
$$

defined by: $\left(\phi_{u}^{*} s\right)(x)=u^{-1}(s(\phi(x)))$ and $\left(\phi_{u_{*}} s\right)(x)=u\left(s\left(\phi^{-1}(x)\right)\right)$.
For a linear map $A: \Gamma(M, E) \rightarrow \Gamma(M, E)$ we define the induced map $A_{U}:=r_{U} A i_{U}$ in $\Gamma(U, E)$ where $r_{U}: \Gamma(M, E) \rightarrow \Gamma(U, E)$ is the natural restriction and $i_{U}: \Gamma(U, E) \rightarrow$ $\Gamma(M, E)$ is the natural embedding. We call the operator $\phi^{\sharp} A_{U}:=\phi_{u_{*}} A_{U} \phi_{u}^{*}$ the operator $A$ read in the local trivialization $(U, \phi, u)$.
Let $\left\{\left(U_{i}, \phi_{i}, u_{i}\right), i \in I\right\}$ be a finite trivializing covering of $M$ for $E$ where $\left\{U_{i}, i \in I\right\}$ is an open cover of $M,\left(U_{i}, \phi_{i}, u_{i}\right)$ is a local trivialization of $E$ for each $i$ and let $\left\{\varphi_{i}, i \in I\right\}$ be a partition of unity subordinated to the covering. Let $A: \Gamma(M, E) \rightarrow \Gamma(M, E)$ be a linear map. We can write A on the form $A=\sum_{j, l \in I} \varphi_{j} A \varphi_{l}$.

Definition 1.2.7. A linear map $A: \Gamma(M, E) \rightarrow \Gamma(M, E)$ is a $\Psi D O$ of order a if each operator $\varphi_{j} A \varphi_{l}$ read in the local trivialization $\left(U_{i}, \phi_{i}, u_{i}\right)$ i.e. $\phi_{i}^{\sharp}\left(\varphi_{j} A \varphi_{l}\right)_{U_{i}}$ is a $\Psi D O$ of order $a$ on $\phi_{i}\left(U_{i}\right)$ with values in $\operatorname{End}(V)$ where $V$ is the model space of the fibre of $E$.

It follows from the behavior under change of variables introduced in the previous section that all these definitions and properties are independent of the choice of finite trivializing covering and partition of unity.

We denote by $\Psi D O^{a}(M, E)$ the set of $\Psi D O s$ of order $a$ acting on $\Gamma(M, E)$. On the space $\Gamma(M, E)$ endowed with its Fréchet topology, a $\Psi D O A$ is continuous but in general a $\Psi D O$ with non negative order does not extend to a continuous operator on $L^{2}(M, E)$, the $L^{2}$-closure of the space $\Gamma(M, E)$.

Pseudodifferential operators act naturally on Sobolev spaces (see e.g. [Gi] Section 1.3 and $[\mathrm{Sh}]$ Section 6 and 7 ) of the space $\Gamma(M, E)$ for the hermitian product $\langle\cdot, \cdot\rangle$. For any real $s, H^{s}\left(\mathbb{R}^{n}\right)$ is defined as the completion of the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ with respect to the norm

$$
\|u\|_{s}^{2}=\|u\|_{s, \mathbb{R}^{n}}^{2}=\int_{\mathbb{R}^{n}}\left(1+|\xi|^{2}\right)^{s}|\widehat{u}(\xi)|^{2} d \xi .
$$

The space $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $H^{s}\left(\mathbb{R}^{n}\right)$ and the Plancherel theorem shows that $H^{0}\left(\mathbb{R}^{n}\right)$ is isomorphic to $L^{2}\left(\mathbb{R}^{n}\right)$. Now we use covering of the manifold $M$ by local trivializations and a partition of unity subordinated to the covering to define Sobolev spaces $H^{s}(M, E)$ on the vector bundle $E$. Indeed let $\left(U_{i}, \phi_{i}, u_{i}\right)$ be local trivializations and $\left\{\varphi_{i}, i \in I\right\}$ a partition of unity subordinated to the covering. The space $H^{s}(M, E)$ is the completion of the space $\Gamma(M, E)$ with respect to the norm

$$
\|u\|_{s}^{2}=\|u\|_{s, M, E}^{2}=\sum_{i=1}^{I}\left\|\phi_{i}^{\sharp}\left(\varphi_{i} u\right)_{U_{i}}\right\|_{s, \mathbb{R}^{n}}^{2} .
$$

Since the various norms defined above for some fixed real $s$ are equivalents, the space $H^{s}(M, E)$ is defined independent of the choices made. We have the following properties ([Gi], [Sh]):

## Proposition 1.2.8.

1. The natural inclusion $H^{s}(M, E) \rightarrow H^{t}(M, E)$ is compact for $s>t$.
2. If $A \in \Psi D O^{a}(M, E)$ then $A: H^{s}(M, E) \rightarrow H^{s-a}(M, E)$ is continuous for all $s$.

We deduce the following property for operators of order no larger than zero and operators of order smaller than zero.

## Corollary 1.2.9.

1. Any linear operator in $\Psi D O^{0}(M, E)$ is continuous.
2. Any operator in $\Psi D O^{a}(M, E)$ with order a smaller than zero is a compact operator on any $H^{s}(M, E)$ with $s$ in $\mathbb{R}$ and in particular on $L^{2}(M, E)$.

## Proof:

1. By item 2 of the above proposition if $A$ lies in $\Psi D O^{0}(M, E), A: H^{s}(M, E) \rightarrow$ $H^{s}(M, E)$ is continuous for all $s$ and in particular in $L^{2}(M, E)=H^{0}(M, E)$.
2. If $A$ lies in $\Psi D O^{a}(M, E)$ with a smaller than zero then by item 1 of the above proposition $A: H^{s}(M, E) \rightarrow H^{a}(M, E)$ is compact for all $s>a$ and in particular for $s=0$.

A pseudodifferential operator $A: \Gamma(M, E) \rightarrow \Gamma(M, E)$ is classical if each operator $\phi_{i}^{\sharp}\left(\varphi_{j} A \varphi_{i}\right)_{U_{i}}$ is classical, a property which holds independently of the choice of local trivialization. Let $C \ell^{a}(M, E)$ denote the set of classical $\Psi D O s$ of order $a$. If $A_{1}$ lies in $C \ell^{a_{1}}(M, E)$ and $A_{2}$ lies in $C \ell^{a_{2}}(M, E)$, then the product $A_{1} A_{2}$ belongs to $C \ell^{a_{1}+a_{2}}(M, E)$ and we denote by

$$
C \ell(M, E):=\left\langle\bigcup_{a \in \mathbb{C}} C \ell^{a}(M, E)\right\rangle
$$

the algebra generated by all classical $\Psi D O s$ acting on smooth sections of $E$. If $A$ lies in $C \ell^{a}(M, E)$ its symbol $\sigma(A)$ is only locally defined but its leading symbol $\sigma^{L}(A)$, as already mentioned, is independent of the choice of local chart and hence is globally defined. Let $T^{*} M$ be the cotangent bundle of $M, p: T^{*} M-\{0\} \rightarrow M$ the canonical projection and $p^{*} E$ the induced vector bundle over $T^{*} M$. The leading symbol $\sigma^{L}(A)$ is a section of $\operatorname{End}\left(p^{*} E\right)$ so that for any $x$ in $M$ and any $\xi$ in $T_{x}^{*} M-\{0\}, \sigma^{L}(A)(x, \xi)$ is an endomorphism of the fibre $E_{x}$ of $E$.

We denote the set of log-polyhomogeneous operators of order $a$ and $\log$ degree $k$ by $C \ell^{a, k}(M, E)$ and we set:

$$
C \ell^{\star, k}(M, E)=\bigcup_{a \in \mathbb{C}} C \ell^{a, k}(M, E), \quad C \ell^{\star, \star}(M, E)=\left\langle\bigcup_{k \geq 0} C \ell^{\star, k}(M, E)\right\rangle
$$

the latter corresponding to the algebra generated by log-polyhomogeneous operators. Note that $C \ell^{a}(M, E)=C \ell^{a, 0}(M, E)$ i.e. a classical $\Psi D O$ is a particular case of logpolyhomogeneous operator.

The definition of a holomorphic family of log-polyhomogeneous symbols extends to a holomorphic family of $\psi D O s$.

Definition 1.2.10. A family $(A(z))_{z \in \Omega}$ in $C \ell^{\star, \star}(M, E)$ with distribution kernels $(x, y) \mapsto$ $K_{A(z)}(x, y)$ is holomorphic if

1. the order $a(z)$ of $A(z)$ is holomorphic in $z$.
2. In any local trivialization of $E$, we can write $A(z)$ in the form $A(z)=O p(\sigma(z))+$ $R(z)$, for some holomorphic family of symbols $(\sigma(z))_{z \in \Omega}$ and some holomorphic family $(R(z))_{z \in \Omega}$ of smoothing operators i.e. given by a holomorphic family of smooth Schwartz kernels.
3. The (smooth) restrictions of the distribution kernels $K_{A(z)}$ to the complement of the diagonal $\Delta \subset M \times M$, form a holomorphic family with respect to the topology given by the uniform convergence in all derivatives on compact subsets of $M \times M-\Delta$.

### 1.2.3 Topology on pseudodifferential operators

For a real number $a$, we can equip the vector spaces $\Psi D O^{a}(M, E), C \ell^{a}(M, E)$ and $C \ell^{a, k}(M, E)$ with Fréchet topologies via the Fréchet topology on symbols. Indeed, let $\left\{U_{i}, \phi_{i}, u_{i}, i \in I\right\}$ be a finite trivializing covering of $M$ for $E$ where as before $\left\{U_{i}, i \in I\right\}$ is an open cover of $M,\left(U_{i}, \phi_{i}, u_{i}\right)$ is a local trivialization of $E$ for each $i$ and let $\left\{\varphi_{i}, i \in I\right\}$ be a partition of unity subordinated to the covering. A pseudodifferential operator $A$ in $\Psi D O^{a}(M, E)$ can be written $A=\sum_{i \in I}\left(A_{i}+R_{i}\right)$ where $R_{i}$ is a smoothing operator with smooth kernel $K_{i}$ with compact support in $U_{i} \times U_{i}$ and the operators $A_{i}$ are properly supported in $U_{i}$. Let us denote by $\sigma^{(i)}(A)(x, \xi)$ the local symbol of $A$ in the local trivialization $\left(U_{i}, \phi_{i}, u_{i}\right)$. Recall that with the notation of Subsection 1.2.1, this is the symbol of the properly supported $A_{i}$ which can be written $A_{i}=O p\left(\sigma^{(i)}(A)(x, \xi)\right)$.

In the local trivialization $\left(U_{i}, \phi_{i}, u_{i}\right)$, we equip $\Psi D O^{a}(M, E)$ with the following countable set of semi-norms labelled by multiindices $\alpha, \beta$ : for any compact subset $K \subset \phi_{i}\left(U_{i}\right)$,

$$
\begin{aligned}
& \sup _{x \in K} \sup _{\xi \in \mathbb{R}^{n}}(1+|\xi|)^{|\beta|-a}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma^{(i)}(A)(x, \xi)(x, \xi)\right\| ; \\
& \sup _{x, y \in K}\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} K_{i}(x, y)\right\|
\end{aligned}
$$

Let us specialize to $C \ell^{a, k}(M, E)$. In the local trivialization $\left(U_{i}, \phi_{i}, u_{i}\right)$, we equip $C \ell^{a, k}(M, E)$ with the following countable set of semi-norms: for any compact subset $K \in \phi_{i}\left(U_{i}\right)$ for any $j \geq 0$ and $N \geq 1$, for any multiindices $\alpha, \beta$

$$
\begin{align*}
& \sup _{x \in K} \sup _{\xi \in \mathbb{R}^{n}}(1+|\xi|)^{|\beta|-a}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma^{(i)}(A)(x, \xi)\right\| ; \\
& \sup _{x \in K} \sup _{\xi \in \mathbb{R}^{n}}(1+|\xi|)^{|\beta|-a+N}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left(\sigma^{(i)}(A)-\sum_{j=0}^{N-1} \chi(\xi) \sigma_{a-j}^{(i)}(A)\right)(x, \xi)\right\| ; \\
& \sup _{x \in K} \sup _{|\xi|=1}\left\|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \sigma_{a-j}^{(i)}(A)(x, \xi)\right\| ; \\
& \sup _{x, y \in K}\left\|\partial_{x}^{\alpha} \partial_{y}^{\beta} K_{i}(x, y)\right\| \tag{1.12}
\end{align*}
$$

### 1.2.4 Elliptic classical pseudodifferential operators

Let $U$ be an open subset of $\mathbb{R}^{n}$ and let $A$ be a classical $\Psi D O$ of order $a$ on $U$. The operator $A$ is said to be elliptic of order $a$ if its leading symbol $\sigma_{a}(P)(x, \xi)=\sigma^{L}(P)(x, \xi)$ is never zero for $|\xi| \neq 0$.

## Example 1.2.11.

1. The Laplacian $\Delta=-\sum_{j=1}^{n} \frac{\partial^{2}}{\partial_{x_{j}}^{2}}$ has leading symbol $\sigma_{2}(\Delta)(x, \xi)=\sum_{j=1}^{n} \xi_{j}^{2}$ and is therefore elliptic.
2. The Neumann operator $A=D_{x}+i D_{y}$ has principal symbol $\sigma_{1}(A)=\xi+i \eta$ and is therefore elliptic.

Let us recall from Proposition 1.2.5 that any $\Psi D O A$ on $U$ can be written in the form $A=A_{0}+R$ where $A_{0}$ is a properly supported operator on $U$ and $R$ is a smoothing operator on $U$. It follows that a classical $\Psi D O A$ is elliptic if and only if $A_{0}$ is elliptic.

Proposition 1.2.12. Let $A$ be a classical elliptic operator of order a on $U$. If $A$ is properly supported then there exists a classical properly supported operator $B$ of order $-a$ on $U$ such that $A B-I$ and $B A-I$ are smoothing operators.

Proof: Assume that such an operator $B$ exist. This operator has a symbol $\sigma(B)$ such that $\sigma(A) \star \sigma(B)=1$. Hence the $\star$ product of symbols gives for $|\xi| \geq 1$

$$
1=\sigma(A)(x, \xi) \star \sigma(B)(x, \xi) \sim \sum_{\alpha \in \mathbb{N}^{n}} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma(A)(x, \xi) D_{x}^{\alpha} \sigma(B)(x, \xi) .
$$

It follows that

$$
\begin{aligned}
\sigma_{a}(A) \sigma_{-a}(B) & =1 \\
\sigma_{a}(A) \sigma_{-a-j}(B)+\sum_{k+l+|\alpha|=j, l<j} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{a-k}(A) D_{x}^{\alpha} \sigma_{-a-l}(B) & =0, \quad j=1,2, \cdots
\end{aligned}
$$

so that we can compute $\sigma_{-a}(B)$ and obtain the homogeneous components $\sigma_{-a-j}(B)$ recursively. Thus if the symbol of $B$ has the formal expansion $\sigma_{-a}(B) \sim \sum_{j=0}^{\infty} \sigma_{-a-j}(B)$ with $\sigma_{-a-j}(B)$ obtained above, then $A B-I=R$, where $R$ is a smoothing operator. In the same way there exist an operator $B^{\prime}$ and a smoothing operator $R^{\prime}$ such that $B^{\prime} A-I=R^{\prime}$. Now $B^{\prime} A B=B^{\prime}+B^{\prime} R=B+R^{\prime} B$. Since $B^{\prime} R$ and $R^{\prime} B$ are smoothing operators, the result follows.

Remark 1.2.13. The operator $B$ is called a parametrix of the operator $A$.

The definition of ellipticity extended to a classical operator $A \in C \ell^{a}(M, E)$ where $\pi: E \rightarrow M$ is a hermitian vector bundle of finite rank $k$ over $M$. Recall that its leading symbol $\sigma^{L}(A)$ can be defined as a section of $\operatorname{End}\left(p^{*} E\right)$ where as before $p$ is the canonical projection $p: T_{x}^{*} M-\{0\} \rightarrow M$. For $x$ in $M$ and $\xi$ in $T_{x}^{*} M-\{0\}, \sigma^{L}(A)(x, \xi)$ is an endomorphism of the fibre $E_{x}$ of $E$. Hence $A$ is elliptic if $\sigma^{L}(A)(x, \xi)$ is invertible for any $x$ in $M$ and any $\xi$ in $T_{x}^{*} M-\{0\}$.

### 1.3 Zero order odd-class pseudodifferential operators

### 1.3.1 Odd-class pseudodifferential operators

Let $a$ be an integer and $k$ a non negative integer. A log-polyhomogeneous operator $A$ in $C \ell^{a, k}(M, E)$ is odd-class (resp. even-class) if in each local trivialization, the local symbol $\sigma(A)(x, \xi)$ is odd-class (resp. even-class). This property of being odd-class for the local symbol is invariant under a change of local coordinates so that it is enough to verify this property for a fixed finite covering of $M$ by local trivializations.
We denote by $C \ell_{o d d}^{a, k}(M, E)$ (resp. $\left.C \ell_{o d d}^{\star, \star}(M, E)\right)$ the set of odd-class $(a, k) \log$-polyhomogeneous (resp. odd-class log-polyhomogeneous) pseudo-differential operators. Since a change of coordinates keeps an odd-class log-polyhomogeneous symbol odd-class, the set $C \ell_{o d d}^{\star, \star}(M, E)$ is an algebra.

Let us now consider the case of classical operators: we call $C \ell_{\text {odd }}^{a}(M, E)$ the set of odd-class operators of integer order $a$ and we set

$$
C \ell_{\text {odd }}(M, E)=\bigcup_{a \in \mathbb{Z}} C \ell_{\text {odd }}^{a}(M, E) .
$$

The following lemma can be seen as a particular case of Lemma 1.1.8 with $k=k^{\prime}=0$, adding the fact that the class of the composition of odd-class (resp. even-class) of symbols remains unchanged under a change of coordinates. We then recover known properties of classical odd-class operators [KV1, Du1].

## Lemma 1.3.1.

1. The composition of two classical odd-class operators is an odd-class operator i.e. $C \ell_{\text {odd }}(M, E)$ is an algebra.
2. The composition of two classical even-class operators is a classical odd-class operator and the composition of a classical odd-class operator by a classical even-class operator is a classical even-class operator.
3. If $B$ is an invertible classical odd-class (resp. even-class) operator, then $B^{-1}$ is an classical odd-class (resp. even-class) operator.

Example 1.3.2. This example is the analogous of Example 1.1.7 on odd-class (resp. even-class) symbols for classical pseudodifferential operators.

1. All differential operators and their parametrices belong to $C \ell_{\text {odd }}(M, E)$.
2. Let $\Delta$ be the Laplacian in $\mathbb{R}^{n}$. The operator $(1+\Delta)^{-1}$ is odd-class. Indeed its symbol has the asymptotic expansion

$$
\left.\left.\sigma\left((1+\Delta)^{-1}\right)(x, \xi)\right)=\sigma\left((1+\Delta)^{-1}\right)(\xi)\right)=\left(1+|\xi|^{2}\right)^{-1} \sim \sum_{k=0}^{\infty}(-1)^{k}|\xi|^{-2 k-2}
$$

3. $\sqrt{1+\Delta}$ is an even-class operator. Indeed its symbol has the asymptotic expansion

$$
\sigma(\sqrt{1+\Delta})(\xi)=\sqrt{1+|\xi|^{2}} \sim \sum_{k=0}^{\infty} \alpha_{k}|\xi|^{-2 k+1}
$$

### 1.3.2 Lie group of zero order odd-class classical $\Psi D O s$

The space $C \ell^{a}(M, E)$ is a Fréchet space equipped with the Fréchet topology introduced in Section 1.2.3, hence $C \ell^{0}(M, E)$ is a Fréchet space. It has been shown by M. Kontsevich and S . Vishik [KV1] (see also [LP]) that $\left(C \ell^{0}(M, E)\right)^{*}$ is a Fréchet Lie group with exponential mapping and with Lie algebra $C \ell^{0}(M, E)$. For these notion of Lie group and Lie algebra with exponential mapping in the infinite dimensional case, we refer to A. Kriegel and P. W. Michor in $[\mathrm{KM}]$, who claim that all known smooth Fréchet Lie groups admit exponential mapping.

Definition 1.3.3 ([KM] Definition 36.8.). A Lie group $\mathcal{G}$ with Lie algebra Lie( $\mathcal{G})$ admits an exponential mapping if there exists a smooth mapping $\operatorname{Exp}: \operatorname{Lie}(\mathcal{G}) \rightarrow \mathcal{G}$ such that $t \mapsto \operatorname{Exp}(t X)$ is a one-parameter subgroup i.e. a Lie group homomorphism $(\mathbb{R},+) \rightarrow \mathcal{G}$ with tangent vector $X$ at 0 .

Proposition 1.3.4. $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ is a Fréchet Lie group with Lie algebra $C \ell_{o d d}^{0}(M, E)$.
Remark 1.3.5. We give here an exhaustive proof of this result. We will show later (Proposition 6.1.4) that there is an exponential mapping.

Proof: By Lemma 1.3.1, the composition of two operators in $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ belongs to $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ and the same holds for the inverse so that the set $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ is a group in the Fréchet algebra $C \ell_{o d d}^{0}(M, E)$. Let us show that it is an open subset of $C \ell_{o d d}^{0}(M, E)$. For that, let $A$ be an operator in $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$. We want to build an open neighborhood of $A$ in $\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$. The algebra $C \ell_{\text {odd }}^{0}(M, E)$ is contained in $C \ell^{0}(M, E)$ and by Corollary 1.2.9, $C \ell^{0}(M, E)$ corresponds to all bounded $\Psi D O s$ on
$L^{2}(M, E)=H^{0}(M, E)$ and hence it is contained in the Banach algebra $\mathcal{L}\left(L^{2}(M, E)\right)$. But by the inverse local theorem, the set of invertible operators on $\mathcal{L}\left(L^{2}(M, E)\right)$ is an open set. Hence $A$ admits an open neighborhood $V$ in the set of invertible operators in $\mathcal{L}\left(L^{2}(M, E)\right)$.
For any pseudodifferential operator $A: \Gamma(M, E) \rightarrow \Gamma(M, E)$, let us consider it as an operator $A_{s}: H^{s}(M, E) \rightarrow H^{s-a}(M, E)$ with $a$ the order of $A$ and $H^{s}(M, E)$ as defined in section 1.2.2. We have

$$
\operatorname{dim} \operatorname{ker} A_{s}=\operatorname{dim} \operatorname{ker} A
$$

and

$$
\operatorname{codim} \operatorname{Im} A_{s}=\operatorname{codim} \operatorname{Im} A
$$

so that

$$
\begin{aligned}
A \text { invertible } & \Leftrightarrow \operatorname{dim} \operatorname{ker} A=\operatorname{codim} \operatorname{Im} A=\operatorname{dim} \operatorname{ker} A_{s}=\operatorname{codim} \operatorname{Im} A_{s}=0 \\
& \Leftrightarrow \operatorname{ker} A_{s}=\{0\} \text { and } \operatorname{Im} A_{s}=H^{s-a}(M, E) \\
& \Leftrightarrow A_{s} \text { invertible. }
\end{aligned}
$$

On the other hand, by Corollary 1.2.9, the inclusion $C \ell^{0}(M, E) \rightarrow \mathcal{L}\left(L^{2}(M, E)\right)$ is continuous so that the inclusion $i: C \ell_{\text {odd }}^{0}(M, E) \rightarrow C \ell^{0}(M, E) \rightarrow \mathcal{L}\left(L^{2}(M, E)\right)$ is also continuous and the inverse image $i^{-1}(V)$ yields an open neighborhood of $A$ in $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$. It follows that $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ is canonically equipped with a structure of manifold which makes it a Lie group.
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## Chapter 2

## Logarithms of elliptic pseudodifferential operators

In this chapter, we prove (see Theorem 2.2.4) that any operator in the algebra of oddclass log-polyhomogeneous operators is a finite linear combinations of products of classical operators and symmetrized logarithms of elliptic operators, all taken in the odd-class. A similar property already observed in [Du1] holds for all log-polyhomogeneous operators since these can be written as finite linear combination of products of classical operators and logarithms of elliptic operators, a result for which we provide a detailed proof (see Proposition 2.1.19). Whereas the logarithm of an odd-class operator is not generally odd-class, the symmetrized logarithm introduced by M. Braverman $[\mathrm{B}]$ does lie in the odd-class (Proposition 2.2.1).

### 2.1 Complex powers and logarithms of admissible pseudodifferential operators

Complex powers were first introduced by R. T. Seeley in [Se]. He proved that under appropriate conditions, an elliptic classical operator $A$ admits a family of complex powers. This notion has been further developed by M. Shubin [Sh] for elliptic differential operators whose leading symbols do not take values in a closed angle $\Lambda$ of the complex plane. This notion was extended to pseudodifferential operators with the help of the notion of admissibility. In this section, we introduce the notion of admissible elliptic operators and recall the construction and the properties of complex powers. We then define the logarithms and establish some of their properties.

We consider as before a finite rank hermitian vector bundle $\pi: E \rightarrow M$ over a closed
riemannian manifold $M$ of dimension $n$. To define the notion of admissibility, we need the definition of the spectrum of an operator. Let us recall this notion. Let as before $H^{s}(M, E)$ denote the Sobolev closure of $\Gamma(M, E)$ for the norm $\|\cdot\|_{s}$ defined in Section 1.2.2 and let $A$ be a $\Psi D O$ of order $a$ considered as an operator in $H^{s}(M, E)$ with domain $H^{s+a}(M, E)$. The spectrum $S p(A)$ of $A$ is defined as follows: a complex number $\lambda$ lies outside $S p(A)$ if and only if the operator $A-\lambda I$ has bounded inverse $R_{A}(\lambda):=(A-\lambda I)^{-1}$ in $L^{2}(M, E)$, called the resolvent of $A$ at the point $\lambda$. The spectrum of $A$ is always a closed subset of $\mathbb{C}$. The point $\lambda$ in $S p(A)$ is called an eigenvalue of $A$ if $\operatorname{ker}(A-\lambda I) \neq\{0\}$. If $A$ is an elliptic operator in $C \ell(M, E)$, then (see e.g. [Sh] Section 8.3) every point in the spectrum $S p(A)$ is an eigenvalue of $A$. Furthermore the spectrum $S p(A)$ is either a discrete subset of $\mathbb{C}$ or the whole space $\mathbb{C}$. Moreover, resolvents of elliptic operators on closed manifolds have the following property (see e.g. [Se] Corollary 1):

Proposition 2.1.1. Let $A$ be an elliptic operator in $C \ell(M, E)$ with positive order a. Assume that there exists an open angle $\Lambda$ in the complex plane $\mathbb{C}$ with vertex 0 which does not intersect the spectrum of the leading symbol $\sigma^{L}(A)$ of $A$. Then

1. There exists $R>0$ such that the operator $R_{A}(\lambda)=(A-\lambda I)^{-1}$ is invertible for $\lambda \in \Lambda$ and $|\lambda|>R$.
2. For any real numbers $s, p$ with $0 \leq p \leq a$ the following norm estimate hold

$$
\left\|(A-\lambda I)^{-1}\right\|_{s, s+p} \leq C_{s, p}|\lambda|^{\frac{p}{a}-1}, \quad \lambda \in \Lambda, \quad|\lambda|>R
$$

where $\|.\|_{s, s+p}$ denotes the norm on bounded operators from $H^{s}(M, E)$ to $H^{s+p}(M, E)$.

### 2.1.1 Admissible pseudodifferential operators

Definition 2.1.2. Let $A$ be an operator in $C \ell(M, E)$ with positive order. The operator A has principal angle $\theta$ if for every $(x, \xi)$ in $T^{*} M-\{0\}$, its leading symbol $\sigma^{L}(A)(x, \xi)$ has no eigenvalues on the ray $L_{\theta}=\left\{r e^{i \theta}, r \geq 0\right\}$.

If an operator $A$ admits a principal angle $\theta$, then ([Se], [Sh]) there exists $\epsilon>0$ with the property that the conical neighborhood $\Lambda_{\epsilon}=\left\{\rho e^{i \phi}, 0<\rho<\infty, \theta-\epsilon<\phi<\theta+\epsilon\right\}$ of $L_{\theta}$ is such that any ray contained in $\Lambda_{\epsilon}$ contains no eigenvalue of $\sigma^{L}(A)(x, \xi)$. Moreover since $M$ is compact, the spectrum $S p(A)$ of $A$ which consists of eigenvalues of $A$ is discrete and $S p(A) \cap \Lambda_{\epsilon}$ is a finite set.

Definition 2.1.3. We call an operator $A$ in $C \ell(M, E)$ admissible with spectral cut (or Agmon angle) $\theta$ if $A$ has principal angle $\theta$ and its spectrum $S p(A)$ does not meet $L_{\theta}$.

Remark 2.1.4. If an operator $A$ is admissible, $A$ is elliptic and invertible. Indeed, this easily follows from the fact that $A$ is elliptic if the leading symbol $\sigma^{L}(A)(x, \xi)$ is invertible for all $x$ in $M, \xi$ in $T_{x}^{*} M, \xi \neq 0$ and the fact that $S p(A) \cap L_{\theta}=\emptyset$ i.e. $0 \notin S p(A)$.

### 2.1.2 Complex powers of admissible pseudodifferential operators

Let $A$ be an admissible operator in $C \ell(M, E)$ with spectral cut $\theta$ and positive order $a$.
Let $\Gamma_{\theta}$ denote the contour in $\mathbb{C}$, along the ray $L_{\theta}$ around the spectrum of $A$, defined by $\Gamma_{\theta}=\Gamma_{\theta}^{1} \cup \Gamma_{\theta}^{2} \cup \Gamma_{\theta}^{3}$ where

$$
\begin{align*}
& \Gamma_{\theta}^{1}=\left\{\rho e^{i \theta},+\infty>\rho \geq r\right\} \\
& \Gamma_{\theta}^{2}=\left\{r e^{i t}, \theta \geq t \geq \theta-2 \pi\right\} \\
& \Gamma_{\theta}^{3}=\left\{\rho e^{i(\theta-2 \pi)}, r \leq \rho \leq+\infty\right\} \tag{2.1}
\end{align*}
$$

and where $r$ is any small positive real number such that $\Gamma_{\theta} \cap S p(A)=\emptyset$. The contour $\Gamma_{\theta}$ is shown in Figure 1.
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For $\operatorname{Re}(z)<0$, the complex power $A_{\theta}^{z}$ of $A$ is defined by the Cauchy integral [Se]

$$
\begin{equation*}
A_{\theta}^{z}=\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z}(A-\lambda)^{-1} d \lambda \tag{2.2}
\end{equation*}
$$

where $\lambda_{\theta}^{z}$ is defined as $\exp \left(z \log _{\theta} \lambda\right)$ with

$$
\log _{\theta} \lambda=\log |\lambda|+i \operatorname{Arg} \lambda, \quad \theta-2 \pi \leq \operatorname{Arg} \lambda \leq \theta
$$

i.e. $\arg \lambda=\theta$ on $\Gamma_{\theta}^{1}$ and $\arg \lambda=\theta-2 \pi$ on $\Gamma_{\theta}^{3}$. Here $(A-\lambda)^{-1}$ is the resolvent of $A$. The above integral makes sense since by proposition 2.1.1, \| $(A-\lambda)^{-1} \|=O\left(\frac{1}{|\lambda|}\right)$ when
$|\lambda| \rightarrow+\infty$ and since $\int_{\rho}^{+\infty} \frac{\lambda^{z}}{|\lambda|}<+\infty$ for $\operatorname{Re}(z)<0$. Here $\|$. $\|$ denotes the norm on bounded operators of $L^{2}(M, E)$.
Let us compute the symbol of the operator $A_{\theta}^{z}$. Since this symbol is defined through the symbol of the resolvent $(A-\lambda I)^{-1}$, we denote by $b_{-a-j}$ the components of the symbol of $(A-\lambda I)^{-1}$. These components are defined by the recursive system of equalities ([Sh] Paragraph 11.1, see also [KV1] Paragraph 2)

$$
\begin{aligned}
& b_{-a}:=\left(\sigma_{a}(A)-\lambda\right)^{-1}, \\
& b_{-a-1}:=-b_{-a}\left(\sigma_{a-1}(A) b_{-a}+\sum_{i} \partial_{\xi_{i}} \sigma_{a}(A) D_{x_{i}} b_{-a}\right), \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& b_{-a-j}:=-b_{-a}\left(\sum_{k+l+|\alpha|=j, l<j} \frac{1}{\alpha} \partial_{\xi}^{\alpha} \sigma_{a-k}(A) D_{x}^{\alpha} b_{-a-l}\right) .
\end{aligned}
$$

It is easy to see that $b_{-a-j}(x, \xi, \lambda)$ is positively homogeneous in $\left(\xi, \lambda^{\frac{1}{a}}\right)$ of degree $-a-j$ i.e.

$$
\begin{equation*}
b_{-a-j}\left(x, t \xi, t^{a} \lambda\right)=t^{-a-j} b_{-a-j}(x, \xi, \lambda), \quad \text { for } \quad t>0 . \tag{2.3}
\end{equation*}
$$

Indeed, for $t>0, b_{-a}\left(x, t \xi, t^{a} \lambda\right)=\left(\sigma_{a}(A)-\lambda\right)^{-1}\left(x, t \xi, t^{a} \lambda\right)$ and since $\sigma_{a}(A)$ is positively homogeneous of degree $a$, then $b_{-a}\left(x, t \xi, t^{a} \lambda\right)=t^{-a} b_{-a}(x, \xi, \lambda)$. Recursively,

$$
\begin{aligned}
& b_{-a-j}\left(x, t \xi, t^{a} \lambda\right) \\
= & -b_{-a}\left(x, t \xi, t^{a} \lambda\right) \sum_{k+l+|\alpha|=j, l<j} \frac{1}{\alpha} \partial_{\xi}^{\alpha} \sigma_{a-k}(A)(x, t \xi) D_{x}^{\alpha} b_{-a-l}\left(x, t \xi, t^{a} \lambda\right) \\
= & -t^{-a} b_{-a}(x, \xi, \lambda) \sum_{k+l+|\alpha|=j, l<j} \frac{1}{\alpha} t^{a-k-|\alpha|} \partial_{\xi}^{\alpha} \sigma_{a-k}(A)(x, \xi) t^{-a-l} D_{x}^{\alpha} b_{-a-l}(x, \xi, \lambda) \\
= & t^{-a-j} b_{-a-j}(x, \xi, \lambda) .
\end{aligned}
$$

For $\operatorname{Re}(z)<0$, let us define the functions

$$
\begin{equation*}
b_{a z-j}^{(z)}(x, \xi)=\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z} b_{-a-j}(x, \xi, \lambda) d \lambda . \tag{2.4}
\end{equation*}
$$

These functions are positively homogeneous of degree $a z-j$. Indeed, for $\xi \neq 0$ and $t>1$, by a change of variable

$$
b_{a z-j}^{(z)}(x, t \xi)=\frac{i}{2 \pi} \int_{\Gamma(t)}\left(t^{a} \mu\right)^{z} b_{-a-j}\left(x, t \xi, t^{a} \mu\right) t^{a} d \mu
$$

Here the integration along the contour $\Gamma(t)$ is equal to the integration around the contour $\Gamma_{\theta}$ since the functions $b_{a z-j}^{(z)}$ do not have singularities on a small enough disc around the origin on $\xi$. Now, using (2.3) we obtain

$$
\begin{aligned}
b_{a z-j}^{(z)}(x, t \xi) & =\frac{i}{2 \pi} \int_{\Gamma(t)}\left(t^{a} \mu\right)^{z} t^{-a-j} b_{-a-j}(x, \xi, \mu) t^{a} d \mu \\
& =t^{a z-j} \frac{i}{2 \pi} \int_{\Gamma(t)} \mu^{z} b_{-a-j}(x, \xi, \mu) d \mu \\
& =t^{a z-j} b_{a z-j}^{(z)}(x, \xi) .
\end{aligned}
$$

Moreover, the result is obtained for $t>1$ and $\xi \neq 0$ and hence holds for $t \neq 0$.
We therefore infer that the operator $A_{\theta}^{z}$ is a classical $\Psi D O$ of order $a z$; its leading symbol is $\sigma_{a z}\left(A_{\theta}^{z}\right)(x, \xi)=\left(\sigma_{a}\left(A_{\theta}\right)\right)^{z}(x, \xi)$ so that $A_{\theta}^{z}$ is elliptic. The homogeneous components of the symbol of $A_{\theta}^{z}$ are

$$
\begin{equation*}
\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi)=b_{a z-j}^{(z)}(x, \xi)=\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z} b_{-a-j}(x, \xi, \lambda) d \lambda . \tag{2.5}
\end{equation*}
$$

The definition of complex powers can be extended to the whole complex plane by setting $A_{\theta}^{z}:=A^{k} A_{\theta}^{z-k}$ for $k$ in $\mathbb{N}$ and $\operatorname{Re}(z)<k$; this definition is independent of the choice of the positive integer $k$ and preserves the usual properties, i.e.

$$
A_{\theta}^{z_{1}} A_{\theta}^{z_{2}}=A_{\theta}^{z_{1}+z_{2}}, \quad A_{\theta}^{k}=A^{k}, \quad \text { for } k \in \mathbb{Z}
$$

Complex powers of operators depend on the choice of spectral cut. Let $L_{\theta}$ and $L_{\phi}$ be two spectral cuts for $A$ outside an angle $\Lambda$ which contains the spectrum of $\sigma^{L}(A)(x, \xi)$. We note that there is only a finite number of points of the spectrum $S p(A)$ of $A$ outside $\Lambda$. Assume that $0 \leq \theta<\phi<2 \pi$; let us denote by $\lambda_{1}, \cdots, \lambda_{k}$ the points of $S p(A)$ contained in the angle $\{z \in \mathbb{C}, \theta<\operatorname{Arg} z<\phi\}$, and $\Gamma_{\theta, \phi}$ a contour surrounding the $\lambda_{\nu}^{\prime} s$ for all $1 \leq \nu \leq k$ and contained in the angle $\{z \in \mathbb{C}, \theta<\arg z<\phi\}$. In fact, $\Gamma_{\theta, \phi}$ is a contour around the cone

$$
\begin{equation*}
\Lambda_{\theta, \phi}:=\left\{\rho e^{i t}, \infty>\rho \geq r, \quad \theta<t<\phi\right\} \tag{2.6}
\end{equation*}
$$

delimited by the angles $\theta$ and $\phi$. Let us consider a contour $\Gamma=\Gamma_{\theta}^{1} \cup \Gamma_{\phi}^{1} \cup \Gamma_{\theta, \phi}^{3}$ around the remaining spectrum of $A$, with $\Gamma_{\theta}^{1}, \Gamma_{\phi}^{1}$ defined in (2.1) and $\Gamma_{\theta, \phi}^{3}=\left\{r e^{i \lambda}, \phi-2 \pi \leq \lambda \leq \theta\right\}$, where $r$ is any small positive real number such that $\Gamma \cap S p(A)=\emptyset$.
For $\operatorname{Re}(z)<0$ we have:

$$
A_{\theta}^{z}=\frac{i}{2 \pi}\left(\int_{\Gamma_{\theta, \phi}} \lambda_{\theta}^{z}(A-\lambda)^{-1} d \lambda+\int_{\Gamma} \lambda_{\theta}^{z}(A-\lambda)^{-1} d \lambda\right)
$$

and likewise for the spectral cut $\phi$,

$$
A_{\phi}^{z}=\frac{i}{2 \pi}\left(\int_{\Gamma_{\theta, \phi}} \lambda_{\phi}^{z}(A-\lambda)^{-1} d \lambda+\int_{\Gamma} \lambda_{\phi}^{z}(A-\lambda)^{-1} d \lambda\right) .
$$

Since by definition, $\int_{\Gamma} \lambda_{\theta}^{z}(A-\lambda)^{-1} d \lambda=\int_{\Gamma} \lambda_{\phi}^{z}(A-\lambda)^{-1} d \lambda$, it follows that

$$
\begin{aligned}
A_{\theta}^{z}-A_{\phi}^{z} & =\frac{i}{2 \pi} \int_{\Gamma_{\theta, \phi}}\left(\lambda_{\theta}^{z}-\lambda_{\phi}^{z}\right)(A-\lambda)^{-1} d \lambda \\
& =\frac{e^{2 i \pi z}-1}{2 i \pi} \int_{\Gamma_{\theta, \phi}} \lambda_{\theta}^{z}(A-\lambda)^{-1} d \lambda \\
& =\left(1-e^{2 i \pi z}\right) \Pi_{\theta, \phi}(A) A_{\theta}^{z}
\end{aligned}
$$

where we have set ([W2], [Po1])

$$
\Pi_{\theta, \phi}(A)=\frac{1}{2 i \pi} \int_{\Gamma_{\theta, \phi}} \lambda^{-1} A(A-\lambda)^{-1} d \lambda
$$

The following lemma shows that $\Pi_{\theta, \phi}(A)$ is a projection.
Lemma 2.1.5. Let $A$ be an admissible operator in $C \ell(M, E)$ with spectral cuts $\theta, \phi$ and positive order $a$. If $0 \leq \theta<\phi<2 \pi$, then the operator $\Pi_{\theta, \phi}(A)$ is a projection.

Proof: A proof of this result can be found in [Po1], Proposition 3.2. Let $\theta_{1}$ and $\phi_{1}$ be two spectral cuts of $A$ with $\theta_{1}<\theta<\phi<\phi_{1}<\theta+2 \pi$ and such that there are no eigenvalues of $A$ and $\sigma^{L}(A)$ in the cones $\Lambda_{\theta_{1}, \theta}$ and $\Lambda_{\phi_{1}, \phi}$. Hence, the integration of $\Pi_{\theta, \phi}(A)$ over $\Gamma_{\theta, \phi}$ is equal to the integration over $\Gamma_{\theta_{1}, \phi_{1}}$. It follows that

$$
\Pi_{\theta, \phi}(A)^{2}=\frac{-1}{4 \pi^{2}} \int_{\Gamma_{\theta, \phi}} \int_{\Gamma_{\theta_{1}, \phi_{1}}} \lambda^{-1} \mu^{-1} A^{2}(A-\lambda)^{-1}(A-\mu)^{-1} d \lambda d \mu
$$

By the Hilbert identity $(A-\lambda)^{-1}(A-\mu)^{-1}=(\lambda-\mu)^{-1}\left[(A-\lambda)^{-1}-(A-\mu)^{-1}\right]$, we obtain

$$
\begin{aligned}
& 4 \pi^{2} \Pi_{\theta, \phi}(A)^{2} \\
= & \int_{\Gamma_{\theta, \phi}} \frac{1}{\lambda} A^{2}(A-\lambda)^{-1}\left(\int_{\Gamma_{\theta_{1}, \phi}} \frac{\mu^{-1} d \mu}{\mu-\lambda}\right) d \lambda+\int_{\Gamma_{\theta_{1}, \phi}} \frac{1}{\mu} A^{2}(A-\mu)^{-1}\left(\int_{\Gamma_{\theta, \phi}} \frac{\lambda^{-1} d \lambda}{\lambda-\mu}\right) d \mu \\
= & 2 i \pi \int_{\Gamma_{\theta, \phi}} \lambda^{-2} A^{2}(A-\lambda)^{-1} d \lambda .
\end{aligned}
$$

Here we have used the Cauchy formula and the fact that $\mu$ lies outside $\Gamma_{\theta, \phi}$ in the second integral. Now using the fact that $A(A-\lambda)^{-1}=1+\lambda(A-\lambda)^{-1}$ we obtain

$$
\Pi_{\theta, \phi}(A)^{2}=\frac{i}{2 \pi} \int_{\Gamma_{\theta, \phi}} \lambda^{-2} A d \lambda+\frac{i}{2 \pi} \int_{\Gamma_{\theta, \phi}} \lambda^{-1} A(A-\lambda)^{-1} d \lambda=\Pi_{\theta, \phi}(A) .
$$

When the cone $\Lambda_{\theta, \phi}$ does not intersect the spectrum of the leading symbol of $A$, as previously observed, it only contains a finite number of eigenvalues of $A$ and $\Pi_{\theta, \phi}(A)$ is a finite rank projection and hence a smoothing operator. In general, $\Pi_{\theta, \phi}(A)$, which is a pseudodifferential projection, is a zero order operator with leading symbol given by $\pi_{\theta, \phi}\left(\sigma^{L}(A)\right)$ defined similarly to $\Pi_{\theta, \phi}$ replacing $A$ by the leading symbol of $A$ so that:

$$
\sigma^{L}\left(\Pi_{\theta, \phi}(A)\right)=\pi_{\theta, \phi}\left(\sigma^{L}(A)\right):=\sigma^{L}(A)\left(\frac{1}{2 i \pi} \int_{\Gamma_{\theta, \phi}} \lambda^{-1}\left(\sigma_{A}^{L}-\lambda\right)^{-1} d \lambda\right) .
$$

To sum up, we have the following proposition:
Proposition 2.1.6. Let $\theta$ and $\phi$ be two spectral cuts for an admissible operator $A$ such that $0 \leq \theta<\phi+2 k \pi<2 \pi$ for some integer $k$. Then

$$
\begin{equation*}
A_{\theta}^{z}-A_{\phi}^{z}=e^{2 i k z \pi} I+\left(1-e^{2 i \pi z}\right) \Pi_{\theta, \phi}(A) A_{\theta}^{z} \tag{2.7}
\end{equation*}
$$

Remark 2.1.7. Complex powers can also be defined for zero order elliptic operators. Indeed if $A$ is an operator in $C \ell(M, E)$ of order 0 with spectral cut $\theta$, then $A$ is bounded on $H^{s}(M, E)$ and hence in $L^{2}(M, E)$. In that case its spectrum $S p(A)$ lies inside the circle $\{\lambda:|\lambda| \leq\|A\|\}$. It follows that the operators $A_{\theta}^{z}$ can be defined directly using a Cauchy integral formula

$$
A_{\theta}^{z}=\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z}(A-\lambda)^{-1} d \lambda
$$

where $\Gamma_{\theta}$ is a contour around the spectrum of $A$ and avoiding the spectral cut $L_{\theta}$, shown in Figure 2.
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### 2.1.3 Logarithms of admissible pseudodifferential operators

Let $A$ be an admissible operator in $C \ell(M, E)$ with non negative order $a$. The complex powers $\left(A_{\theta}^{z}\right)_{z \in \mathbb{C}}$ is a holomorphic family of classical $\Psi D O s$. The notion of holomorphic family of classical $\Psi D O s$ was introduced in Section 1.2.2 using the related notion of holomorphic family of log-polyhomogeneous symbols given in Section 1.1.3. With the notation of Definition 1.2.10 the derivative of a family $A(z)=O p(\sigma(z))+R(z)$, for some holomorphic family of symbols $\sigma(z)$ and some holomorphic family $R(z)$ of smoothing operators is $A^{\prime}(z)=O p(\sigma \prime(z))+R^{\prime}(z)$. Here $\sigma \prime(z)$ is the derivative of holomorphic function and $R^{\prime}(z)$ is the derivative in Schwartz space.

Let us now define the logarithm of an admissible operator. Given a Banach (unital) algebra $\mathcal{A}$, and $a$ in $\mathcal{A}$, let $\theta \in \mathbb{R}$ be such that the spectrum of $a$, i.e. the set of complex scalars $\lambda$ such that $a-\lambda 1$ is not invertible in $\mathcal{A}$, does not meet the ray $R_{\theta}=\left\{r e^{i \theta}, r \geq 0\right\}$. Then (see e.g. [Hi]) the map

$$
z \mapsto a_{\theta}^{z}:=\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z}(a-\lambda I)^{-1} d \lambda
$$

defines a holomorphic function on the complex plane with values in $\mathcal{A}$, where we have set as before

$$
\lambda_{\theta}^{z}=|\lambda|^{z} e^{i z \operatorname{Arg}(\lambda)} \quad \text { for } \quad \theta-2 \pi \leq \operatorname{Arg} \lambda<\theta
$$

Here $\Gamma_{\theta}$ is any bounded contour around the spectrum of $a$ which does not intersect the ray $R_{\theta}$. Hence, the logarithm of $a$

$$
\begin{aligned}
\log _{\theta} a & :=\left(\partial_{z} a_{\theta}^{z}\right)_{\mid z=0} \\
& =\frac{i}{2 \pi}\left(\partial_{z} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z}(a-\lambda I)^{-1} d \lambda\right)_{z=0} \\
& =\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda(a-\lambda I)^{-1} d \lambda
\end{aligned}
$$

lies in $\mathcal{A}$, where we have set as before

$$
\log _{\theta} \lambda=\log |\lambda|+i \operatorname{Arg}(\lambda) \quad \text { for } \quad \theta-2 \pi \leq \operatorname{Arg} \lambda<\theta .
$$

This applies to the Banach algebra $\mathcal{A}=\mathcal{B}(H)$ of bounded linear operators on a Hilbert space $H$ equipped with the operator norm $\|A\|=\sup _{\|x\|=1}\|A x\|$ where $\|\cdot\|$ stands for the norm on $H$. Thus, given an admissible operator $A$ in $C \ell(M, E)$ with zero order and spectral cut $\theta$, its complex powers give rise to a holomorphic map $z \mapsto A_{\theta}^{z}$ on the complex plane with values in $\mathcal{B}\left(H^{s}(M, E)\right)$ for any real number $s$, where $H^{s}(M, E)$ stands for
the $H^{s}$-closure of the space $\Gamma(M, E)$ of smooth sections of $E$ (see Section 1.2.2). The logarithm of $A$ is the bounded operator on $H^{s}(M, E)$ defined in terms of the derivative at $z=0$ of this complex power:

$$
\begin{aligned}
\log _{\theta} A & :=\left(\partial_{z} A_{\theta}^{z}\right)_{\mid z=0} \\
& =\frac{i}{2 \pi}\left(\partial_{z} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z}(A-\lambda I)^{-1} d \lambda\right)_{\left.\right|_{z=0}} \\
& =\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda(A-\lambda I)^{-1} d \lambda
\end{aligned}
$$

with the notation of (2.2).
The notion of logarithm extends to an admissible operator $A$ with positive order $a$ and spectral cut $\theta$ in the following way. For any positive $\epsilon$, the map $z \mapsto A_{\theta}^{z-\epsilon}$ of order $a(z-\epsilon)$ defines a holomorphic function on the half plane $\operatorname{Re}(z)<\epsilon$ with values in $\mathcal{B}\left(H^{s}(M, E)\right)$ for any real number $s$. Thus we can set

$$
\begin{equation*}
\log _{\theta} A=A_{\theta}^{\epsilon}\left(\partial_{z}\left(A_{\theta}^{z-\epsilon}\right)\right)_{\left.\right|_{z=0}}=A_{\theta}^{\epsilon}\left(\partial_{z}\left(\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z-\epsilon}(A-\lambda)^{-1} d \lambda\right)\right)_{\left.\right|_{z=0}} \tag{2.8}
\end{equation*}
$$

for any positive $\epsilon$ the operator $\log _{\theta} A A^{-\epsilon}=A^{-\epsilon} \log _{\theta} A$ lies in $\mathcal{B}\left(H^{s}(M, E)\right)$ for any real number $s$. It follows that $\log _{\theta} A$, which is clearly independent of the choice of $\epsilon>0$, defines a bounded linear operator from $H^{s}(M, E)$ to $H^{s-\epsilon}(M, E)$ for any positive $\epsilon$.

Just as complex powers, the logarithm depends on the choice of spectral cut. Indeed, differentiating (2.7) w.r. to $z$ at $z=0$ yields for two spectral cuts $\theta, \phi$ such that $0 \leq \theta<\phi+2 k \pi<2 \pi$, for some integer $k$ :

$$
\begin{equation*}
\log _{\theta} A-\log _{\phi} A=2 i k \pi I-2 i \pi \Pi_{\theta, \phi}(A) . \tag{2.9}
\end{equation*}
$$

As a result of the above discussion and as already observed in [Ok1], when the leading symbol $\sigma^{L}(A)$ has no eigenvalue inside the cone $\Lambda_{\theta, \phi}$ delimited by $\Gamma_{\theta, \phi}$ then $\Pi_{\theta, \phi}$ which is a finite rank projection, is smoothing. When $\theta$ and $\phi$ differ by a multiple of $2 \pi, \Pi_{\theta, \phi}$ vanishes.

Lemma 2.1.8 ([KV1, Ok1]). Let $A$ be an admissible operator in $C \ell(M, E)$ with spectral cut $\theta$. Then $\log _{\theta}(A)$ is a $\Psi D O$ of order $\epsilon$ for any $\epsilon>0$. In some local chart, the symbol of $\log _{\theta} A$ reads:

$$
\begin{equation*}
\sigma\left(\log _{\theta} A\right)(x, \xi)=a \log |\xi| I+\sigma_{\theta}^{A}(x, \xi) \tag{2.10}
\end{equation*}
$$

where a denotes the order of $A$ and $\sigma_{\theta}^{A}$ is a symbol of order zero.
Moreover, the leading symbol of $\sigma_{\theta}^{A}$ is given by

$$
\left(\sigma_{\theta}^{A}\right)^{L}(x, \xi)=\log _{\theta}\left(\sigma^{L}(A)\left(x, \frac{\xi}{|\xi|}\right)\right), \forall(x, \xi) \in T^{*} M-\{0\} .
$$

Remark 2.1.9. In particular, if $\sigma(A)$ has scalar leading symbol then so that has $\sigma_{\theta}^{A}$. Notice that $\sigma\left(\Pi_{\theta, \phi}(A)\right)$ then also has scalar leading symbol, which confirms the independence of this property on the choice of spectral cut.

Proof: Given a local trivialization over a local chart, the symbol of the operator $A_{\theta}^{z}$ has the formal expansion $\sigma\left(A_{\theta}^{z}\right) \sim \sum_{j \geq 0} b_{a z-j}^{(z)}$ where $a$ is the order of $A$ and $b_{a z-j}^{(z)}$, given by (2.4), is a positively homogeneous function of degree $a z-j$. Since $\log _{\theta} A=A\left(\partial_{z} A_{\theta}^{z-1}\right)_{\mid z=0}$, we have

$$
\sigma\left(\log _{\theta} A\right) \sim \sigma(A) \star \sigma\left(\partial_{z} A_{\theta}^{z-1}\right)_{\mid z=0} .
$$

Suppose that $\xi \neq 0$; using the positive homogeneity of the components, we have for $j \geq 0$,

$$
b_{a z-a-j}^{(z-1)}(x, \xi)=|\xi|^{\mid z-a-j} b_{a z-a-j}^{(z-1)}\left(x, \frac{\xi}{|\xi|}\right)
$$

and hence

$$
\partial_{z} b_{a z-a-j}^{(z-1)}(x, \xi)=a \log |\xi||\xi|^{a z-a-j} b_{a z-a-j}^{(z-1)}\left(x, \frac{\xi}{|\xi|}\right)+|\xi|^{a z-a-j} \partial_{z} b_{a z-a-j}^{(z-1)}\left(x, \frac{\xi}{|\xi|}\right) .
$$

It follows that

$$
\left(\partial_{z} z_{a z-a-j}^{(z-1)}(x, \xi)\right)_{\left.\right|_{z=0}}=a \log |\xi| b_{-a-j}^{(-1)}(x, \xi)+|\xi|^{-a-j}\left(\partial_{z} b_{a z-a-j}^{(z-1)}\left(x, \frac{\xi}{|\xi|}\right)\right)_{\left.\right|_{z=0}}
$$

Hence $\left(\partial_{z} A_{\theta}^{z-1}\right)_{\left.\right|_{z=0}}$ has symbol $\left(\partial_{z} b^{(z-1)}(x, \xi)\right)_{\mid z=0}$ of the form

$$
a \log |\xi| \sigma\left(A^{-1}\right)(x, \xi)+\tau(A)(x, \xi)
$$

with $\tau(A)$ a classical symbol of order $-a$ whose homogeneous component of degree $-a-j$ reads:

$$
\tau(A)_{-a-j}(x, \xi)=|\xi|^{-a-j}\left(\partial_{z} b_{a z-a-j}^{(z-1)}\left(x, \frac{\xi}{|\xi|}\right)\right)_{\left.\right|_{z=0}}
$$

Thus the operator $\log _{\theta} A=A\left(\partial_{z} A_{\theta}^{z-1}\right)_{\mid z=0}$ has a symbol of the form

$$
a \log |\xi|+\sigma_{\theta}^{A}(x, \xi)
$$

where

$$
\begin{equation*}
\sigma_{\theta}^{A}(x, \xi) \sim \sum_{k=0}^{\infty} \sum_{i+j+|\alpha|=k} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma(A)_{a-i}(x, \xi) D_{x}^{\alpha} \tau(A)_{-a-j}(x, \xi) \tag{2.11}
\end{equation*}
$$

is a classical symbol of order zero. Its leading symbol reads

$$
\begin{aligned}
\left(\sigma_{\theta}^{A}\right)^{L}(x, \xi) & =\sigma^{L}(A)(x, \xi)|\xi|^{-a}\left(\partial_{z} b_{a z-a}^{(z-1)}\left(x, \frac{\xi}{|\xi|}\right)\right)_{\left.\right|_{z=0}} \\
& =\sigma^{L}(A)(x, \xi)\left(\partial_{z}\left(\sigma^{L}(A)\left(x, \frac{\xi}{|\xi|}\right)\right)_{\theta}^{z-1}\right)_{\left.\right|_{z=0}} \\
& =\log _{\theta} \sigma^{L}(A)\left(x, \frac{\xi}{|\xi|}\right)
\end{aligned}
$$

for any $(x, \xi)$ in $T^{*} M-\{0\}$
As it can be seen from (2.10), logarithms of classical pseudo-differential operators are not classical anymore; powers of the logarithm of a given admissible operator combined with all classical pseudodifferential operators generate the algebra of log-polyhomogenous operators.

Lemma 2.1.10. Let $A$ and $B$ be admissible operators in $C \ell(M, E)$ with spectral cuts $\theta$ and $\phi$ respectively. Then

$$
\begin{equation*}
\frac{\log _{\theta} A}{a}-\frac{\log _{\phi} B}{b} \in C \ell^{0}(M, E), \tag{2.12}
\end{equation*}
$$

where $a$ is the order of $A$ and $b$ the order of $B$.
Remark 2.1.11. Let us point out that this statement does not depend on the choice of spectral cuts since by formula (2.9) a modification of the spectral cut only modifies the logarithm by zero order classical $\Psi$ DOs.

Proof: In some local chart, using formula (2.10), we have
$\sigma\left(\frac{\log _{\theta} A}{a}\right)(x, \xi)=\log |\xi| I+\frac{1}{a} \sigma_{\theta}^{A}(x, \xi) \quad$ and $\quad \sigma\left(\frac{\log _{\phi} B}{b}\right)(x, \xi)=\log |\xi| I+\frac{1}{b} \sigma_{\phi}^{B}(x, \xi)$
where $\sigma_{\theta}^{A}$ and $\sigma_{\phi}^{B}$ are classical symbols of zero order. Hence
$\sigma\left(\frac{\log _{\theta} A}{a}-\frac{\log _{\phi} B}{b}\right)(x, \xi)=\sigma\left(\frac{\log _{\theta} A}{a}\right)(x, \xi)-\sigma\left(\frac{\log _{\phi} B}{b}\right)(x, \xi)=\frac{1}{a} \sigma_{\theta}^{A}(x, \xi)-\frac{1}{b} \sigma_{\phi}^{B}(x, \xi)$
and the result follows.
Lemma 2.1.12. Let $A$ be an operator in $C \ell(M, E)$ and let $B$ be an admissible operator in $C \ell(M, E)$ with spectral cut $\phi$; then

$$
\left[A, \log _{\phi} B\right] \in C \ell(M, E)
$$

where $[R, S]$ stands for the commutator $R S-S R$.

Proof: Let us evaluate $\sigma\left(\left[A, \log _{\phi} B\right]\right)$. As already pointed out in Remark 2.1.11, the result does not depend on the choice of the spectral cut. We know that

$$
\sigma\left(\left[A, \log _{\phi} B\right]\right) \sim\left[\sigma(A), \sigma\left(\log _{\phi} B\right)\right]_{\star}
$$

where for two symbols $\sigma, \delta$ the star bracket is given by $[\sigma, \delta]_{\star}:=\sigma \star \delta-\delta \star \sigma$.
Since by $(2.10), \sigma\left(\log _{\phi} B\right)(x, \xi)=b \log |\xi| I+\sigma_{\phi}^{B}(x, \xi)$ where $\sigma_{\phi}^{B}(x, \xi)$ is a classical symbol of zero order,

$$
\left[\sigma(A), \sigma\left(\log _{\phi} B\right)\right]_{\star}(x, \xi)=\left[\sigma(A)(x, \xi), b \log |\xi| I+\sigma_{\phi}^{B}(x, \xi)\right]=\left[\sigma(A)(x, \xi), \sigma_{\phi}^{B}(x, \xi)\right]
$$

and the result follows.
Corollary 2.1.13. Let $A$ be an admissible operator in $C \ell(M, E)$ with spectral cut $\theta$; then $\operatorname{ad}_{\log _{\theta} A}$ is a derivation on $C \ell(M, E)$ and $C \ell^{\star, \star}(M, E)$.

Proof: For any log-polyhomogeneous operators $B, C$ in $C \ell^{\star, \star}(M, E)$,
$\operatorname{ad}_{\log _{\theta} A}(B C)=\left[\log _{\theta} A, B C\right]=\left[\log _{\theta} A, B\right] C+B\left[\log _{\theta} A, C\right]=\operatorname{ad}_{\log _{\theta} A}(B) C+B \operatorname{ad}_{\log _{\theta} A}(C)$.
Since $C \ell^{\star, \star}(M, E)$ is an algebra, it follows that $\left[\log _{\theta} A, B C\right],\left[\log _{\theta} A, B\right] C$ and $B\left[\log _{\theta} A, C\right]$ belong to $C \ell^{\star, \star}(M, E)$ and the result follows. If $B$ and $C$ are classical operators, since the three commutators belong to $C \ell(M, E)$ so does $\operatorname{ad}_{\log _{\theta} A}$.

For further use let us investigate the differentiability of a logarithm of a differentiable family of admissible $\Psi D O s$. A family $A_{t}$ of classical operators in $C \ell(M, E)$ is said to be differentiable if it satisfies the requirements of Definition 1.2.10 replacing holomorphic by differentiable.

Proposition 2.1.14 ([OP]). Let $A_{t}$ be a differentiable family of admissible operators in $C \ell(M, E)$ with constant spectral cut $\theta$. Then for any positive integer $K$, we have

$$
\frac{d}{d t} \log _{\theta} A_{t}=\dot{A}_{t} A_{t}^{-1}+\sum_{k=1}^{K} \frac{(-1)^{k}}{k+1} \operatorname{ad}_{A_{t}}^{k}\left(\dot{A}_{t}\right) A_{t}^{-(k+1)}+R_{K}\left(A_{t}, \dot{A}_{t}\right)
$$

where we have set $\dot{A}_{t}:=\frac{d}{d t} A_{t}$ and

$$
R_{K}\left(A_{t}, \dot{A}_{t}\right):=-\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left[\left(\lambda-A_{t}\right)^{-1}, \operatorname{ad}_{A_{t}}^{K}\left(\dot{A}_{t}\right)\right]\left(\lambda-A_{t}\right)^{-K-1} d \lambda,
$$

since $A_{t}$ commutes with $\left(\lambda-A_{t}\right)^{-k}$.
If $A_{t}$ commutes with $\dot{A}_{t}$, then $\frac{d}{d t} \log _{\theta} A_{t}=\dot{A}_{t} A_{t}^{-1}$. If $A_{t}$ has constant order $a$, then $\frac{d}{d t} \log _{\theta} A_{t}$ lies in $C \ell(M, E)$.

Proof: By (4.3) in [Ok1] we first observe that for any $t$ in a compact neighborhood $K_{t_{0}}$ of $t_{0}$, one can bound the modulus of the order $\alpha(t)$ from above by some integer $k$, in which case

$$
\exists C>0, \quad \forall t \in K_{t_{0}}, \quad\left\|\left(A_{t}-\lambda\right)^{-1}\right\|_{s, s-k} \leq\left|\lambda^{-1}\right|
$$

where $\|\cdot\|_{s, s^{\prime}}$ stands for the operator norm of bounded operators from the Sobolev closure $H^{s}(M, E)$ to the Sobolev closure $H^{s^{\prime}}(M, E)$ of $\Gamma(M, E)$. Moreover, $\left(A_{t}-\lambda\right)^{-1}$ is differentiable at $t_{0}$ with derivative given by:

$$
\left.\frac{d}{d t}\right|_{t=t_{0}}\left(A_{t}-\lambda\right)^{-1}=-\left(A_{t_{0}}-\lambda\right)^{-1} \dot{A}_{t_{0}}\left(A_{t_{0}}-\lambda\right)^{-1}
$$

as a consequence of the identity

$$
\left(\lambda-A_{t}\right)^{-1}-\left(\lambda-A_{t_{0}}\right)^{-1}=\left(t-t_{0}\right)\left(\lambda-A_{t_{0}}\right)^{-1} \Delta_{t}\left(\lambda-A_{t}\right)^{-1},
$$

where we have set $\Delta_{t}:=\frac{A_{t}-A_{t_{0}}}{t-t_{0}}$.
For operators $A_{t}$ of zero order this leads to

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=t_{0}} \log _{\theta} A_{t} & =\left.\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda \frac{d}{d t}\right|_{t=t_{0}}\left(A_{t}-\lambda\right)^{-1} d \lambda \\
& =-\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left(A_{t_{0}}-\lambda\right)^{-1} \dot{A}_{t_{0}}\left(A_{t_{0}}-\lambda\right)^{-1} d \lambda
\end{aligned}
$$

where we have set $\dot{A}_{t_{0}}=\left.\frac{d}{d t}\right|_{t=t_{0}} A_{t}$.
In order to generalize this to higher order operators, we need to consider the family (see (2.8)):

$$
\log _{\theta} A_{t} A_{t}^{-1}=\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda \lambda^{-1}\left(A_{t}-\lambda\right)^{-1} d \lambda
$$

for which we can also write:

$$
\left.\begin{array}{rl}
\frac{d}{d t} & t_{t=t_{0}}\left(\log _{\theta} A_{t} A_{t}^{-1}\right)
\end{array}=\left.\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda \lambda^{-1} \frac{d}{d t}\right|_{t=t_{0}}\left(A_{t}-\lambda\right)^{-1} d \lambda\right] .
$$

This leads to the expected formula

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=t_{0}} \log _{\theta} A_{t}= & \left.\frac{d}{d t}\right|_{t=t_{0}}\left(\log _{\theta} A_{t} A_{t}^{-1}\right) A_{t}+\left(\log _{\theta} A_{t_{0}} A_{t_{0}}^{-1}\right) \dot{A}_{t_{0}} \\
= & -\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda \lambda^{-1}\left(A_{t_{0}}-\lambda\right)^{-1} \dot{A}_{t_{0}}\left(A_{t_{0}}-\lambda\right)^{-1} A_{t_{0}} d \lambda \\
& +\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda \lambda^{-1}\left(A_{t_{0}}-\lambda\right)^{-1} \dot{A}_{t_{0}} d \lambda \\
= & -\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda \lambda^{-1}\left(A_{t_{0}}-\lambda\right)^{-1} \dot{A}_{t_{0}}\left(A_{t}-\lambda\right)^{-1}\left(A_{t_{0}}-\left(A_{t_{0}}-\lambda\right)\right) d \lambda \\
= & -\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left(A_{t_{0}}-\lambda\right)^{-1} \dot{A}_{t_{0}}\left(A_{t_{0}}-\lambda\right)^{-1} d \lambda .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& {\left[\left(\lambda-A_{t_{0}}\right)^{-1}, \dot{A}_{t_{0}}\right] } \\
= & \left(\lambda-A_{t_{0}}\right)^{-1}\left(\dot{A}_{t_{0}}\left(\lambda-A_{t_{0}}\right)-\left(\lambda-A_{t_{0}}\right) \dot{A}_{t_{0}}\right)\left(\lambda-A_{t_{0}}\right)^{-1} \\
= & \left(\lambda-A_{t_{0}}\right)^{-1}\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\left(\lambda-A_{t_{0}}\right)^{-1} \\
= & {\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\left(\lambda-A_{t_{0}}\right)^{-2}+\left[\left(\lambda-A_{t_{0}}\right)^{-1},\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\right]\left(\lambda-A_{t_{0}}\right)^{-1} } \\
= & {\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\left(\lambda-A_{t_{0}}\right)^{-2}+\left(\lambda-A_{t_{0}}\right)^{-1}\left[A_{t_{0}},\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\right]\left(\lambda-A_{t_{0}}\right)^{-2} } \\
= & {\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\left(\lambda-A_{t_{0}}\right)^{-2}+\left[A_{t_{0}},\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\right]\left(\lambda-A_{t_{0}}\right)^{-3} } \\
& +\left[\left(\lambda-A_{t_{0}}\right)^{-1},\left[A_{t_{0}},\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\right]\right]\left(\lambda-A_{t_{0}}\right)^{-2} \\
= & {\left[A_{t_{0}}, \dot{A}_{t_{0}}\right]\left(\lambda-A_{t_{0}}\right)^{-2}+\mathrm{ad}_{A_{t_{0}}}^{2}\left(\dot{A}_{t_{0}}\right)\left(\lambda-A_{t_{0}}\right)^{-3} } \\
& +\left[\left(\lambda-A_{t_{0}}\right)^{-1}, \mathrm{ad}_{A_{t_{0}}}^{2}\left(\dot{A}_{t_{0}}\right)\right]\left(\lambda-A_{t_{0}}\right)^{-2} \\
= & \sum_{k=1}^{K} \mathrm{ad}_{A_{t_{0}}}^{k}\left(\dot{A}_{t_{0}}\right)\left(\lambda-A_{t_{0}}\right)^{-(k+1)}+\left[\left(\lambda-A_{t_{0}}\right)^{-1}, \mathrm{ad}_{A_{t_{0}}}^{K}\left(\dot{A}_{t_{0}}\right)\right]\left(\lambda-A_{t_{0}}\right)^{-K} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=t_{0}} \log _{\theta} A_{t}= & -\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left[\left(A_{t_{0}}-\lambda\right)^{-1}, \dot{A}_{t_{0}}\right]\left(A_{t_{0}}-\lambda\right)^{-1} d \lambda \\
& -\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda \dot{A}_{t_{0}}\left(A_{t_{0}}-\lambda\right)^{-1} d \lambda \\
= & \sum_{k=0}^{K} \operatorname{ad}_{A_{t_{0}}}^{k}\left(\dot{A}_{t_{0}}\right) \frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left(\lambda-A_{t_{0}}\right)^{-(k+2)} d \lambda \\
& +\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left[\left(\lambda-A_{t_{0}}\right)^{-1}, \operatorname{ad}_{A_{t_{0}}}^{K}\left(\dot{A}_{t_{0}}\right)\right]\left(\lambda-A_{t_{0}}\right)^{-K-1} d \lambda .
\end{aligned}
$$

A Cauchy integral yields

$$
\begin{aligned}
\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left(\lambda-A_{t_{0}}\right)^{-2} d \lambda & =\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{-1}\left(\lambda-A_{t_{0}}\right)^{-1} d \lambda \\
& =-A_{t_{0}}^{-1}
\end{aligned}
$$

Similarly, by integration by parts,

$$
\begin{aligned}
\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left(\lambda-A_{t_{0}}\right)^{-3} d \lambda & =\frac{1}{2} \frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{-1}\left(\lambda-A_{0}\right)^{-2} d \lambda \\
& =-\frac{1}{2} \frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{-2}\left(\lambda-A_{t_{0}}\right)^{-1} d \lambda \\
& =\frac{1}{2} A_{t_{0}}^{-2} .
\end{aligned}
$$

Iterating this procedure yields

$$
\left.\frac{d}{d t}\right|_{t=t_{0}} \log _{\theta} A_{t}=\sum_{k=0}^{K} \frac{(-1)^{k}}{k+1} \operatorname{ad}_{A_{t_{0}}}^{k}\left(\dot{A}_{t_{0}}\right) A_{t_{0}}^{-(k+1)}+R_{K}\left(A_{t_{0}}, \dot{A}_{t_{0}}\right)
$$

where we have set

$$
R_{K}\left(A_{t_{0}}, \dot{A}_{t_{0}}\right)=-\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left[\left(\lambda-A_{t_{0}}\right)^{-1}, \operatorname{ad}_{A_{t_{0}}}^{K}\left(\dot{A}_{t_{0}}\right)\right]\left(\lambda-A_{t_{0}}\right)^{-K-1} d \lambda .
$$

Corollary 2.1.15. Let $A$ and $B$ be admissible operators in $C \ell(M, E)$ with positive orders $a, b$ and spectral cuts $\theta$ and $\phi$ respectively and such that $A B$ is also admissible with spectral cut $\psi$ depending on the choice of $\theta$ and $\phi$. Let us assume that for each $t$ in $[0,1]$, the operator $A_{\theta}^{t} B$ has spectral cut $\psi(t)$, where $t \rightarrow \psi(t)$ is continuous. Set $\psi(0)=\phi$ and $\psi(1)=\psi$. If $A$ commutes with $B$, then

$$
\begin{equation*}
\log _{\psi} A B=\log _{\theta} A+\log _{\phi} B . \tag{2.13}
\end{equation*}
$$

Proof: Let us consider the family $A_{t}=A_{\theta}^{t} B$. It is a differentiable family of admissible operators. Following arguments similar to Okikiolu's (see [Ok2]), we can build a finite partition $\bigcup_{k=1}^{K} J_{k}$ of $[0,1]$ in such a way that we can choose on each of the intervals $J_{k}=\left[t_{k}, t_{k+1}\right]$ a common fixed spectral cut $\psi_{k}$ of $A_{\theta}^{t} B$ when $t$ varies in $J_{k}$. Indeed, the angle $\psi_{k}$ is close to each angle $\psi_{k}(t)$ in the sense that there is $\epsilon$ such that there are no eigenvalues of $A_{\theta}^{t} B$ in the cone $\Lambda_{\psi_{k}-\epsilon, \psi_{k}(t)-\epsilon}$. We have $\dot{A}_{t}=\frac{d}{d t} A_{t}=\log _{\theta} A A^{t} B$. Since $A$ commutes with $B, A_{t}$ commutes with $\dot{A}_{t}$. Then applying the above proposition to each interval $J_{k}$, we obtain

$$
\frac{d}{d t} \log _{\psi(t)} A_{t}=\dot{A}_{t} A_{t}^{-1}=\log _{\theta} A
$$

Integrating from $t=0$ to $t=1$, it follows that

$$
\int_{0}^{1}\left(\frac{d}{d t} \log _{\psi_{k}} A_{t}\right) d t=\log _{\psi} A B-\log _{\phi} B=\log _{\theta} A
$$

We introduce the following class of $\Psi D O s$ defined in [Ok2] and further used in [B]. A pseudodifferential operator $A: \Gamma(M, E) \rightarrow \Gamma(M, E)$ is logarithmic if its symbol in local chart has an asymptotic expansion of the form

$$
\begin{equation*}
\sigma(A)(x, \xi) \sim \gamma \log |\xi|+\sum_{j=0}^{\infty} \chi(\xi) \sigma_{a-j}(A)(x, \xi), \quad(x, \xi) \in T^{\star} M, \quad a, \gamma \in \mathbb{C} \tag{2.14}
\end{equation*}
$$

where each term $\sigma_{a-j}(A)(x, \xi)$ is positively homogeneous in $\xi$ of degree $a-j$. The number $a$ is called the degree of the logarithmic $\Psi D O A$ and the number $\gamma$ is called the type of this operator. We denote the set of logarithmic $\Psi D O s$ of degree $a$ and type $\gamma((a, \gamma)$ logarithmic) by $\widetilde{C \ell}{ }^{a, \gamma}(M, E)$. Notice that

- A logarithm is a logarithmic operator of zero degree i.e. $a=0$.
- $\widetilde{C \ell}^{a, \gamma}(M, E) \subset C \ell^{a, 1}(M, E)$ i.e. a logarithmic $\Psi D O$ is a log-polyhomogeneous operator.
- $\widetilde{C \ell}^{a, 0}(M, E)=C \ell^{a}(M, E)$ i.e. a classical operator is a logarithmic operator.

We set:

$$
\widetilde{C l}^{a}(M, E)=\bigcup_{\gamma \in \mathbb{C}} \widetilde{C l}^{a, \gamma}(M, E), \quad \widetilde{C \ell}(M, E)=\bigcup_{a \in \mathbb{C}} \widetilde{C l}^{a}(M, E)
$$

A logarithmic operator $A$ in $\widetilde{C l}^{a}(M, E)$ is odd-class if in the asymptotic expansion (2.14), each term satisfies

$$
\sigma_{a-j}(A)(x,-\xi)=(-1)^{a-j} \sigma_{a-j}(A)(x, \xi), \quad \text { for } \quad|\xi| \geq 1
$$

Denote by $\widetilde{C \ell}_{\text {odd }}^{a, \gamma}(M, E)$ (resp. $\left.\widetilde{C \ell}_{\text {odd }}(M, E)\right)$ the set of odd-class $(a, \gamma)$-logarithmic (resp. odd-class logarithmic) pseudodifferential operators.

## Lemma 2.1.16.

1. If $A, B \in \widetilde{C \ell}(M, E)$, then $[A, B] \in C \ell(M, E)$.
2. If $A, B \in \widetilde{C \ell}_{\text {odd }}(M, E)$, then $[A, B] \in C \ell_{o d d}(M, E)$.
3. If $A$ in $C \ell(M, E)$ is admissible with spectral cut $\theta$, then $\operatorname{ad}_{\log _{\theta} A}$ is a derivation on $\widetilde{C \ell}(M, E)$.

Proof: Let us prove the first item. Suppose that $A$ belongs to $\widetilde{C \ell}^{a, \gamma}(M, E)$ and $B$ belongs to $\widetilde{C \ell}^{p, \delta}(M, E)$. Then we have $\sigma(A)(x, \xi)=\gamma \log |\xi|+\sigma\left(A_{1}\right)(x, \xi)$ and $\sigma(B)(x, \xi)=$ $\delta \log |\xi|+\sigma\left(B_{1}\right)(x, \xi)$ where $A_{1}, B_{1}$ are classical $\Psi D O s$ of order $a, b$ respectively. Hence

$$
\begin{aligned}
& \sigma(A B)(x, \xi) \\
\sim & \sum_{\alpha} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma(A)(x, \xi) D_{x}^{\alpha} \sigma(B)(x, \xi) \\
\sim & \gamma \delta \log ^{2}|\xi|+\gamma \log |\xi| \sigma\left(B_{1}\right)(x, \xi)+\delta \log |\xi| \sigma\left(A_{1}\right)(x, \xi)+\sigma\left(A_{1}\right)(x, \xi) \sigma\left(B_{1}\right)(x, \xi) \\
& +\gamma \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \log |\xi| D_{x}^{\alpha} \sigma\left(B_{1}\right)(x, \xi)+\delta \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(A_{1}\right)(x, \xi) D_{x}^{\alpha} \sigma\left(B_{1}\right)(x, \xi) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \sigma(B A)(x, \xi) \\
\sim & \gamma \delta \log ^{2}|\xi|+\delta \log |\xi| \sigma\left(A_{1}\right)(x, \xi)+\gamma \log |\xi| \sigma\left(B_{1}\right)(x, \xi)+\sigma\left(B_{1}\right)(x, \xi) \sigma\left(A_{1}\right)(x, \xi) \\
& +\delta \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \log |\xi| D_{x}^{\alpha} \sigma\left(A_{1}\right)(x, \xi)+\gamma \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(B_{1}\right)(x, \xi) D_{x}^{\alpha} \sigma\left(A_{1}\right)(x, \xi) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \sigma([A, B])(x, \xi) \\
\sim & {\left[\sigma\left(A_{1}\right)(x, \xi), \sigma\left(B_{1}\right)(x, \xi)\right] } \\
& +\gamma \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \log |\xi| D_{x}^{\alpha} \sigma\left(B_{1}\right)(x, \xi)+\delta \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(A_{1}\right)(x, \xi) D_{x}^{\alpha} \sigma\left(B_{1}\right)(x, \xi) \\
& -\delta \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \log |\xi| D_{x}^{\alpha} \sigma\left(A_{1}\right)(x, \xi)-\gamma \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(B_{1}\right)(x, \xi) D_{x}^{\alpha} \sigma\left(A_{1}\right)(x, \xi) .
\end{aligned}
$$

Since $\partial_{\xi}^{\alpha} \log |\xi|$ is homogeneous of degree $-|\alpha|,[A, B]$ lies in $C \ell(M, E)$. Furthermore

$$
\begin{aligned}
\sigma([A, B])_{a+b-j}(x, \xi)= & \sigma_{a}(A)(x, \xi) \sigma_{b-j}(B)(x, \xi)-\sigma_{a-j}(A)(x, \xi) \sigma_{b}(B)(x, \xi) \\
& +\sum_{k+l+|\alpha|=j, l<j} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{a-k}(A)(x, \xi) D_{x}^{\alpha} \sigma_{b-l}(B)(x, \xi)
\end{aligned}
$$

and the second item follows. Moreover, if $A$ is an admissible operator, $\log _{\theta} A$ belongs to $\widetilde{C \ell}(M, E)$ and hence the commutator $\left[\log _{\theta} A, B\right]$ belongs to $C \ell(M, E)$ which is include on $\widetilde{C \ell}(M, E)$. The third item follows.

Let us introduce some notations. In what follows $\mathcal{L}^{(k)}(P, Q)$ denotes a Lie monomial of degree $k$, i.e. a linear combination of expressions of the form $\left[R_{k},\left[R_{k-1}, \cdots\left[R_{3},\left[R_{2}, R_{1}\right]\right] \cdots\right]\right]$ where each of the elements $R_{i}$ is either $P$ or $Q$.

## Lemma 2.1.17.

1. Let $A$ and $B$ be admissible operators in $C \ell(M, E)$ with spectral cuts $\theta$ and $\phi$ respectively. Then
(a) $\operatorname{ad}_{\log _{\theta} A}^{k}\left(\log _{\phi} B\right) \in C \ell^{0}(M, E), \quad \forall k>0$.
(b) $\mathcal{L}^{(k)}\left(\log _{\theta} A, \log _{\phi} B\right) \in C \ell^{0}(M, E), \quad \forall k>1$.
2. Moreover if $A$ and $B$ have scalar leading symbols, then
(a) $\operatorname{ad}_{\log _{\theta} A}^{k}\left(\log _{\phi} B\right) \in C \ell^{-k}(M, E), \quad \forall k>0$.
(b) $\mathcal{L}^{(k)}(\log A, \log B) \in C \ell^{-k+1}(M, E), \quad \forall k>1$.

Remark 2.1.18. Here again, as already pointed out in Remark 2.1.11, the result does not depend on the choice of the spectral cut.

Proof: For simplicity, we drop the subscripts which specify the spectral cuts.

1. We prove the results by induction on $k$.
(a) For $k=1$, since

$$
\operatorname{ad}_{\log A}(\log B)=[\log A, \log B]=\left[\log A, \log B-\frac{b}{a} \log A\right]
$$

where $a$ is the order of $A$ and $b$ is the order of $B$, by Lemma 2.1.10 $\log B-\frac{b}{a} \log A$ is a classical zero order operator and by Lemma 2.1.12, the operator bracket $[\log A, \log B]$ is a classical operator. Let us prove that it is zero order. $\mathrm{By}(2.10), \sigma\left(\log _{\theta} A\right)(x, \xi)=a \log |\xi| I+\sigma_{\theta}^{A}(x, \xi)$ and $\sigma\left(\log _{\phi} B\right)(x, \xi)=b \log |\xi| I+$ $\sigma_{\phi}^{B}(x, \xi)$. As before we define the bracket of symbols $[\sigma, \tau]_{\star}$ to be $\sigma \star \tau-\tau \star \sigma$. We have

$$
\begin{aligned}
{[\sigma(\log A), \sigma(\log B)]_{\star}(x, \xi) } & \sim[\sigma(\log A)(x, \xi), \sigma(\log B)(x, \xi)] \\
& \sim\left[\sigma_{\theta}^{A}(x, \xi), \sigma_{\phi}^{B}(x, \xi)\right]
\end{aligned}
$$

Since $\sigma_{\phi}^{B}$ and $\sigma_{\phi}^{B}$ are classical symbols of zero order, $[\log A, \log B]$ is a classical zero order operator.
Let us now assume that the property holds for a given positive integer $k$, i.e. $\operatorname{ad}_{\log A}^{k}(\log B)$ belongs to $C \ell^{0}(M, E)$. Then

$$
\operatorname{ad}_{\log A}^{k+1}(\log B)=\left[\log A, \operatorname{ad}_{\log A}^{k}(\log B)\right]
$$

and

$$
\sigma\left(\operatorname{ad}_{\log A}^{k+1}(\log B)\right) \sim\left[\sigma(\log A), \sigma\left(\operatorname{ad}_{\log A}^{k}(\log B)\right)\right]_{\star} \sim\left[\sigma_{\theta}^{A}, \sigma\left(\operatorname{ad}_{\log A}^{k}(\log B)\right)\right]_{\star}
$$

Since $\sigma_{0}^{A}$ and $\sigma\left(\operatorname{ad}_{\log A}^{k}(\log B)\right)$ are classical symbols of zero order, the result follows.
(b) For $k=2, \mathcal{L}^{(2)}(\log A, \log B)$ is a linear combination of expressions of the type $[\log A, \log B]=\operatorname{ad}_{\log A}(\log B)$ so that $\mathcal{L}^{(2)}(\log A, \log B)$ lies in $C \ell^{0}(M, E)$. Now, assuming that $\mathcal{L}^{(k)}(\log A, \log B)$ is a linear combination of expressions of the type $\left[\log G, \mathcal{L}^{(k-1)}(\log A, \log B)\right]=\operatorname{ad}_{\log G}\left(\mathcal{L}^{(k-1)}(\log A, \log B)\right)$ where $\log G=$ $\log A$ or $\log G=\log B$ we have

$$
\mathcal{L}^{(k+1)}(\log A, \log B)=\left[\log G, \mathcal{L}^{(k)}(\log A, \log B)\right]=\operatorname{ad}_{\log G}\left(\mathcal{L}^{(k)}(\log A, \log B)\right)
$$

By assumption $\mathcal{L}^{(k)}(\log A, \log B)$ lies in $C \ell^{0}(M, E)$ and hence $\mathcal{L}^{(k+1)}(\log A, \log B)$ lies in $C \ell^{0}(M, E)$.
2. Here we will prove the result for step (a). The step (b) can be proved using the arguments of step (b) of 1 ). We prove the result by induction on $k$. For $k=1$, by item 1, the bracket $[\log A, \log B]$ has zero order. We have

$$
[\sigma(\log A), \sigma(\log B)]_{\star}(x, \xi) \sim\left[\sigma_{\theta}^{A}(x, \xi), \sigma_{\phi}^{B}(x, \xi)\right] .
$$

Since $A$ and $B$ have scalar leading symbols, by Remark 2.1.9, so have $\sigma_{\theta}^{A}$ and $\sigma_{\phi}^{B}$ and hence $\left[\sigma_{\theta}^{A}, \sigma_{\phi}^{B}\right]^{L}=\left[\left(\sigma_{\theta}^{A}\right)^{L},\left(\sigma_{\phi}^{B}\right)^{L}\right]=0$. It follows that $[\log A, \log B]$ has order -1 . If we assume that $\mathrm{ad}_{\log A}^{k}(\log B)$ lies in $C \ell^{-1}(M, E)$, then since

$$
\sigma\left(\operatorname{ad}_{\log A}^{k+1}(\log B)\right) \sim\left[\sigma_{\theta}^{A}, \sigma\left(\operatorname{ad}_{\log A}^{k}(\log B)\right)\right]_{\star}
$$

and

$$
\left(\sigma\left(\operatorname{ad}_{\log A}^{k+1}(\log B)\right)\right)^{L}=\left[\left(\sigma_{0}^{A}\right)^{L},\left(\sigma\left(\operatorname{ad}_{\log A}^{k}(\log B)\right)^{L}\right]=0\right.
$$

The result follows.

In the following proposition, we recall well-known results about log-polyhomogeneous operators i.e. all log-polyhomogeneous operators can be written as finite linear combination of products of classical operators and logarithms.

Proposition 2.1.19. Let $Q$ be an admissible operator in $C \ell(M, E)$ with positive order $q$ and spectral cut $\alpha$. Then for $k \geq 0$,

1. $\left(\log _{\alpha} Q\right)^{k} C \ell(M, E) \subset \bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}$.
2. $C \ell^{\star, k}(M, E)=\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}=\bigoplus_{l=0}^{k}\left(\log _{\alpha} Q\right)^{l} C \ell(M, E)$.

Proof: We proceed by induction on $k$; let $A$ be a classical operator in $C \ell(M, E)$.

1. For $k=1, \log _{\alpha} Q A=A \log _{\alpha} Q+\left[\log _{\alpha} Q, A\right]$. Since $\left[\log _{\alpha} Q, A\right]$ is a classical operator, $\left(\log _{\alpha} Q\right) A$ lies in $C \ell(M, E) \bigoplus C \ell(M, E) \log _{\alpha} Q$.
Assume that $\left(\log _{\alpha} Q\right)^{k-1} A$ lies in $\bigoplus_{l=0}^{k-1} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}$. Then

$$
\begin{aligned}
\left(\log _{\alpha} Q\right)^{k} A & =\left(\log _{\alpha} Q\right)^{k-1}\left(\log _{\alpha} Q\right) A \\
& =\left(\log _{\alpha} Q\right)^{k-1} A \log _{\alpha} Q+\left(\log _{\alpha} Q\right)^{k-1}\left[\log _{\alpha} Q, A\right]
\end{aligned}
$$

Since by the induction assumption, $\left(\log _{\alpha} Q\right)^{k-1}\left[\log _{\alpha} Q, A\right]$ and $\left(\log _{\alpha} Q\right)^{k-1} A$ belong to $\bigoplus_{l=0}^{k-1} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}$, the result follows.
2. From 1) it follows that one can put the powers of the logarithms either on the l.h.s. or on the r.h.s.. Indeed, $\left(\log _{\alpha} Q\right)^{k} C \ell(M, E) \subset \bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}$ implies that

$$
\bigoplus_{l=0}^{k}\left(\log _{\alpha} Q\right)^{l} C \ell(M, E) \subset \bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}
$$

On the other hand, by the same argument, one can write

$$
\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l} \subset \bigoplus_{l=0}^{k}\left(\log _{\alpha} Q\right)^{l} C \ell(M, E)
$$

The second identity follows.
Let us check that $\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}=C \ell^{\star, k}(M, E)$.
The inclusion from left to right is straightforward. Indeed, let $A=\sum_{l=0}^{k} A_{l}\left(\log _{\alpha} Q\right)^{l}$ be an element of $\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}$. Since $\left(\log _{\alpha} Q\right)^{l}$ lies in $C \ell^{\star, k}(M, E)$ for any $l \leq k$, it follows that $A$ belongs to $C \ell^{\star, k}(M, E)$.
To show the inclusion from right to left, let us show by induction on $k$ that any element $A$ of $C \ell^{\star, k}(M, E)$ can be written on the form $A=\sum_{l=0}^{k} A_{l}\left(\log _{\alpha} Q\right)^{l}$.
This clearly holds for $k=0$. Let us assume it holds for $k$. Since $\log _{\alpha} Q$ has a symbol of the form $q \log |\xi|+\sigma_{Q}^{0}$ with $\sigma_{Q}^{0}$ a classical symbol, $\left(\log _{\alpha} Q\right)^{k}$ has a symbol of the form $q^{k} \log ^{k}|\xi|+\sigma_{Q}^{k-1}$ with $\sigma_{Q}^{k-1}$ a log-polyhomogeneous symbol of log-type $k-1$. It follows that to any $A$ in $C \ell^{\star, k}(M, E)$ with symbol $\sigma(A)=\sum_{l=0}^{k} \sigma_{l}(A) \log ^{l}|\xi|$, using a partition of unity adapted to a finite trivializing covering of $M$ for $E$, we can associate a classical operator

$$
A_{k}:=O p\left(\sigma_{k}(A)\right)
$$

Then

$$
B_{1}:=A-\frac{1}{q^{k}} A_{k}\left(\log _{\alpha} Q\right)^{k} \in C \ell^{\star, k-1}(M, E) .
$$

Similarly, to the operator $B_{1}$ we can associate a classical operator

$$
A_{k-1}:=O p\left(\sigma_{k-1}\left(B_{1}\right)\right)
$$

Hence

$$
B_{2}:=B_{1}-\frac{1}{q^{k-1}} A_{k-1}\left(\log _{\alpha} Q\right)^{k-1}=A-\frac{1}{q^{k}} A_{k}\left(\log _{\alpha} Q\right)^{k}-\frac{1}{q^{k-1}} A_{k-1}\left(\log _{\alpha} Q\right)^{k-1}
$$

lies in $C \ell^{\star, k-2}(M, E)$. Iterating this procedure, we build a sequence of classical operators $A_{l}, l=1, \cdots, k$ such that

$$
B_{k}:=A-\sum_{l=1}^{k} \frac{1}{q^{l}} A_{l}\left(\log _{\alpha} Q\right)^{l}
$$

is a classical operator.

This yields back well-known results (see [L]) concerning the structure of $C \ell^{\star, \star}(M, E)$.
Proposition 2.1.20. The algebra $C \ell^{\star, \star}(M, E):=\bigoplus_{k=0}^{\infty} C \ell^{\star, k}(M, E)$ is a $\mathbb{Z}$-graded algebra.

### 2.2 Symmetrized logarithms and odd-class pseudodifferential operators

Inspired by M. Braverman [B], we introduce the symmetrized logarithm of a odd-class classical admissible $\Psi D O s$. We show that this symmetrized logarithm is also odd-class and we characterize the odd-class log-polyhomogeneous operators in terms of a finite linear combination of products of classical operators and symmetrized logarithms of admissible odd-class operators.

Let $A$ be an admissible operator in $C \ell_{o d d}^{a}(M, E)$ which admits spectral cuts $\theta$ and $\theta-a \pi$. The symmetrized $\log$ arithm of $A$ is defined by the formula

$$
\begin{equation*}
\log _{\theta}^{\text {sym }} A:=\frac{1}{2}\left(\log _{\theta} A+\log _{\theta-a \pi} A\right) . \tag{2.15}
\end{equation*}
$$

Proposition 2.2.1. The symmetrized logarithm of $A$ in $C \ell_{\text {odd }}^{a}(M, E)$ with spectral cuts $\theta$ and $\theta-a \pi$ is an odd-class log-polyhomogeneous operator of log degree 1.

Proof: The proof is similar to proofs in [B] (see also [Pa2]).
Assume that $A$ is an odd-class classical operator of order $a$ and $\theta, \theta-a \pi$ are spectral cuts for $A$. By formulae (2.10), (2.11), since $\sigma_{\theta}^{A}$ is a classical $\Psi D O$ of zero order,

$$
\sigma\left(\log _{\theta}(A)\right)(x, \xi)=a \log |\xi| I+\sigma_{\theta}^{A}(x, \xi) \sim a \log |\xi| I+\sum_{j=0}^{\infty} \sigma_{-j}\left(\log _{\theta}(A)\right)(x, \xi)
$$

$$
\sigma_{-j}\left(\log _{\theta}(A)\right)(x, \xi)=|\xi|^{-j} \partial_{z} \sigma_{a z-j}\left(A_{\theta}^{z}\right)\left(x, \frac{\xi}{|\xi|}\right)_{\mid z=0}
$$

Since the operator $\left(A_{\theta}^{z}\right)_{\mid z=0}$ is equal to $I$, the identity of matrices, we have

$$
\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi)_{\mid z=0}=\delta_{0, j} I
$$

We need to evaluate

$$
\sigma_{-j}\left(\log _{\theta}^{\text {sym }} A\right)(x,-\xi)=\frac{1}{2}\left(\sigma_{-j}\left(\log _{\theta} A\right)(x,-\xi)+\sigma_{-j}\left(\log _{\theta-a \pi} A\right)(x,-\xi)\right)
$$

By formula (2.5) the homogeneous components of the symbol of $A_{\theta}^{z}$ are

$$
\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi)=\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z} b_{-a-j}(x, \xi, \lambda) d \lambda .
$$

with $b_{-a-j}$, the homogeneous components of the resolvent $(A-\lambda I)^{-1}$ defined in Section 2.1.2. These components $b_{-a-j}(x, \xi, \lambda)$ are positively homogeneous in $\left(\xi, \lambda^{\frac{1}{a}}\right)$ i.e.

$$
b_{k}\left(x, t \xi, t^{\frac{1}{a}} \lambda\right)=t^{k} b_{k}(x, \xi, \lambda) \quad \forall t>0, \quad \forall(x, \xi) \in T^{\star} M
$$

Moreover, if $A$ belongs to $C \ell_{o d d}^{a}(M, E)$, using the explicit formulae of $b_{-a-j}$, this extends to any real number $t$ since we have

$$
\begin{equation*}
b_{k}\left(x,-\xi,(-1)^{a} \lambda\right)=(-1)^{k} b_{k}(x, \xi, \lambda) . \tag{2.16}
\end{equation*}
$$

Assume that $\operatorname{Re} z<0$. Then using formula (2.16) we can write

$$
\begin{aligned}
\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x,-\xi) & =\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z} b_{-a-j}(x,-\xi, \lambda) d \lambda \\
& =(-1)^{a+j} \frac{i}{2 \pi} \int_{\Gamma_{\theta}} \lambda_{\theta}^{z} b_{-a-j}\left(x, \xi,(-1)^{a} \lambda\right) d \lambda .
\end{aligned}
$$

By a change of variable $\mu=e^{-i a \pi z}$, we obtain

$$
\begin{aligned}
\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x,-\xi) & =(-1)^{a+j} \frac{i}{2 \pi} \int_{\Gamma_{\theta-a \pi}}\left(e^{i a \pi} \mu\right)_{\theta}^{z} b_{-a-j}(x, \xi, \mu) d\left(e^{i a \pi} \mu\right) \\
& =(-1)^{a+j} e^{i a \pi} \frac{i}{2 \pi} \int_{\Gamma_{\theta-a \pi}} e^{i a z \pi} \mu_{\theta-a \pi}^{z} b_{-a-j}(x, \xi, \mu) d \mu \\
& =(-1)^{j} e^{i a z \pi} \sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x, \xi)
\end{aligned}
$$

Thus

$$
\begin{equation*}
\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x,-\xi)=e^{i \pi(a z+j)} \sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x, \xi) \tag{2.17}
\end{equation*}
$$

Since both the left and the right hand side of this equality are analytic in $z$, we conclude that the equality holds for all complex $z$ in $\mathbb{C}$. Similarly,

$$
\begin{aligned}
\sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x,-\xi) & =(-1)^{a+j} \frac{i}{2 \pi} \int_{\Gamma_{\theta-a \pi}}\left(e^{-i a \pi} \mu\right)_{\theta}^{z} b_{-a-j}(x, \xi, \mu) d\left(e^{-i a \pi} \mu\right) \\
& =(-1)^{a+j} e^{-i a \pi} \frac{i}{2 \pi} \int_{\Gamma_{\theta}} e^{-i a z \pi} \mu_{\theta-a \pi}^{z} b_{-a-j}(x, \xi, \mu) d \mu \\
& =(-1)^{j} e^{-i a z \pi} \sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi)
\end{aligned}
$$

We therefore infer that

$$
\begin{equation*}
\sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x,-\xi)=e^{-i \pi(a z+j)} \sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi) . \tag{2.18}
\end{equation*}
$$

Differentiating equation (2.17) w.r. to $z$ yields:

$$
\begin{aligned}
\sigma_{a z-j}\left(\partial_{z} A_{\theta}^{z}\right)(x,-\xi) & =\partial_{z}\left(\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x,-\xi)\right) \\
& =\partial_{z}\left(e^{i \pi(a z+j)} \sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x, \xi)\right) \\
& =e^{i \pi(a z+j)}\left(i a \pi \sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x, \xi)+\sigma_{a z-j}\left(\partial_{z} A_{\theta-a \pi}^{z}\right)(x, \xi)\right)
\end{aligned}
$$

i.e.

$$
\begin{equation*}
\sigma_{a z-j}\left(\partial_{z} A_{\theta}^{z}\right)(x,-\xi)=e^{i \pi(a z+j)}\left(i a \pi \sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x, \xi)+\sigma_{a z-j}\left(\partial_{z} A_{\theta-a \pi}^{z}\right)(x, \xi)\right) . \tag{2.19}
\end{equation*}
$$

Similarly, differentiating equation (2.18) w.r. to $z$ yields:

$$
\begin{aligned}
\sigma_{a z-j}\left(\partial_{z} A_{\theta-a \pi}^{z}\right)(x,-\xi) & =\partial_{z}\left(\sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x,-\xi)\right) \\
& =\partial_{z}\left(e^{-i \pi(a z+j)} \sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi)\right) \\
& =e^{-i \pi(a z+j)}\left(-i a \pi \sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi)+\sigma_{a z-j}\left(\partial_{z} A_{\theta}^{z}\right)(x, \xi)\right)
\end{aligned}
$$

i.e.

$$
\begin{equation*}
\sigma_{a z-j}\left(\partial_{z} A_{\theta-a \pi}^{z}\right)(x,-\xi)=e^{-i \pi(a z+j)}\left(-i a \pi \sigma_{a z-j}\left(A_{\theta}^{z}\right)(x, \xi)+\sigma_{a z-j}\left(\partial_{z} A_{\theta}^{z}\right)(x, \xi)\right) . \tag{2.20}
\end{equation*}
$$

Now, combining equations (2.19) and (2.20) yields at $z=0$ :

$$
\begin{aligned}
\sigma_{-j}\left(\log _{\theta}^{\text {sym }} A\right)(x,-\xi)= & \frac{1}{2}\left(\sigma_{-j}\left(\log _{\theta} A\right)(x,-\xi)+\sigma_{-j}\left(\log _{\theta-a \pi} A\right)(x,-\xi)\right) \\
= & \frac{1}{2}\left(\sigma_{-j}\left(\left(\partial_{z} A_{\theta}^{z}\right)_{\left.\right|_{z=0}}\right)(x,-\xi)+\sigma_{-j}\left(\left(\partial_{z} A_{\theta-a \pi}^{z}\right)_{\mid z=0}\right)(x,-\xi)\right) \\
= & \frac{1}{2}(-1)^{j}\left(i a \pi \sigma_{-j}(I)(x, \xi)+\sigma_{-j}\left(\log _{\theta-a \pi} A\right)(x, \xi)\right) \\
& +\frac{1}{2}(-1)^{j}\left(-i a \pi \sigma_{-j}(I)(x, \xi)+\sigma_{-j}\left(\log _{\theta} A\right)(x, \xi)\right) \\
= & (-1)^{j} \sigma_{-j}\left(\log _{\theta}^{\text {sym }} A\right)(x, \xi)
\end{aligned}
$$

and $\log _{\theta}^{\text {sym }} A=\frac{1}{2}\left(\log _{\theta} A+\log _{\theta-a \pi}\right)$ is an odd-class log-polyhomogeneous operator.

Corollary 2.2.2. If $A$ in $C \ell_{o d d}^{a}(M, E)$ admits a spectral cut $\theta$ and $a$ is even, then $\log _{\theta}(A)$ is an odd-class log-polyhomogeneous operator.

Proof: If $a$ is even i.e. $a=2 k$ for some integer $k$, then $\log _{\theta-a \pi} A=\log _{\theta-2 k \pi} A$ so that

$$
\log _{\theta-2 k \pi} A-\log _{\theta} A=-2 i k \pi I .
$$

We obtain $\log _{\theta}^{\text {sym }} A=\log _{\theta} A-i k \pi I$. Since $I$ is an odd-class operator we deduce that $\log _{\theta} A$ is an odd-class operator.
Another way to obtain the result is to compute directly homogeneous components de the symbol of $\log _{\theta} A$ by evaluating formula (2.19) at $z=0$. This gives

$$
\sigma_{-j}\left(\log _{\theta} A\right)(x,-\xi)=(-1)^{j} i a \pi \sigma_{-j}(I)(x, \xi)+(-1)^{j} \sigma_{-j}\left(\log _{\theta-a \pi} A\right)(x, \xi)
$$

But $(-1)^{j} i a \pi \sigma_{-j}(I)(x, \xi)=0$ for $j>0$. Hence

$$
\text { For } \quad j>0, \quad \sigma_{-j}\left(\log _{\theta} A\right)(x,-\xi)=(-1)^{j} \sigma_{-j}\left(\log _{\theta-a \pi} A\right)(x, \xi) \text {. }
$$

Now, if $a=2 k$ is even then using formula $\log _{\theta-2 k \pi} A-\log _{\theta} A=-2 i k \pi I$, we have for $j>0$,

$$
\sigma_{-j}\left(\log _{\theta} A\right)(x,-\xi)=(-1)^{j} \sigma_{-j}\left(\log _{\theta} A\right)(x, \xi) \quad \text { and } \quad \sigma_{0}\left(\log _{\theta} A\right)(x,-\xi)=\sigma_{0}\left(\log _{\theta} A\right)(x, \xi)
$$

The result follows.
In this section we show the equivalent of Proposition 2.1.19 for the case of odd-class operators, namely that all log-polyhomogeneous operators in the odd-class algebra can be written as finite linear combinations of products of odd-class classical operators and symmetrized logarithms of odd-class elliptic operators. To do so, let us first show that in Proposition 2.1.19, we can replace the logarithm of the admissible operator $Q$ by the symmetrized logarithm of an admissible odd-class operator.

Proposition 2.2.3. Let $Q$ be any odd-class admissible operator in $C l_{\text {odd }}(M, E)$ with positive order $q$ and spectral cuts $\alpha$ and $\alpha-q \pi$. Then for $k \geq 0$,

1. $\left(\log _{\alpha}^{\text {sym }} Q\right)^{k} C \ell_{\text {odd }}(M, E) \subset \bigoplus_{l=0}^{k} C \ell_{\text {odd }}(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}$.
2. $C \ell^{\star, k}(M, E)=\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}=\bigoplus_{l=0}^{k}\left(\log _{\alpha}^{\text {sym }} Q\right)^{l} C \ell(M, E)$.

Proof: Since the proposition is the odd-class case of Proposition 2.1.19, the proof goes similarly. We have just to verify some points using the odd-class property.

1. If $Q$ is odd-class, the same argument used to prove item 1 of Proposition 2.1.19 holds, replacing $C \ell(M, E)$ by $C \ell_{\text {odd }}(M, E)$, since $\log _{\alpha}^{\text {sym }} Q$ lies in the odd class and the odd-class is stable under products.
2. The first identity in 2) can be derived as in the proof of item 2 of Proposition 2.1.19. All we need to show is that

$$
\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l}=\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l} .
$$

Let us prove the inclusion form left to right. To do so let us write

$$
\log _{\alpha}^{\text {asym }} Q:=\frac{1}{2}\left(\log _{\theta} A-\log _{\theta-a \pi} A\right)
$$

It is easy to check (formula 2.12) that $\log _{\alpha}^{\text {asym }} Q$ is a classical operator of zero order and

$$
\log _{\alpha} Q=\log _{\alpha}^{\text {sym }} Q+\log _{\alpha}^{\text {asym }} Q .
$$

This last equality combined with the fact that $\log _{\alpha}^{\text {asym }} Q$ is a classical operator implies that

$$
\left(\log _{\alpha} Q\right)^{l}=\left(\log _{\alpha}^{\text {sym }} Q+\log _{\alpha}^{\text {asym }} Q\right)^{l}
$$

is a finite linear combination of products of the type

$$
C_{1}\left(\log _{\alpha}^{\text {sym }} Q\right)^{k_{1}} \cdots C_{p}\left(\log _{\alpha}^{\text {sym }} Q\right)^{k_{p}}
$$

with $k_{1}+\cdots+k_{p}=l$. This clearly lies in $\bigoplus_{j=0}^{l} C \ell(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{j}$. Hence

$$
\bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha} Q\right)^{l} \subset \bigoplus_{l=0}^{k} C \ell(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l} .
$$

The inclusion from right to left can be shown similarly writing

$$
\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}=\left(\log _{\alpha} Q-\log _{\alpha}^{\text {asym }} Q\right)^{l} .
$$

We provide a description of the algebra of odd-class log-polyhomogeneous pseudodifferential operators in terms of symmetrized logarithms.

Theorem 2.2.4. Let $Q$ be any odd-class admissible operator in $C \ell_{\text {odd }}(M, E)$ with positive order $q$ and spectral cuts $\alpha$ and $\alpha-q \pi$. Then,

$$
C \ell_{o d d}^{\star, k}(M, E)=\bigoplus_{l=0}^{k}\left(\log _{\alpha}^{\text {sym }} Q\right)^{l} C \ell_{o d d}(M, E)=\bigoplus_{l=0}^{k} C \ell_{o d d}(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}
$$

Proof: Let us check the independence on the choice of $Q$. Assume that $Q_{i}, i=1,2$ are odd-class operators with spectral cuts $\alpha_{i}, \alpha_{i}-q_{i} \pi$. Let $A=\sum_{l=0}^{k} A_{l}\left(\log _{\alpha_{1}}^{\text {sym }} Q_{1}\right)^{l}$. Since

$$
\log _{\alpha_{1}} Q_{1}=\log _{\alpha_{1}}^{\text {sym }} Q_{1}+\log _{\alpha_{1}}^{\text {asym }} Q_{1} \quad \text { and } \quad \log _{\alpha_{2}} Q_{2}=\log _{\alpha_{2}}^{\text {sym }} Q_{2}+\log _{\alpha_{2}}^{\text {asym }} Q_{2},
$$

we can write

$$
\begin{aligned}
\log _{\alpha_{1}}^{\text {sym }} Q_{1} & =\frac{q_{1}}{q_{2}} \log _{\alpha_{2}}^{\text {sym }} Q_{2}+\left(\log _{\alpha_{1}} Q_{1}-\frac{q_{1}}{q_{2}} \log _{\alpha_{2}} Q_{2}\right)-\left(\log _{\alpha_{1}}^{\text {asym }} Q_{1}-\frac{q_{1}}{q_{2}} \log _{\alpha_{2}}^{\text {asym }} Q_{2}\right) \\
& =\frac{q_{1}}{q_{2}} \log _{\alpha_{2}}^{\text {sym }} Q_{2}+B_{12}
\end{aligned}
$$

where

$$
B_{12}=\left(\log _{\alpha_{1}} Q_{1}-\frac{q_{1}}{q_{2}} \log _{\alpha_{2}} Q_{2}\right)-\left(\log _{\alpha_{1}}^{\text {asym }} Q_{1}-\frac{q_{1}}{q_{2}} \log _{\alpha_{2}}^{\text {asym }} Q_{2}\right) \in C \ell_{o d d}(M, E)
$$

By the first part of Proposition 2.2.3, $\left(\log _{\alpha_{1}}^{\text {sym }} Q_{1}\right)^{l}=\left(\frac{q_{1}}{q_{2}} \log _{\alpha_{2}}^{\text {sym }} Q_{2}+B_{12}\right)^{l}$ which is a finite linear combination of products of the type $C_{1}\left(\log _{\alpha_{2}}^{\text {sym }} Q_{2}\right)^{k_{1}} \cdots C_{p}\left(\log _{\alpha_{2}}^{\text {sym }} Q_{2}\right)^{k_{p}}$ with $k_{1}+\cdots+k_{p}=l$, lies in $\bigoplus_{j=0}^{l} C \ell_{\text {odd }}(M, E)\left(\log _{\alpha_{2}}^{\text {sym }} Q_{2}\right)^{j}$.
Hence $\bigoplus_{l=0}^{k} C \ell_{\text {odd }}(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}$ is independent of the odd-class operator $Q$.
We are now left to show that

$$
\bigoplus_{l=0}^{k} C \ell_{o d d}(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}=C \ell_{o d d}^{\star, k}(M, E)
$$

The inclusion from left to right follows from item 2 of Proposition 2.2.3 and the fact that an operator of $\bigoplus_{l=0}^{k} C \ell_{\text {odd }}(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}$ is a linear combination of products of odd-class operators and therefore lies in the odd class i.e. lies in $C \ell_{o d d}^{\star, k}(M, E)$.

Let us prove the inclusion from left to right.
Let $A$ be an operator in $C l_{o d d}^{\star, k}(M, E)$ with order $a$ and symbol of the form

$$
\sigma(A) \sim \sum_{j=0}^{\infty} \sum_{l=0}^{k} \sigma_{a-j, l}(A) \log ^{l}|\xi| .
$$

Since $A$ is odd-class, each $\sigma_{a-j, l}(A)$ verify $\sigma_{a-j, l}(A)(x,-\xi)=(-1)^{a-j} \sigma_{a-j, l}(A)(x, \xi)$.
Let us write

$$
\sigma(A) \sim \sum_{l=0}^{k} \sigma_{l}(A) \log ^{l}|\xi|
$$

with $\sigma_{l}(A) \sim \sum_{j=0}^{\infty} \sigma_{a-j, l}(A)$; each $\sigma_{l}(A)$ is an odd-class symbol.
On the other hand, by item 2 of Proposition 2.2.3, we can write $A=\sum_{l=0}^{k} A_{l}\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}$.
In order to show that $A_{l}$ is an odd-class operator for $l=0, \cdots, k$ we compute the components of $\sigma(A)$. Since the odd-class operator $\log _{\alpha}^{\text {sym }} Q$ has a symbol of the form $q \log |\xi|+\sigma^{0}$ with $\sigma^{0}$ a classical odd class symbol, $\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}$ has a symbol of the form $q^{l} \log ^{l}|\xi|+\sigma^{l-1}$ with $\sigma^{l-1}$ an odd class log-polyhomogeneous symbol of log-type $l-1$. The odd-class logpolyhomogeneous symbol $\sigma^{l-1}$ has an expression of the form $\sum_{j=0}^{l-1} \sigma_{j, l-1} \log ^{j}|\xi|$ with each $\sigma_{j, l-1}$ an odd-class symbol. We have

$$
\begin{aligned}
\sigma(A) & \sim \sigma\left(A_{0}\right)+\sum_{l=1}^{k} \sum_{\alpha} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(A_{l}\right) D_{x}^{\alpha} \sigma\left(\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}\right) \\
& \sim \sigma\left(A_{0}\right)+\sum_{l=1}^{k} \sigma\left(A_{l}\right) \sigma\left(\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}\right)+\sum_{l=1}^{k} \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(A_{l}\right) D_{x}^{\alpha} \sigma\left(\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}\right) \\
& \sim \sigma\left(A_{0}\right)+\sum_{l=1}^{k} q^{l} \sigma\left(A_{l}\right) \log ^{l}|\xi|+\sum_{l=1}^{k} \sigma\left(A_{l}\right) \sigma^{l-1}+\sum_{l=1}^{k} \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(A_{l}\right) D_{x}^{\alpha} \sigma^{l-1} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\sigma(A) \sim & \sigma\left(A_{0}\right)+\sum_{l=1}^{k} q^{l} \sigma\left(A_{l}\right) \log ^{l}|\xi|+\sum_{l=1}^{k} \sum_{j=1}^{l-1} \sigma\left(A_{l}\right) \sigma_{j, l-1} \log ^{j}|\xi| \\
& +\sum_{l=1}^{k} \sum_{\alpha \neq 0} \sum_{j=1}^{l-1} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(A_{l}\right)\left(D_{x}^{\alpha} \sigma_{j, l-1}\right) \log ^{j}|\xi| .
\end{aligned}
$$

Comparing with $\sigma(A) \sim \sum_{l=0}^{k} \sigma_{l}(A) \log ^{l}|\xi|$, we obtain:

$$
\left.\begin{array}{rl}
\sigma_{k}(A) & =q^{k} \sigma\left(A_{k}\right), \\
\sigma_{k-1}(A) & =q^{k-1} \sigma\left(A_{k-1}\right)+\sigma\left(A_{k}\right) \sigma_{k-1, k-1}+\sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma\left(A_{k}\right) D_{x}^{\alpha} \sigma_{k-1, k-1} \log ^{j}|\xi|, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right)
$$

for $i=k-2, \cdots, 0$. Since $A$ is an odd-class operator, $\sigma_{k}(A)$ lies in the odd-class which implies that $\sigma\left(A_{k}\right)$ is odd-class symbol and $A_{k}$ is odd-class operator. But $A_{k}$ odd-class operator implies that $A_{k-1}$ is odd-class operator. We show this way, inductively on $l$, that $A_{l}$ lies in the odd-class for $l=0, \cdots, k$. Finally,

$$
\bigoplus_{l=0}^{k} C \ell_{o d d}(M, E)\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}=C \ell_{o d d}^{\star, k}(M, E)
$$

Here again, this provides similar information on the structure of $C \ell_{o d d}^{\star, \star}(M, E)$.
Proposition 2.2.5. The algebra $C \ell_{o d d}^{\star, \star}(M, E):=\bigoplus_{k=0}^{\infty} C \ell_{o d d}^{\star, k}(M, E)$ is a $\mathbb{Z}$-graded algebra.

## CHAPTER 3

## Chapter 3

## The canonical trace on odd-class pseudodifferential operators

The aim of this chapter is twofold. We first characterize traces on $C \ell_{o d d}^{0}(M, E)$ (Theorem 3.3.4) when the underlying manifold $M$ is odd dimensional; these are linear combinations of leading symbol traces, which involve the leading symbol, and the canonical trace which involves the whole symbol of the operator. The canonical trace is extended to odd-class operators in odd-dimensions after which we express regularized traces of logpolyhomogeneous odd-class operators in terms of this canonical trace (Theorem 3.5.7) and derive from there the cyclicity of the canonical trace on odd-class log-polyhomogeneous operators in odd dimensions (Corollary 3.5.9).

### 3.1 The $L^{2}$-trace on smoothing operators

The $L^{2}$-trace (or usual trace)
$\operatorname{Tr}: C \ell^{-\infty}(M, E) \rightarrow \mathbb{R}$

$$
A \mapsto \operatorname{Tr}(A):=\int_{M} \operatorname{tr}_{x}\left(K_{A}(x, x)\right) d x=\int_{M} \int_{T_{x}^{*} M} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi d x
$$

where $\operatorname{tr}_{x}$ is the fibrewise trace and where, as before, $đ \xi:=\frac{1}{(2 \pi)^{n}} d \xi$ with $d \xi$ the ordinary Lebesgue measure on the cotangent bundle $T_{x}^{*} M \simeq \mathbb{R}^{n}$, is up to a multiplicative factor the unique trace on the algebra of smoothing operators $C \ell^{-\infty}(M, E)$. Indeed, in [Gu3] V. Guillemin showed the following proposition:

## Proposition 3.1.1.

1. Any operator $R$ in $C \ell^{-\infty}(M, E)$ such that $\operatorname{Tr}(R)=0$ is sum of commutators in $C \ell^{-\infty}(M, E)$.
2. Any trace in $C \ell^{-\infty}(M, E)$ is proportional to the usual trace.

Let $R$ be a smoothing operator in $C \ell^{-\infty}(M, E)$ such that $\operatorname{Tr}(R) \neq 0$. For any pseudodifferential projection $J$ in $C \ell^{-\infty}(M, E)$ of rank 1, the smoothing operator $R-\operatorname{Tr}(R) J$ verifies $\operatorname{Tr}(R-\operatorname{Tr}(R) J)=0$. As a consequence of the above proposition it follows that we can express $R$ as a sum of commutators and a smoothing operator

$$
\begin{equation*}
R=\operatorname{Tr}(R) J+\sum_{j=1}^{N}\left[S_{j}, T_{j}\right] \tag{3.1}
\end{equation*}
$$

where $J$ is as above and $S_{j}, T_{j}$ are smoothing operators.
The trace $\operatorname{Tr}$ further extends by the same formula to a trace on the algebra of classical operators of order with real part $<-n$ (where n is the dimension of the underlying manifold) since these are trace-class. However,

Proposition 3.1.2. The trace $\operatorname{Tr}$ does not extend to a trace functional on the whole algebra $C \ell(M, E)$.

Proof: This follows from Wodzicki's characterization of traces on $C \ell(M, E)$ [W1], but we give here a more simple and direct proof which can be found in [L]. Assume $\lambda$ is a trace on $C \ell(M, E)$ such that for any $A$ in $C \ell(M, E)$ with order $a$, if $\operatorname{Re}(a)<-n$, then $\lambda(A)=\operatorname{Tr}(A)$. We may choose an elliptic operator $A$ in $C \ell(M, E)$ with non-vanishing Fredholm index. Let $B$ be a parametrix in $C \ell(M, E)$ of $A$. Then

$$
I-B A, I-A B \in C \ell^{-\infty}(M, E)
$$

and we arrive at the contradiction

$$
0 \neq \operatorname{ind}(A)=\operatorname{Tr}(I-B A)-\operatorname{Tr}(I-A B)=\operatorname{Tr}([A, B])=\lambda([A, B])=0
$$

There is therefore no trace on $C \ell(M, E)$ which extends the $L^{2}$-trace. M. Wodzicki in [W1] (see also $[\mathrm{K}]$ ) proved that on a connected closed manifold of dimension $>1$, any trace on $C \ell(M, E)$ is proportional to the noncommutative residue defined as follows: for any classical operator $A$ of order $a$ which symbol has the asymptotic expansion $\sigma(A)(x, \xi) \sim$ $\sum_{j=0}^{\infty} \chi(\xi) \sigma(A)_{a-j}(x, \xi)$ in local coordinates, the noncommutative residue of $A$ is

$$
\operatorname{res}(A)=\int_{M} \operatorname{res}_{x}(A) d x=\int_{M} \int_{S^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n}(A)(x, \xi)\right) d \xi d x
$$

Here $n$ is the dimension of the manifold $M$ and $\sigma(A)_{-n}(x, \xi)$ is the homogeneous component of degree $-n$ of the symbol of $A$. This definition is independent of the chosen local
chart. From this expression, it is easy to see that the noncommutative residue is local in the sense that it depends on a finite number of homogeneous components of the symbol of $A$. We deduce the following result.

Lemma 3.1.3. Let $A$ be a classical $\Psi D O$.

1. If $\operatorname{ord}(A)<-n$, then $\operatorname{res}(A)=0$.
2. If $A$ lies in $C \ell_{o d d}(M, E)$ and $n$ is odd, then $\operatorname{res}(A)=0$.

Proof: For the first item, if $A$ is of order $<-n$ then $\sigma_{-n}(A)=0$.
For the second item, if $A$ lies in $C \ell_{o d d}(M, E)$ and $n$ is odd, then $\sigma_{-n}(A)(x,-\xi)=$ $-\sigma_{-n}(A)(x, \xi)$. Integrating over $S^{*} M$ the odd-function $\sigma_{-n}(A)(x, \xi)$ we infer that $\operatorname{res}_{x}(A)=$ $-\operatorname{res}_{x}(A)=0$.
Consequently, if the dimension of $M$ is odd, the algebra of odd-class operators is contained in the kernel of the noncommutative residue i.e. $C \ell_{o d d}(M, E) \subset \operatorname{Ker}(\mathrm{res})$.

### 3.2 Classification of traces on $C \ell_{\text {odd }}(M, E)$

In odd dimensions $C \ell_{\text {odd }}(M, E)$ is contained in $\operatorname{Ker}($ res $)$ so that it is natural to look for other traces than res on this subalgebra.

### 3.2.1 Linear forms on odd-class symbols and Stokes' property

Let us recall that a smooth function $f(\xi)$ on $\mathbb{R}^{n}-\{0\}$ is called positively homogeneous of degree $m$ if for any $t>0, f(t \xi)=t^{m} f(\xi)$. Euler's identity for homogeneous function of degree $m$ is given by

$$
\sum_{i=1}^{n} \xi_{i} \partial_{\xi_{i}} f=m f
$$

This follows directly from the fact that

$$
\sum_{i=1}^{n} \xi_{i} \partial_{\xi_{i}}(f(\xi))=\partial_{t}(f(t \xi))_{\mid t=1}=\partial_{t}\left(t^{m} f(\xi)\right)_{\mid t=1}=m f(\xi)
$$

Let us consider the $n-1$ form

$$
\sigma=\sum_{i=1}^{n}(-1)^{i+1} \xi_{j} d \xi_{1} \wedge \cdots \wedge d \xi_{i-1} \wedge d \xi_{i+1} \wedge \cdots \wedge d \xi_{n}
$$

We have $d \sigma=n d \xi_{1} \wedge \cdots \wedge d \xi_{n}$ and restricted to the unit sphere $S^{n-1}, \sigma$ is the volume form on $S^{n-1}$. If the degree of $f$ is $-n$ we define the integral res $f=\int_{S^{n-1}} f \sigma$.

Lemma 3.2.1 ([FGLS]). Let $f$ be a homogeneous function on $\mathbb{R}^{n}-\{0\}$. Each of the following conditions is sufficient for $f$ to be a sum of derivatives:

1. $\operatorname{deg}(f) \neq-n$.
2. $\operatorname{deg}(f)=-n$ and $\operatorname{res} f=0$.

## Proof:

1. If $\operatorname{deg}(f)=m \neq-n$ let us consider the homogeneous function $g_{i}(\xi):=\frac{1}{m+n} \xi_{i} f(\xi)$. By Euler's identity we have

$$
\sum_{i=1}^{n} \partial_{\xi_{i}} g_{i}(\xi)=\frac{1}{m+n}\left(\sum_{i=1}^{n} \xi_{i} \partial_{\xi_{i}} f+n f\right)=f
$$

2. If $\operatorname{deg}(f)=-n$ and res $f=\int_{S^{n-1}} f \sigma=0$, let us write $S:=S^{n-1}$ and consider the equation

$$
\Delta_{S} g=f_{\mid S}
$$

where $\Delta_{S}$ is the restriction of the Laplacian to the unit sphere $S$ and $f_{\mid S}$ is the restriction of $f$ to $S$. Since $\int_{S^{n-1}} f \sigma=0, f_{\mid S}$ is orthogonal to the constants which form the kernel $\operatorname{ker}\left(\Delta_{S}\right)$. It follows that the equation above has a unique solution. In polar coordinates $(r, \omega) \in \mathbb{R}_{0}^{+} \times S$, the Laplacian reads

$$
\Delta=-\sum_{i=1}^{n} \partial_{\xi_{i}}^{2}=-r^{1-n} \partial_{r}\left(r^{n-1} \partial_{r}\right)-r^{-2} \Delta_{S}
$$

Therefore, for any function $g \in C^{\infty}(S)$,

$$
\Delta\left(g(\omega) r^{2-n}\right)=r^{-n} \Delta_{S} g(\omega)=r^{-n} f_{\mid S}=f
$$

It follows that $f$ is a sum of derivatives.

Proposition 3.2.2. Let $\sigma$ be a classical symbol in $C S^{m}\left(\mathbb{R}^{n}\right)$. If $\sigma$ belongs to $\operatorname{Ker}(\mathrm{res})$ then there exists $\tau_{i}$ in $C S^{m+1}\left(\mathbb{R}^{n}\right)$ such that

$$
\sigma \sim \sum_{i=1}^{n} \partial_{\xi_{i}} \tau_{i} .
$$

Moreover if $\sigma$ is odd-class then the $\tau_{i}$ can be chosen in $C S_{\text {odd }}^{m+1}\left(\mathbb{R}^{n}\right)$.

Proof: The proof is similar to the one in [MSS]. Let $\sigma$ in $C S^{m}\left(\mathbb{R}^{n}\right)$ be such that $\operatorname{res}(\sigma)=\int_{S^{n-1}} \sigma_{-n}(x, \xi) d \xi=0$. For a cut-off function $\chi$ we write $\sigma \sim \sum_{j=0}^{\infty} \chi \sigma_{m-j}$, with $\sigma_{m-j}$ in $C^{\infty}\left(\mathbb{R}^{n}-\{0\}\right)$ a positively homogeneous function of degree $m-j$ in $\xi$ i.e.

$$
\sigma_{m-j}(x, t \xi)=t^{m-j} \sigma_{m-j}(x, \xi), \quad \forall t>0
$$

Applying Lemma 3.2.1 to each positively homogeneous component $\sigma_{m-j}$, we build positively homogeneous components $\tau_{i, m-j+1}$ such that $\sigma_{m-j}=\sum_{i} \tau_{i, m-j+1}$ so that

$$
\sigma \sim \sum_{i=1}^{n} \sum_{j=0}^{\infty} \chi \partial_{\xi_{i}}\left(\tau_{i, m-j+1}\right) \sim \sum_{i=1}^{n} \partial_{\xi_{i}} \tau_{i},
$$

where we have set $\tau_{i} \sim \sum_{j=1}^{\infty} \chi \tau_{i, m-j+1}$. Since $\partial_{\xi_{i}} \chi$ has compact support, the difference $\sigma-\sum_{i=1}^{n} \partial_{\xi_{i}} \tau_{i}$ is smoothing. Let us show that the symbols $\tau_{i}$ can be chosen odd-class if $\sigma$ is odd-class. A close look at the proof of Lemma 3.2.1 shows that $f$ is odd-class implies that $f=\sum_{i=1}^{n} \partial_{i} f_{i}$ with $f_{i}$ odd-class. Indeed, if $f$ has order different from $-n$ then $f_{i}=\frac{1}{m+n} \xi_{i} f(\xi)$. If $f$ has order $-n$ with $\operatorname{res}(f)=0$ then $f=\Delta\left(g(\omega) r^{2-n}\right)$ where $(r, \omega) \in \mathbb{R}_{0}^{+} \times S$ and $S$ is the unit sphere. It follows that $\tau_{i}$ lies in $C S_{\text {odd }}^{m+1}\left(\mathbb{R}^{n}\right)$.

### 3.2.2 Characterization of traces on $C \ell_{o d d}(M, E)$

In this paragraph, we show that any trace on the algebra $C \ell_{\text {odd }}(M, E)$ is proportional to the canonical trace when the dimension of the underlying manifold $M$ is odd. Although this uniqueness result had already been proved in [MSS] by a similar method, we provide a proof for completeness in order to adapt it later to the case of zero order operators. We start with the following decomposition result.

Proposition 3.2.3. Assume that $M$ is an odd-dimensional manifold. Let $A$ be an oddclass operator in $C \ell_{\text {odd }}(M, E)$. Then for any odd-class pseudodifferential projection $J$ of rank 1, there exist $C_{k}, D_{k}$ in $C \ell_{\text {odd }}(M, E)$ and a smoothing operator $R_{A}$ such that

$$
\begin{equation*}
A=\sum_{k=1}^{N}\left[C_{k}, D_{k}\right]+\operatorname{Tr}\left(R_{A}\right) J . \tag{3.2}
\end{equation*}
$$

Proof: The proof is inspired by that of [MSS]. Let $A$ be a classical $\Psi D O$ of order $a$ in $C \ell(M, E)$. Let us consider a finite trivializing covering $\left\{\left(U_{j}, \phi_{j}, u_{j}\right), j \in I\right\}$ of $M$ for $E$
and a finite subordinate partition of unity $\left\{\varphi_{j}, j \in I\right\}$. For each index $j$ let $\psi_{j} \in C_{c}^{\infty}\left(U_{j}\right)$ be a real function such that $\psi_{j}=1$ near $\operatorname{Supp}\left(\varphi_{j}\right)$. We localize $A$ writing

$$
A=\sum_{j \in I} \varphi_{j} A \psi_{j}+R
$$

Each operator $\varphi_{j} A \psi_{j}$ may be considered as a $\Psi D O$ on $\mathbb{R}^{n}$ with symbol $\sigma_{j}=\sigma$ in $C S\left(\mathbb{R}^{n}\right)$. Since we are interested in odd-class operators, to simplify, we can assume that $\sigma$ is an odd-class symbol of order $a$. By Proposition 3.2.2, we know that there exist odd-class symbols $\tau_{l}$ of order $a+1$ such that

$$
\sigma \sim \sum_{l=1}^{n} \partial_{\xi_{l}} \tau_{l}
$$

For any symbol $\tau$ we have,

$$
O p\left(\partial_{\xi_{l}} \tau\right)=-i\left[x_{l}, O p(\tau)\right]
$$

up to a smoothing operator since

$$
\sigma\left(\left[x_{l}, O p(\tau)\right]\right)=x_{l} \cdot \tau-\tau \cdot x_{l}-i^{-1} \partial_{\xi_{l}} \tau=i \partial_{\xi_{l}} \tau
$$

It follows that

$$
O p\left(\sum_{l=1}^{n} \partial_{\xi_{l}} \tau_{l}\right)=\sum_{l=1}^{n} O p\left(\partial_{\xi_{l}} \tau_{l}\right)=-i \sum_{l=1}^{n}\left[x_{l}, O p\left(\tau_{l}\right)\right] .
$$

Since $\sigma \sim \sum_{l=1}^{n} \partial_{\xi_{l}} \tau_{l}$, there exists a smoothing operator $R^{\prime}$ such that

$$
O p(\sigma)=O p\left(\sum_{l=1}^{n} \partial_{\xi_{l}} \tau_{l}\right)+R^{\prime}=-i \sum_{l=1}^{n}\left[x_{l}, O p\left(\tau_{l}\right)\right]+R^{\prime}
$$

Then for $\chi$ in $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\chi \varphi_{j}=\varphi_{j}, \chi \psi_{j}=\psi_{j}$, we have

$$
\varphi_{j} O p(\sigma) \psi_{j}=-i \sum_{l=1}^{n} \varphi_{j}\left[x_{l}, O p\left(\tau_{l}\right)\right] \psi_{j}+\varphi_{j} R^{\prime} \psi_{j}=-i \sum_{l=1}^{n}\left[\chi x_{l}, \varphi_{j} O p\left(\tau_{l}\right) \psi_{j}\right]+\varphi_{j} R^{\prime} \psi_{j}
$$

Using formula (1.11) to write $\varphi_{j} A \psi_{j}=O p\left(\sigma_{j}\right)+R_{j}$ with $R_{j}$ smoothing operators, we have $A=\sum_{j} O p\left(\sigma_{j}\right)+\sum_{j} R_{j}+R$ so that $A$ can be written in the form

$$
\begin{equation*}
A=\sum_{k=1}^{N^{\prime}}\left[\alpha_{k}, B_{k}\right]+R_{A} \tag{3.3}
\end{equation*}
$$

where $\alpha_{k}$ is a smooth function in $M, B_{k}$ lies in $C \ell_{o d d}^{a+1}(M, E)$, and $R_{A}$ is a smoothing operator. Let us recall that by formula (3.1), the smoothing operator $R_{A}$ can be decomposed in the form

$$
R_{A}=\operatorname{Tr}\left(R_{A}\right) J+\sum_{j=1}^{N^{\prime \prime}}\left[S_{j}, T_{j}\right]
$$

where $J$ is any odd-class pseudodifferential projection of rank 1 and $S_{j}, T_{j}$ are smoothing operators. Summing up, the expression for $A$ becomes

$$
A=\sum_{k=1}^{N}\left[C_{k}, D_{k}\right]+\operatorname{Tr}\left(R_{A}\right) J .
$$

Let us reformulate Proposition 3.2.3 in the following way:
Proposition 3.2.4. Assume that $M$ is an odd-dimensional manifold. All traces on $C \ell_{\text {odd }}(M, E)$ are proportional to one another and uniquely determined by their restriction to smoothing operators.
In particular, the $L^{2}$-trace $\operatorname{Tr}$ on smoothing operators uniquely extends to a trace $\widetilde{\operatorname{Tr}}$ on $C \ell_{\text {odd }}(M, E)$.

Proof: Let $\Lambda$ be a linear form on $C \ell_{\text {odd }}(M, E)$ which vanishes on brackets. By (3.2) we have $\Lambda(A)=\operatorname{Tr}\left(R_{A}\right) \Lambda(J)$ which shows that $\Lambda$ is determined by its restriction to smoothing operators since $R_{A}$ is smoothing. It moreover shows that all such traces are proportional.

### 3.2.3 Explicit construction of the canonical trace

In [KV1], [KV2] M. Kontsevich and S. Vishik introduced the canonical trace TR for any non-integer order classical $\Psi D O$. We recall the construction of this functional and its properties to show that any trace on $C \ell_{\text {odd }}(M, E)$ is proportional to TR. For that let us first recall the definition of the cut-off integral: for a trace-class operator $A$ the expression $\operatorname{Tr}(A)=\int_{M} \int_{T_{x}^{*} M} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi d x$ makes sense since the symbol of $A$ has order $<-n$. But in general this expression does not make sense. We need to extract a finite part from a divergent expression of this type using Hadamard finite parts (see e.g. [H, Schw]). Let $A$ be a classical $\Psi D O$ of order $a$ with local symbol given by formula (1.3):

$$
\sigma(A)(x, \xi)=\sigma(x, \xi)=\sum_{j=0}^{N-1} \chi(\xi) \sigma_{a-j}(x, \xi)+\sigma_{N}(x, \xi)
$$

for a fixed positive integer $N$, with positively homogeneous components $\sigma_{a-j}(x, \xi)$ of degree $a-j, \sigma_{N}(x, \xi)$ a symbol of order $a-N$ and $\chi$ a cut-off function which vanishes
for $|\xi| \leq \frac{1}{2}$ and such that $\chi(\xi)=1$ for $|\xi| \geq 1$. Let $B_{x}^{*}(0, R)$ be the ball of radius $R$ in the cotangent space $T_{x}^{*} M$ at point $x$ in $M$ and $S_{x}^{*} M$ the unit cosphere at point $x$. For $N$ sufficiently large, the integral $\int_{B_{x}^{*}(0, R)} \sigma_{N}(x, \xi) d \xi$ is well defined. We write

$$
\int_{B_{x}^{*}(0, R)} \chi(\xi) \sigma_{a-j}(x, \xi) d \xi=\int_{B_{x}^{*}(0,1)} \chi(\xi) \sigma_{a-j}(x, \xi) d \xi+\int_{B_{x}^{*}(0, R) \backslash B_{x}^{*}(0,1)} \chi(\xi) \sigma_{a-j}(x, \xi) d \xi
$$

Using the fact that $\sigma_{a-j}$ is positively homogeneous of degree $a-j$ we have

$$
\int_{B_{x}^{*}(0, R) \backslash B_{x}^{*}(0,1)} \chi(\xi) \sigma_{a-j}(x, \xi) d \xi=\int_{1}^{R} \int_{|\omega|=1} r^{a-j+n-1} \sigma_{a-j}(x, \omega) d \omega d r
$$

If $a$ is an integer, then there exits an integer $j_{0}$ such that $a-j_{0}+n=0$ and hence for $N-1>j_{0}$,

$$
\begin{aligned}
& \sum_{j=0}^{N-1} \int_{B_{x}^{*}(0, R) \backslash B_{x}^{*}(0,1)} \chi(\xi) \sigma_{a-j}(x, \xi) d \xi \\
= & \sum_{j=0}^{N-1} \int_{1}^{R} \int_{|\omega|=1} r^{a-j+n-1} \sigma_{a-j}(x, \omega) d \omega d r \\
\underset{R \rightarrow \infty}{\sim} & \sum_{\substack{j=0 \\
a-j+n \neq 0}}^{N-1} \frac{1}{a+n-j} R^{a+n-j} \int_{|\omega|=1} \sigma_{a-j}(x, \omega) d \omega+\log R \int_{|\omega|=1} \sigma_{-n}(x, \omega) d \omega+c_{x} .
\end{aligned}
$$

where $c_{x}$ is a constant term. It follows that the integral $\int_{B_{x}^{*}(0, R)} \sigma(x, \xi) d \xi$ admits the asymptotic expansion

$$
\begin{aligned}
& \int_{B_{x}^{*}(0, R)} \sigma(x, \xi) d \xi \\
\sim & \sum_{\substack{j=0 \\
a-j+n \neq 0}}^{N-1} \frac{1}{a+n-j} R^{a+n-j} \int_{S_{x}^{*} M} \sigma_{a-j}(x, \xi) d \xi+\log R \int_{S_{x}^{*} M} \sigma_{-n}(x, \xi) d \xi+c_{x}(\sigma),
\end{aligned}
$$

with the constant term given by

$$
\begin{align*}
c_{x}(\sigma)= & \int_{T_{x}^{*} M} \sigma_{N}(x, \xi) d \xi+\sum_{j=0}^{N-1} \int_{B_{x}^{*}(0,1)} \chi(\xi) \sigma_{a-j}(x, \xi) d \xi \\
& -\sum_{\substack{j=0 \\
a-j+n \neq 0}}^{N-1} \frac{1}{a-j+n} \int_{S_{x}^{*} M} \sigma_{a-j}(x, \xi) d \xi . \tag{3.4}
\end{align*}
$$

We define the finite part integral to be the constant term in the asymptotic expansion:

$$
f_{T_{x}^{*} M} \sigma(x, \xi) d \xi:=\operatorname{LIM}_{R \rightarrow \infty} \int_{B_{x}^{*}(0, R)} \sigma(x, \xi) d \xi=c_{x}(\sigma) .
$$

Remark 3.2.5. Because of the logarithm term in $R$, we cannot expect the finite part to be invariant under a change of coordinates. However, as we shall see in further details in the more general case of log-polyhomogeneous operators (see Lemma 3.5.2), if the order of $A$ is not an integer, there is no longer a logarithmic term and $f_{T_{x}^{*} M} \sigma(A)(x, \xi) d \xi$ is independent of the local representation of $\sigma(A)(x, \xi)$.

We are now able to introduce the canonical trace:
Proposition 3.2.6 ([KV1]). Let $A$ be a classical operator in $C \ell(M, E)$ with non-integer order. Then

$$
\operatorname{TR}(A):=\int_{M} \operatorname{TR}_{x}(A) d x=\int_{M} \int_{T_{x}^{*} M} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi d x
$$

is well defined and satisfies the following elementary properties:

1. For any operator $A$ in $C \ell(M, E)$ with order a such that $a<-n, \operatorname{TR}(A)=\operatorname{Tr}(A)$.
2. For $A, B$ in $\bigcup_{a \in \mathbb{R} \backslash \mathbb{Z}} C \ell^{a}(M, E)$ and for any real $\alpha$ in $\mathbb{R}$, such that $\operatorname{ord}(\alpha A+B)$ is not an integer, $\operatorname{TR}(\alpha A+B)=\alpha \operatorname{TR}(A)+\operatorname{TR}(B)$.
3. For $A, B$ in $C \ell(M, E)$ such that $\operatorname{ord}(A)+\operatorname{ord}(B)$ is not an integer, $\operatorname{TR}([A, B])=0$.

Example 3.2.7. Any differential operator $A$ has a well-defined canonical trace which vanishes:

$$
\operatorname{TR}(A)=\int_{M} \int_{\mathbb{R}^{n}} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi d x=0 .
$$

Indeed, in local coordinates the symbol of $A$ reads $\sigma(A)(x, \xi)=\sum_{|\alpha| \leq a} p_{\alpha}(x) \xi^{\alpha}$ with homogeneous components $\sigma_{a-j}(A)(x, \xi)=p_{\alpha}(x) \xi^{\alpha}$ and $\sigma_{N}(A)(x, \xi)=0$ for $N \geq a$. It follows that

$$
\begin{aligned}
f_{\mathbb{R}^{n}} \sigma(A)(x, \xi) d \xi & =\sum_{|\alpha| \leq a} p_{\alpha}(x) \underset{R \rightarrow \infty}{\operatorname{LIM}} \int_{B_{x}^{*}(0, R)} \xi^{\alpha} d \xi \\
& =\sum_{|\alpha| \leq a} p_{\alpha}(x) \underset{R \rightarrow \infty}{\operatorname{LIM}}\left(\frac{R^{|\alpha|+N}}{|\alpha|+N}\right) \int_{S_{x}^{*} M} \xi^{\alpha} d \xi \\
& =0 .
\end{aligned}
$$

A fundamental property of the canonical trace is given in the following:
Theorem 3.2.8 ([KV1]). Let $a(z)$ be a holomorphic function on $\mathbb{C}$ such that $a^{\prime}(z) \neq 0$ for $z$ in $a^{-1}\{j-n: j \in \mathbb{N}\}$. Let $A(z)$ be a holomorphic family of classical operators of order $a(z)$. Then the function $z \rightarrow \operatorname{TR}(A(z))$ is holomorphic in the domain $\{z \in \mathbb{C}$ : $\operatorname{Re}(a(z))<-n\}$ and can be extended to a meromorphic function $\operatorname{TR}(A(z))$ with simple poles at $z_{j}=a^{-1}(j-n), j \in \mathbb{N}$ and the complex residues read:

$$
\operatorname{Res}_{z=z_{j}} \operatorname{TR}(A(z))=-\frac{1}{a^{\prime}\left(z_{j}\right)} \operatorname{res}\left(A\left(z_{j}\right)\right)
$$

Here res denotes the noncommutative residue.
The canonical trace can therefore be extended by continuity to $C \ell_{\text {odd }}(M, E)$ when $M$ is an odd-dimensional manifold. Notice that M. Kontsevich and S. Vishik [KV1] have already extended the canonical trace to odd-class operators in odd dimension manifolds using an even order positive definite odd-class operator $Q$ and a holomorphic family $A Q^{-z}$ where $A$ is an odd-class operator.

Proposition 3.2.9. Assume that the dimension of $M$ is odd. Let $A$ be in $C \ell_{\text {odd }}(M, E)$ and let $Q$ be an admissible operator in $C \ell_{\text {odd }}(M, E)$ with positive order and spectral cut $\alpha$. The function $\operatorname{TR}\left(A Q_{\alpha}^{-z}\right)$ is holomorphic at $z=0$ and $\lim _{z \rightarrow 0} \operatorname{TR}\left(A Q_{\alpha}^{-z}\right):=\overline{\mathrm{TR}}(A)$ satisfies the following properties

1. $\overline{\mathrm{TR}}(A)$ is independent of the choice of $Q$.
2. For $A, B \in C \ell_{\text {odd }}(M, E), \overline{\mathrm{TR}}([A, B])=0$.
3. $\overline{\mathrm{TR}}$ extends the $L^{2}$-trace on smoothing operators.

Proof: Since the dimension $n$ of $M$ is odd, if $A$ lies in the odd-class $C \ell_{\text {odd }}(M, E)$, $\operatorname{res}(A)=\int_{M} \int_{S^{*} M} \operatorname{tr}_{x}\left(\sigma(A)_{-n}(x, \xi)\right) d \xi d x=0$. It follows from the previous theorem that $\operatorname{TR}\left(A Q_{\alpha}^{-z}\right)$ is holomorphic at $z=0$. Hence $\overline{\mathrm{TR}}$ is well defined on operators in $C l_{\text {odd }}(M)$ and is independent of $Q . \overline{\mathrm{TR}}$ extends the $L^{2}$-trace on smoothing operators since it extends TR which coincides with the $L^{2}$-trace on smoothing operators. By applying the previous theorem to the holomorphic family $\operatorname{TR}\left(\left[A Q_{\alpha}^{-z}, B Q_{\alpha}^{-z}\right]\right.$, we obtain $\overline{\operatorname{TR}}([A, B])=0$.

By Proposition 3.2.4 the extensions $\widetilde{\mathrm{Tr}}$ and $\overline{\mathrm{TR}}$ coincide so that we have:

$$
\mathrm{TR}=\overline{\mathrm{TR}}=\widetilde{\mathrm{Tr}} .
$$

Proposition 3.2.4 can therefore be reformulated as follows:
Theorem 3.2.10. Assume that the dimension of the underlying manifold $M$ is odd. Any trace on $C \ell_{\text {odd }}(M, E)$ is a constant multiple of the canonical trace TR.

Remark 3.2.11. This was first proved by L. Maniccia, E. Schrohe and J. Seiler in [MSS]. In [Pa2], S. Paycha proved the uniqueness by proving the equivalence between Stokes' property for linear forms on symbols and the vanishing of linear forms on operator brackets. R. Ponge in [Po2] classified traces using the fact that any non-integer order operator or odd-class operators in odd dimensions or even-class operators in even dimensions is a sum of commutators up to a smoothing operator.

### 3.3 Classification of traces on $C \ell_{\text {odd }}^{0}(M, E)$

Since $C \ell_{o d d}^{0}(M, E)$ is a subalgebra of $C \ell_{\text {odd }}(M, E)$, we can expect other traces to arise in this subalgebra. For that, let us reformulate Proposition 3.2.2 and formula (3.3) to the context of $C \ell_{o d d}^{0}(M, E)$. We obtain the following consequences:

Proposition 3.3.1 ([NO]). If $\sigma$ lies in $C S_{\text {odd }}^{0}\left(\mathbb{R}^{n}\right)$ and has the asymptotic expansion $\sigma \sim \sum_{j=0}^{\infty} \chi \sigma_{-j}$, then there is a finite set $\left\{\tau_{i}, i=1, \cdots, n\right\}$ of symbols in $C S_{\text {odd }}^{0}\left(\mathbb{R}^{n}\right)$ such that

$$
\sigma-\sigma_{0} \sim \sum_{i=1}^{n} \partial_{\xi_{i}} \tau_{i}
$$

Proof: Apply Proposition 3.2.2 to the symbol $\sigma-\sigma_{0}$ of $C S_{\text {odd }}^{-1}\left(\mathbb{R}^{n}\right)$.
Let us consider a finite trivializing covering $\left\{\left(U_{j}, \phi_{j}, u_{j}\right), j \in I\right\}$ of $M$ for $E$ and a finite subordinate partition of unity $\left\{\psi_{j}, j \in I\right\}$. Let $A$ be an operator in $C \ell_{o d d}^{0}(M, E)$. Let $\sigma^{j}(A)$ be its symbol read in the local chart $\left(U_{j}, \phi_{j}\right)$. The leading symbol $\sigma_{0}(A)$ of $A$ is globally defined as a section of $\operatorname{End}\left(p^{*} E\right)$ where $p$ is the canonical projection $p: T_{x}^{*} M-\{0\} \rightarrow M$. Let $\sigma_{0}^{j}(A)$ denotes the leading symbol read in the local chart $\left(U_{j}, \phi_{j}\right)$. With the notations of Section 1.2.2, the local operator $O p\left(\sigma_{0}^{j}(A)\right)$ 's patched up to an operator $A^{\prime}=\sum_{j \in I} \psi_{j} \phi_{u_{*}} O p\left(\sigma_{0}^{j}(A)\right) \phi_{u}^{*} \psi_{j}$ which has order 0 . By abuse of notation, we write $O p\left(\sigma_{0}(A)\right)$ for $A^{\prime}$.

Proposition 3.3.2 ([NO]). If $A$ lies in $C \ell_{o d d}^{0}(M, E)$, then there exist operators $B_{k}$ in $C \ell_{o d d}^{0}(M, E)$, smooth functions $\alpha_{k}, k$ in $\{1, \cdots, n\}$ on $M$ and a smoothing operator $R_{A}$ such that

$$
A-O p\left(\sigma_{0}(A)\right)=\sum_{k=1}^{n}\left[\alpha_{k}, B_{k}\right]+R_{A} .
$$

Proof: It follows from formula (3.3) applied to $A-O p\left(\sigma_{0}(A)\right)$ of $C \ell_{\text {odd }}^{-1}(M, E)$.

As for classical odd-class operators, let us use formula (3.1) to decompose the smoothing operator $R_{A}$ in the form

$$
R_{A}=\operatorname{TR}\left(R_{A}\right) J+\sum_{j=1}^{N^{\prime \prime}}\left[S_{j}, T_{j}\right]
$$

where $J$ is any pseudodifferential projection of rank 1 and $S_{j}, T_{j}$ are smoothing operators. Summing up, we obtain

$$
\begin{equation*}
A-O p\left(\sigma_{0}(A)\right)=\sum_{k=1}^{N}\left[C_{k}, D_{k}\right]+\operatorname{TR}\left(R_{A}\right) J \tag{3.5}
\end{equation*}
$$

where $J, C_{k}, D_{k}$ lie in $C \ell_{o d d}^{0}(M, E)$.
We now introduce another type of trace on the algebra $C \ell^{0}(M, E)$, defined by S. Paycha and S. Rosenberg in [PR], which had actually already been considered by Wodzicki in an unpublished manuscript.

Lemma 3.3.3 (Lemma 3.1 in $[\mathrm{PR}])$. For any distribution $\lambda$ in $\mathcal{D}^{\prime}\left(S^{*} M\right)$, the map $\operatorname{Tr}_{0}^{\lambda}$ : $C \ell^{0}(M, E) \rightarrow \mathbb{R}$ given by $\operatorname{Tr}_{0}^{\lambda}(A)=\lambda\left(\operatorname{tr}_{x}\left(\sigma_{0}(A)\right)\right.$ is a trace .

Proof: This follows from the multiplicativity of the leading symbol:

$$
\operatorname{tr}_{x}\left(\sigma_{0}(A B)\right)=\operatorname{tr}_{x}\left(\sigma_{0}(A) \sigma_{0}(B)\right)=\operatorname{tr}_{x}\left(\sigma_{0}(B) \sigma_{0}(A)\right)=\operatorname{tr}_{x}\left(\sigma_{0}(B A)\right)
$$

Using formula (3.5), we observe that:
Theorem 3.3.4 ([NO]). If the dimension of the underlying manifold $M$ is odd, any trace on $C \ell_{o d d}^{0}(M, E)$ is a linear combination of the canonical trace and a leading symbol trace.

Proof: This is a straightforward application of formula (3.5). If $A$ lies in $C \ell_{o d d}^{0}(M, E)$ then $A-O p\left(\sigma_{0}(A)\right)=\sum_{k=1}^{N}\left[C_{k}, D_{k}\right]+\operatorname{TR}\left(R_{A}\right) J$. If $\lambda$ is a trace on $C \ell_{o d d}^{0}(M, E)$, applying $\lambda$ to both sides of the previous expression for $A$ we have

$$
\lambda(A)=\lambda\left(O p\left(\sigma_{0}(A)\right)\right)+\operatorname{TR}\left(R_{A}\right) \lambda(J)
$$

By construction, $O p\left(\sigma_{0}(A)\right)$ is an operator with symbol $\sigma_{0}$, the leading symbol of $A$. Hence, there exists a distribution $\tau$ on $C^{\infty}\left(S^{*} M\right)$ such that

$$
\lambda(A)=\tau\left(\sigma_{0}(A)\right)+\mathrm{TR}\left(R_{A}\right) \lambda(J)
$$

### 3.4 The local residue density extended to $C \ell_{o d d}^{\star, \star}(M, E)$

The noncommutative residue does not extend to a trace on $C \ell^{\star, \star}(M, E)$, where it defines a $\mathbb{Z}$-graded trace, but the local residue density does extend locally and this extension turns out to be a useful tool for our purposes.

Let $A$ be a log-polyhomogeneous operator in $C \ell^{a, k}(M, E)$. Recall that in local coordinates its symbol $\sigma(A)$ has the asymptotic expansion (1.5) given by:

$$
\sigma(A)(x, \xi) \sim \sum_{j=0}^{\infty} \chi(\xi) \sigma_{a-j}(A)(x, \xi)=\sum_{j=0}^{\infty} \sum_{l=0}^{k} \chi(\xi) \sigma_{a-j, l}(A)(x, \xi) \log ^{l}|\xi| .
$$

In [L], M. Lesch extended the residue trace to a log-polyhomogeneous operator $A$ in $C \ell^{a, k}(M, E)$ with $k>0$ by setting:

$$
\begin{equation*}
\operatorname{res}_{k}(A):=(k+1)!\int_{M} \operatorname{res}_{x, k}(A) d x=(k+1)!\int_{M}\left(\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n, k}(A)(x, \xi)\right) d \xi\right) d x \tag{3.6}
\end{equation*}
$$

where

$$
\operatorname{res}_{x, k}(A):=\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n, k}(A)(x, \xi)\right) d \xi
$$

Indeed, for a log-polyhomogeneous operator $A$ in $C \ell^{a, k}(M, E)$ with $k>0$, the form $\sigma_{-n, k}(A)(x, \xi) d x$ defines a global density on $M$. This is not the case for the lower densities $\sigma_{-n, 0}(A)(x, \xi) d x, \cdots, \sigma_{-n, k-1}(A)(x, \xi) d x$. Nevertheless we set by extension [PS]

$$
\begin{equation*}
\operatorname{res}_{x, l}(A):=\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n, l}(A)(x, \xi)\right) d \xi, \quad \text { for } l \leq k \tag{3.7}
\end{equation*}
$$

In [Ok2], K. Okikiolu extended the noncommutative residue to logarithms of admissible operators. Let $A$ be an admissible operator of order $a$ with spectral cut $\theta$. The symbol of $\log _{\theta} A$ has an asymptotic expansion in local coordinates of the form (2.10)

$$
\sigma\left(\log _{\theta} A\right)(x, \xi)=a \log |\xi| I+\sigma_{\theta}^{A}(x, \xi) \sim a \log |\xi|+\sum_{j=0}^{\infty} \chi(\xi)\left(\sigma_{\theta}^{A}\right)_{-j}(x, \xi)
$$

K. Okikiolu proved that in that case, the local density denoted by

$$
\operatorname{res}_{x}\left(\log _{\theta} A\right) d x:=\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\left(\sigma_{\theta}^{A}\right)_{-n}(x, \xi)\right) d \xi d x
$$

defines a global density so that $\operatorname{res}\left(\log _{\theta} A\right)$ is called the noncommutative residue of $\log _{\theta} A$. In [PS], Definition 1.3, the local noncommutative residue is extended to log-polyhomogeneous operators by setting $\operatorname{res}_{x, 0}(B)=\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n}(B)(x, \xi)\right) d \xi$. Indeed,

$$
\begin{aligned}
\operatorname{res}_{x, 0}(B) & =\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n}(B)(x, \xi)\right) d \xi \\
& =\sum_{l=0}^{k} \int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n, l}(B)(x, \xi)\right) \log ^{l}|\xi| d \xi \\
& =\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n, 0}(B)(x, \xi)\right) d \xi
\end{aligned}
$$

since the logarithmic terms in $|\xi|$ are cancelled in the integration over the unit cosphere. It follows that this coincides with the case $k=0$ of formula (3.7). We will denote $\operatorname{res}_{x, 0}(A):=\operatorname{res}_{x}(A)$. For operators in the odd-class in odd dimensions, the local residue vanishes and hence local residues patch up to a globally defined residue.

Proposition 3.4.1. Assume that $M$ is an odd-dimensional manifold. Let $A$ be a logpolyhomogeneous operator in $C \ell_{o d d}^{a, k}(M, E)$. Then $\operatorname{res}_{x, l}(A)$ vanishes for $l=0, \cdots, k$, hence $\operatorname{res}_{l}(A):=\int_{M} \operatorname{res}_{x, l}(A)(x, \xi) d x=0$.
In particular $A$ has well-defined noncommutative residue and

$$
\operatorname{res}(A)=\int_{M}\left(\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\left(\sigma_{-n}(A)(x, \xi)\right)\right) d \xi\right) d x=\operatorname{res}_{0}(A)=0
$$

Proof: The operator $A$ in $C \ell_{o d d}^{a, k}(M, E)$ is an odd-class operator, so

$$
\sigma_{-n, l}(A)(x,-\xi)=(-1)^{n} \sigma_{-n, l}(A)(x, \xi)
$$

The dimension of $M$ is odd and we have to integrate over the unit cosphere $S_{x}^{*} M$ the odd function $\sigma_{-n, l}(A)(x, \xi)$. It follows that $\operatorname{res}_{x, l}(A)=(-1)^{n} \operatorname{res}_{x, l}(A)=0$. Hence $\operatorname{res}_{l}(A):=\int_{M} \operatorname{res}_{x, l}(A)(x, \xi) d x$ is well defined and vanishes for any $l=0, \cdots, k$. In particular, $\operatorname{res}(A)=\int_{M} \operatorname{res}_{x, 0}(A)(x, \xi) d x=0$ so that $A$ has well-defined noncommutative residue which vanishes.

### 3.5 The canonical trace extended to $C \ell_{o d d}^{\star, \star}(M, E)$

In this section, we extend the canonical trace previously defined on classical operators with non-integer order and odd-class classical operators to odd-class log-polyhomogeneous ones. Although such an extension had already been built in [PS], we adopt here a slightly different point of view and therefore explicitly construct this extension for completeness.

We use the finite part of a holomorphic family of log-polyhomogeneous operators to prove that the canonical trace extends by continuity to $C \ell_{o d d}^{\star, \star}(M, E)$.

In section 3.2.3, we recalled the construction of the canonical trace introduced by M. Kontsevich and S. Vishik [KV1] on classical pseudodifferential operators with non-integer order and proved that it uniquely extends to a trace on classical odd-class operators in odd dimensions. On the other hand, M. Lesch [L] further extended the canonical trace to log-polyhomogeneous operators with non-integer order in the following way: let $\sigma \sim \sum_{j=0}^{\infty} \sum_{l=0}^{k} \sigma_{a-j, l} \log ^{l}|\xi|$ be a log-polyhomogeneous symbol on an open subset $U$ of $\mathbb{R}^{n}$ with order $a$ and $\log$ degree $k$. The integral $\int_{B_{x}^{*}(0, R)} \sigma(x, \xi) d \xi$ has an asymptotic expansion for $R \rightarrow \infty$ (see [L] formula (5.5), [PS] Lemma 1.6)

$$
\begin{aligned}
& \int_{B_{x}^{*}(0, R)} \sigma(x, \xi) d \xi \\
& \underset{R \rightarrow \infty}{\sim} c_{x}(\sigma)+\sum_{\substack{j=0 \\
a-j+n \neq 0}}^{N-1} \sum_{l=0}^{k} P_{l}\left(\sigma_{a-j, l}\right)(\log R) R^{a+n-j}+\sum_{l=0}^{k} \frac{\log ^{l+1} R}{l+1} \int_{S_{x}^{*} U} \sigma_{-n, l}(x, \xi) d \xi
\end{aligned}
$$

where $P_{l}\left(\sigma_{a-j, l}\right)(X)$ is a polynomial of degree $l$ with coefficients depending on $\sigma_{a-j, l}$. The finite part integral is defined by the constant term in the asymptotic expansion:

$$
\int_{\mathbb{R}^{n}} \sigma(x, \xi) d \xi:=\operatorname{LiM}_{R \rightarrow \infty} \int_{B_{x}^{*}(0, R)} \sigma(x, \xi) d \xi=c_{x}(\sigma) .
$$

Remark 3.5.1. This method of extraction of a finite part from a divergent expression is already used in the classical case in order to define the canonical trace. In fact we obtain

$$
\begin{aligned}
c_{x}(\sigma)= & \int_{T_{x}^{*} U} \sigma_{N}(x, \xi) d \xi+\sum_{j=0}^{N-1} \int_{B_{x}^{*}(0,1)} \chi(\xi) \sigma_{a-j}(x, \xi) d \xi \\
& +\sum_{\substack{j=0 \\
a-j+n \neq 0}}^{N-1} \sum_{l=0}^{k} \frac{(-1)^{l+1} l!}{(a-j+n)^{l+1}} \int_{S_{x}^{*} U} \sigma_{a-j, l}(x, \xi) d \xi .
\end{aligned}
$$

As in the classical case, the finite part integral is not invariant under a change of coordinates of $\mathbb{R}^{n}$. Indeed, the transformation rule is given in the following lemma:

Lemma 3.5.2 ([L] Proposition 5.2). Let $P$ be a regular matrix in $\mathrm{GL}(n, \mathbb{R})$ and let $\sigma$ be a log-polyhomogeneous symbol on an open subset $U$ of $\mathbb{R}^{n}$ with order a and log degree $k$. We have the transformation rule

$$
f_{\mathbb{R}^{n}} \sigma(x, P \xi) d \xi=|\operatorname{det} P|^{-1}\left(\int_{\mathbb{R}^{n}} \sigma(x, \xi) d \xi+\sum_{l=0}^{k} \frac{(-1)^{l+1}}{l+1} \int_{S_{x}^{*} U} \sigma_{-n, l}(x, \xi) \log ^{l+1}\left|P^{-1} \xi\right| d \xi\right) .
$$

We refer to [L] for the proof.
Let us now apply these results to odd-class operators $C \ell_{o d d}^{\star, \star}(M, E)$.
Proposition 3.5.3. If the dimension of $M$ is odd, the canonical trace extends to the algebra $C \ell_{o d d}^{\star, \star}(M, E)$ of odd-class log-polyhomogeneous operators.

Proof: Let us assume that $A$ in $C \ell^{a, k}(M, E)$ is odd-class. Its symbol in local coordinates reads $\sigma(A) \sim \sum_{j=0}^{\infty} \sum_{l=0}^{k} \sigma(A)_{a-j, l} \log ^{l}|\xi|$ with $\sigma_{a-j, l}(A)(x,-\xi)=(-1)^{a-j} \sigma_{a-j, l}(A)(x, \xi)$. It follows from Lemma 3.5.2 that $\operatorname{TR}_{x}(A) d x=\left(f_{T_{x}^{*} M} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi\right) d x$ defines a global density on $M$ since we have to integrate over the unit cosphere $S_{x}^{*} M$ the odd function $\sigma_{-n, l}(A)(x, \xi)$, and for a change of coordinates, the odd function $\sigma_{-n, l}(A)(x, \xi) \log ^{l+1}\left|P^{-1} \xi\right|$. Hence $\operatorname{TR}(A)=\int_{M} \operatorname{TR}_{x}(A) d x$ is well defined.

Independently of the dimension of the underlying manifold, as in the case of classical pseudodifferential operators, it has been shown by M. Lesch that the canonical trace extends to non-integer order log-polyhomogeneous operators. We recall in the following theorem the analogous of Proposition 3.2.6 and Theorem 3.2.8 for log-polyhomogeneous operators.

Theorem 3.5.4 (Section 5 in $[\mathrm{L}]$ ). For a in $\mathbb{C} \backslash \mathbb{Z}$, for any positive integer $k$, there exists a linear functional $\mathrm{TR}: C \ell^{a, k}(M, E) \rightarrow \mathbb{C}$ with the following properties:

1. For $A$ in $C \ell^{a, k}(M, E), \operatorname{TR}(A)=\int_{M} \operatorname{TR}_{x}(A) d x=\int_{M} f_{\mathbb{R}^{n}} \operatorname{tr}_{x}(\sigma(A)(x, \xi)) d \xi d x$
2. $\operatorname{TR}[A, B]=0$ if $A$ lies in $C \ell^{a, k}(M, E), B$ lies in $C \ell^{p, l}(M, E)$ and $a+b \notin \mathbb{Z}$.
3. Let $a(z)$ be a holomorphic function on $\mathbb{C}$ such that $a^{\prime}(z) \neq 0$ for $z$ in $a^{-1}\{j-n$ : $j \in \mathbb{N}\}$. Let $A(z)$ be a holomorphic family of log-polyhomogeneous operators in $C \ell^{a(z), k}(M, E)$. Then the function $z \mapsto \operatorname{TR}(A(z))$ is meromorphic with poles at $z_{j}=a^{-1}(j-n), j$ in $\mathbb{N}$ of order smaller than $k+1$ and:

$$
\operatorname{Res}_{k+1} \operatorname{TR}(A(z))_{\mid z=z_{j}}=\frac{(-1)^{k+1}}{(k+1) a^{\prime}\left(z_{j}\right)} \operatorname{res}_{k}\left(A\left(z_{j}\right)\right)
$$

where Res ${ }_{k+1}$ is the coefficient of $\left(z-z_{j}\right)^{-k-1}$ in the Laurent expansion of the meromorphic function $\operatorname{TR}(A(z))$ and res $_{k}$ is the noncommutative residue defined by formula (3.6).

Let us recall a result which extends results of [PS] to the log-polyhomogeneous case. This is unpublished work by the authors of [PS] communicated to me by S. Paycha.

Theorem 3.5.5. Let $A(z)$ be a holomorphic family of log-polyhomogeneous operators in $C \ell^{a(z), k}(M, E)$ parametrized by $z$ in $\Omega$, a domain of $\mathbb{C}$ with non constant order $a(z)=$ $-q z+a$. Then for any $z_{0}$ in $\Omega$ we have

$$
\begin{equation*}
\mathrm{fp}_{z=z_{0}} \operatorname{TR}(A(z))=\int_{M} d x\left(\operatorname{TR}_{x}\left(A\left(z_{0}\right)\right)+\sum_{l=0}^{k} \frac{(-1)^{l+1}}{\left(a^{\prime}\left(z_{0}\right)\right)^{l+1}} \operatorname{res}_{x, l}\left(A^{(l+1)}\left(z_{0}\right)\right)\right), \tag{3.8}
\end{equation*}
$$

where $\mathrm{fp}_{z=z_{0}}$ stands for the constant term in the Laurent expansion.
Applying this theorem to $A(z)=A Q_{\alpha}^{-z}$ where $A$ lies in $C \ell^{\star, \star}(M, E), Q$ is admissible with spectral cut $\alpha, z_{0}=0$ and $A(0)=A$, we obtain the following formula for a logpolyhomogeneous operators [PS]:

$$
\begin{equation*}
\mathrm{fp}_{z=0} \operatorname{TR}\left(A Q_{\alpha}^{-z}\right)=\int_{M} d x\left(\operatorname{TR}_{x}(A)+\sum_{l=0}^{k} \frac{1}{(-q)^{l+1}} \operatorname{res}_{x, l}\left(A\left(\log _{\alpha} Q\right)^{l+1}\right)\right) . \tag{3.9}
\end{equation*}
$$

## Remark 3.5.6.

1. If $A$ is a classical $\Psi D O$, formula (3.9) gives back the defect formula of [PS]

$$
\begin{equation*}
\mathrm{fp}_{z=0} \mathrm{TR}\left(A Q_{\alpha}^{-z}\right)=\int_{M} d x\left(\operatorname{TR}_{x}(A)-\frac{1}{q} \operatorname{res}_{x}\left(A \log _{\alpha} Q\right)\right) . \tag{3.10}
\end{equation*}
$$

2. If $A$ is a logarithmic operator i.e. if the symbol of $A$ is of the form

$$
\sigma(A)(x, \xi) \sim \gamma \log |\xi|+\sum_{j=0}^{\infty} \chi(\xi) \sigma_{a-j}(A)(x, \xi),
$$

by formula (3.9) we get

$$
\begin{equation*}
\operatorname{fp}_{z=0} \operatorname{TR}\left(A Q_{\alpha}^{-z}\right)=\int_{M} d x\left(\operatorname{TR}_{x}(A)-\frac{1}{q} \operatorname{res}_{x, 0}\left(A \log _{\alpha} Q\right)+\frac{1}{q^{2}} \operatorname{res}_{x, 1}\left(A\left(\log _{\alpha} Q\right)^{2}\right)\right) . \tag{3.11}
\end{equation*}
$$

The following theorem compares regularized traces with the canonical trace, thus generalizing a result of [Pa2] established in the classical case.

Theorem 3.5.7. Assume that the dimension of $M$ is odd. Let $A(z)$ be a holomorphic family of log-polyhomogeneous operators in $C \ell^{a(z), k}(M, E)$ with non constant order $a(z)=$ $-q z+a$.

1. If $A(0)=A$ lies in the odd-class then,

$$
\operatorname{fp}_{z=0} \operatorname{TR}(A(z))=\operatorname{TR}(A)+\sum_{l=0}^{k} \frac{(-1)^{l+1}}{\left(a^{\prime}(0)\right)^{l+1}} \int_{M} d x\left(\operatorname{res}_{x, l}\left(A^{(l+1)}(0)\right)\right)
$$

2. If $A(0)=A$ and if for all positive integers $j, A^{(j)}(0)$ lies in the odd-class then,

$$
\mathrm{fp}_{z=0} \operatorname{TR}(A(z))=\lim _{z \rightarrow 0} \operatorname{TR}(A(z))=\operatorname{TR}(A) .
$$

## Proof:

1. Let us assume that $A(z)$ lies in $C \ell^{a(z), k}(M, E)$. Since $A(0)=A$ lies in the oddclass, by Proposition 3.5.3 $\mathrm{TR}(A)$ is well defined $\operatorname{TR}(A)=\int_{M} \mathrm{TR}_{x}(A) d x$. Applying formula (3.8) to the holomorphic family $A(z)$ at $z=0$, we have

$$
\operatorname{fp}_{z=0} \operatorname{TR}(A(z))=\operatorname{TR}(A)+\sum_{l=0}^{k} \frac{(-1)^{l+1}}{\left(a^{\prime}(0)\right)^{l+1}} \int_{M} d x\left(\operatorname{res}_{x, l}\left(A^{(l+1)}(0)\right)\right)
$$

2. If $A(0)=A$ and for all positive integers $j, A^{(j)}(0)$ lies in the odd-class using Proposition 3.4.1, we get $\operatorname{res}_{x, l}\left(A^{(j)}(0)\right)=0$ so that $\mathrm{fp}_{z=0} \operatorname{TR}(A(z))=\lim _{z \rightarrow 0} \operatorname{TR}(A(z))=$ $\mathrm{TR}(A)$.

Example 3.5.8. Let $A$ be a classical odd-class operator and let $Q$ be an admissible oddclass operator with positive order $q$ and spectral cuts $\alpha$ and $\alpha-q \pi$. Consider the holomorphic family $A(z)=A \frac{Q_{\alpha}^{z}+Q_{\alpha-q \pi}^{z}}{2}$. For $l \geq 0, A^{(l)}(0)$ lie in the odd-class. We have $A(0)=A$ and for $l>1, A^{(l)}(0)=A\left(\log _{\alpha}^{\text {sym }} Q\right)^{l}$. In odd dimension, the family $A(z)$ fulfills the assumptions of the theorem so that:

$$
\mathrm{fp}_{z=0} \operatorname{TR}\left(A \frac{Q_{\alpha}^{z}+Q_{\alpha-q \pi}^{z}}{2}\right)=\lim _{z \rightarrow 0} \operatorname{TR}\left(A \frac{Q_{\alpha}^{z}+Q_{\alpha-q \pi}^{z}}{2}\right)=\operatorname{TR}(A) .
$$

When $Q$ has even order, the same result holds with $A(z)=A Q_{\alpha}^{z}$.
We are ready to check the expected cyclicity property of TR on $C \ell_{o d d}^{\star, \star}(M, E)$ thus extending the result of M. Kontsevich and S. Vishik [KV1].

Corollary 3.5.9. Assume that the dimension of $M$ is odd. For any odd-class operators $A, B$ in $C \ell_{\text {odd }}^{\star, \star}(M, E)$,

$$
\operatorname{TR}[A, B]=0
$$

Proof: This follows from applying Theorem 3.5.7 to the family $A(z)=\left[A Q_{\alpha}^{z}, B Q_{\alpha}^{z}\right]$. Here $Q$ is an odd-class admissible operator with even order $q$ and spectral cut $\alpha$. The operator $A(z)$ is a holomorphic approximation of the bracket $[A, B]$. Using Leibniz's rule, we have for $j \geq 0$ :

$$
A^{(j)}(z)=\sum_{l=0}^{j} \mathrm{C}_{j}^{l}\left[A\left(\log _{\alpha} Q\right)^{l} Q_{\alpha}^{z}, B\left(\log _{\alpha} Q\right)^{j-l} Q_{\alpha}^{z}\right]
$$

and at $z=0$,

$$
A^{(j)}(0)=\sum_{l=0}^{j} \mathrm{C}_{j}^{l}\left[A\left(\log _{\alpha} Q\right)^{l}, B\left(\log _{\alpha} Q\right)^{j-l}\right]
$$

The operator $A^{(j)}(0)$ lies in the odd class since this class is stable under products and $\log _{\alpha} Q$ lies in the odd-class. Thus, by Theorem 3.5.7, $\mathrm{fp}_{z=0} \operatorname{TR}(A(z))=\operatorname{TR}([A, B])$. Now using the fact that the canonical trace vanishes on non-integer order brackets and taking finite parts as $z \rightarrow 0$ we get $\operatorname{TR}[A, B]=0$.

CHAPTER 4

## Chapter 4

## The regularized trace of the logarithm of a product

In this chapter we compare regularized traces of the logarithm of a product of classical pseudodifferential operators with the sum of the regularized traces of the logarithms of the operators involved in the product. We therefore investigate regularized traces of the difference:

$$
L(A, B):=\log (A B)-\log A-\log B
$$

Since $L(A, B)$ has vanishing residue $[\mathrm{Sc}]$, it can be expressed as a finite sum of operator brackets (Proposition 4.4.2), a property from which we then infer that a regularized trace of this difference $L(A, B)$ is local as a finite sum of noncommutative residues (Theorem 4.4.3). Theorem 4.5.2 provides an explicit local formula for a regularized trace of $L(A, B)$ in terms of the noncommutative residue. We first recall known properties of regularized traces.

### 4.1 Weighted traces of classical pseudodifferential operators

Since traces on $C \ell(M, E)$ are proportional to the noncommutative residue which vanishes on smoothing operators, the $L^{2}$-trace on smoothing operators does not extend to the whole algebra $C \ell(M, E)$. Instead we use linear extensions called weighted traces, of the ordinary $L^{2}$-trace on smoothing operators to the whole algebra $C \ell(M, E)$. Weighted traces studied in [MN] are defined via meromorphic extensions of generalized zeta functions.

Given an admissible operator $Q$ in $C \ell(M, E)$ with positive order $q$ and spectral cut
$\alpha$, and given an operator $A$ in $C \ell(M, E)$ with real order $a$, we can approximate $A$ by a holomorphic family $A(z)=A Q_{\alpha}^{-z}$ where $Q_{\alpha}^{-z}$ is the complex power defined in (2.2). Recall (Theorem 3.2.8) that the map $z \mapsto \operatorname{Tr}\left(A Q_{\alpha}^{-z}\right)$ is holomorphic on the domain $\left\{z \in \mathbb{C}, \operatorname{Re}(z)>\frac{n+a}{q}\right\}$ and has a meromorphic extension $\operatorname{TR}\left(A Q_{\alpha}^{-z}\right)$ to $\mathbb{C}$ with simple poles at $z_{j}=\frac{n+a-j}{q}, j$ in $\mathbb{N}$ and the complex residues read:

$$
\operatorname{Res}_{z=z_{j}} \operatorname{TR}\left(A Q_{\alpha}^{-z}\right)=\frac{1}{q} \operatorname{res}\left(A Q_{\alpha}^{-z_{j}}\right) .
$$

Using this meromorphic extension, one can defined the $Q$-weighted trace of any classical operator $A$ by $[\mathrm{MN}]$ :

$$
\operatorname{Tr}_{\alpha}^{Q}(A):=\operatorname{fp}_{z=0} \operatorname{TR}\left(A Q_{\alpha}^{-z}\right)=\lim _{z \rightarrow 0}\left(\operatorname{TR}\left(A Q_{\alpha}^{-z}\right)-\frac{1}{q z} \operatorname{res}(A)\right)
$$

The admissible operator $Q$ with positive order $q$ and spectral cut $\alpha$ is called a weight.

## Remark 4.1.1.

1. If the classical operator $A$ is trace-class, then $A Q_{\alpha}^{-z}$ is also trace-class in a neighborhood of $z=0$ so that $\operatorname{Tr}_{\alpha}^{Q}(A)=\operatorname{Tr}(A)$ is the usual trace of $A$.
2. If the dimension of $M$ is odd and $A$ lies in $C \ell_{o d d}(M, E)$ then $\operatorname{res}(A)=0$ and by Theorem 3.5.7, $\operatorname{Tr}_{\alpha}^{Q}(A)=\operatorname{TR}(A)$ is independent of the choice of the weight $Q$ as long as $\log _{\alpha} Q$ lies in the odd-class, a property which holds in particular if $Q$ lies in the odd-class and has even order.
Weighted traces are not cyclic on $C \ell(M, E)$ in spite of their names but they are interesting because they do not vanish on trace-class operators for which they coincide with the ordinary trace. Let us recall basic properties of weighted traces.
Proposition 4.1.2 ([CDMP], $[\mathrm{MN}])$. Let $A$ and $B$ be two operators in $C \ell(M, E)$. For any weight $Q$ with positive order $q$ and spectral cut $\alpha$, the operators $\left[A, \log _{\alpha} Q\right]$ and $\left[B, \log _{\alpha} Q\right]$ lie in $C \ell(M, E)$ and

$$
\begin{equation*}
\operatorname{Tr}_{\alpha}^{Q}([A, B])=-\frac{1}{q} \operatorname{res}\left(A\left[B, \log _{\alpha} Q\right]\right)=\frac{1}{q} \operatorname{res}\left(B\left[A, \log _{\alpha} Q\right]\right) . \tag{4.1}
\end{equation*}
$$

In particular, if $Q=A$ or $Q=B$ then $\operatorname{Tr}_{\alpha}^{Q}([A, B])=0$.
Proof: By Lemma 2.1.12, the operators $\left[A, \log _{\alpha} Q\right]$ and $\left[B, \log _{\alpha} Q\right]$ are classical. Let $a$ be the order of $A$ and $b$ the order of $B$. For $\operatorname{Re}(z)>\frac{a+b+n}{q}$, the map $z \mapsto \operatorname{Tr}\left([A, B] Q_{\alpha}^{-z}\right)$ is holomorphic and

$$
\begin{aligned}
\operatorname{Tr}\left([A, B] Q_{\alpha}^{-z}\right) & =\operatorname{Tr}\left(A\left[B, Q_{\alpha}^{-z}\right]+A Q_{\alpha}^{-z} B-B A Q_{\alpha}^{-z}\right) \\
& =\operatorname{Tr}\left(A\left[B, Q_{\alpha}^{-z}\right]+\left[A Q_{\alpha}^{-\frac{z}{2}}, Q_{\alpha}^{-\frac{z}{2}} B\right]\right) \\
& =\operatorname{Tr}\left(A\left[B, Q_{\alpha}^{-z}\right]\right) .
\end{aligned}
$$

Moreover, since the noncommutative residue vanishes on brackets of classical operators, we have $0=\operatorname{res}([A, B])=q \operatorname{Res}_{z=0} \operatorname{TR}\left([A, B] Q_{\alpha}^{-z}\right)$. Hence, the map $z \mapsto \operatorname{TR}\left([A, B] Q_{\alpha}^{-z}\right)$ is holomorphic at $z=0$ and so is the map $z \mapsto \operatorname{TR}\left(A\left[B, Q_{\alpha}^{-z}\right]\right)$. It follows that

$$
\begin{aligned}
\operatorname{Tr}_{\alpha}^{Q}([A, B]) & =\operatorname{fp}_{z=0} \operatorname{TR}\left([A, B] Q_{\alpha}^{-z}\right) \\
& =\operatorname{Res}_{z=0} \operatorname{TR}\left(z^{-1} A\left[B, Q_{\alpha}^{-z}\right]\right)=\frac{1}{q} \operatorname{res}\left(\frac{d}{d z}\left(A\left[B, Q_{\alpha}^{-z}\right]\right)_{\mid z=0}\right) \\
& =-\frac{1}{q} \operatorname{res}\left(A\left[B, \log _{\alpha} Q\right]\right) .
\end{aligned}
$$

The second equality immediately follows from the trace property of the noncommutative residue.

### 4.2 Weighted traces involving logarithms

Recall from Lemma 2.1.12 that, whereas a logarithm is not classical, the bracket $[A, \log B]$ is classical for $A$ classical and $B$ admissible, and recall from Lemma 2.1.10 that if $A$ is also admissible then $\frac{\log A}{a}-\frac{\log B}{b}$ is classical where $a$ is the order of $A, b$ the order of $B$.
Corollary 4.2.1. Let $A$ and $B$ be admissible operators in $C \ell(M, E)$ with spectral cuts $\theta$ and $\phi$ respectively. For any weight $Q$ with positive order $q$ and spectral cut $\alpha$,

$$
\begin{equation*}
\operatorname{Tr}_{\alpha}^{Q}\left(\left[\log _{\theta} A, B\right]\right)=-\frac{1}{q} \operatorname{res}\left(\left(\log _{\theta} A-\frac{a}{b} \log _{\phi} B\right)\left[B, \log _{\alpha} Q\right]\right) \tag{4.2}
\end{equation*}
$$

where $a>0$ is the order of $A$ and $b>0$ is the order of $B$.
In particular,

$$
\begin{equation*}
\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, B\right]\right)=\operatorname{Tr}_{\phi}^{B}\left(\left[\log _{\theta} A, B\right]\right)=\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, \log _{\phi} B\right]\right)=0 \tag{4.3}
\end{equation*}
$$

Proof: Since $\left[\log _{\theta} A, B\right]=\left[\log _{\theta} A-\frac{a}{b} \log _{\phi} B, B\right]$ and $\log _{\theta} A-\frac{a}{b} \log _{\phi} B$ is a classical operator (formula (2.12)), by the above proposition we have

$$
\operatorname{Tr}_{\alpha}^{Q}\left(\left[\log _{\theta} A, B\right]\right)=-\frac{1}{q} \operatorname{res}\left(\left(\log _{\theta} A-\frac{a}{b} \log _{\phi} B\right)\left[B, \log _{\alpha} Q\right]\right) .
$$

If $Q=A$, it follows that

$$
\begin{aligned}
\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, B\right]\right) & =-\frac{1}{a} \operatorname{res}\left(\left(\log _{\theta} A-\frac{a}{b} \log _{\phi} B\right)\left[B, \log _{\theta} A\right]\right) \\
& =-\frac{1}{a} \operatorname{res}\left(\left(\log _{\theta} A-\frac{a}{b} \log _{\phi} B\right)\left[B, \log _{\theta} A-\frac{a}{b} \log _{\phi} B\right]\right) \\
& =-\frac{1}{a} \operatorname{res}\left(\left[\left(\log _{\theta} A-\frac{a}{b} \log _{\phi} B\right) B, \log _{\theta} A-\frac{a}{b} \log _{\phi} B\right]\right) \\
& =0
\end{aligned}
$$

since $\left[\left(\log _{\theta} A-\frac{a}{b} \log _{\phi} B\right) B, \log _{\theta} A-\frac{a}{b} \log _{\phi} B\right]$ is a bracket of classical $\Psi D O s$ and the residue is tracial.
If $Q=B$, since $B$ and $\log _{\phi} B$ commute i. e. $\left[B, \log _{\phi} B\right]=0$, then

$$
\operatorname{Tr}_{\phi}^{B}\left(\left[\log _{\theta} A, B\right]\right)=-\frac{1}{b} \operatorname{res}\left(\left(\log _{\theta} A-\frac{a}{b} \log _{\phi} B\right)\left[B, \log _{\phi} B\right]\right)=0 .
$$

Now $\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, \log _{\phi} B\right]\right)=\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, \log _{\phi} B-\frac{b}{a} \log _{\theta} A\right]\right)=0$, with $B$ replaced by $\log _{\phi} B-\frac{b}{a} \log _{\theta} A$.
Let us provide an alternative direct proof of this last statement. Since the map $z \mapsto$ $\mathrm{TR}\left(\left[B, \log _{\theta} A\right] A^{-z}\right)$ is meromorphic by Theorem 3.2.8 and since TR is cyclic on non integer order operators, we have the following identity of meromorphic functions:

$$
\operatorname{TR}\left(\left[B, \log _{\theta} A\right] A_{\theta}^{-z}\right)=\operatorname{TR}\left(B\left[\log _{\theta} A, A_{\theta}^{-z}\right]\right)=0
$$

using the fact that $\log _{\theta} A$ commutes with $A_{\theta}^{-z}$. It follows that the constant term $\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, B\right]\right)$ in the Laurent expansion vanishes. Similarly we prove that $\operatorname{Tr}_{\phi}^{B}\left(\left[\log _{\theta} A, B\right]\right)=0$.

Remark 4.2.2. Using the definition of the weighted trace,

$$
\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, B\right]\right)=\lim _{z \rightarrow 0}\left(\operatorname{TR}\left(\left[\log _{\theta} A, B\right] A_{\theta}^{-z}\right)-\frac{1}{a z} \operatorname{res}\left(\left[\log _{\theta} A, B\right]\right)\right) .
$$

Since $\operatorname{TR}\left(\left[B, \log _{\theta} A\right] A_{\theta}^{-z}\right)=\operatorname{Tr}_{\theta}^{A}\left(\left[\log _{\theta} A, B\right]\right)=0$, we immediately deduce that

$$
\operatorname{res}\left(\left[\log _{\theta} A, B\right]\right)=0
$$

from which we infer (using the formula $\left[\log _{\theta} A, \log _{\phi} B\right]=\left[\log _{\theta} A, \log _{\phi} B-\frac{b}{a} \log _{\theta} A\right]$ ) that

$$
\begin{equation*}
\operatorname{res}\left(\left[\log _{\theta} A, \log _{\phi} B\right]\right)=0 \tag{4.4}
\end{equation*}
$$

Replacing in formula (3.10) the l.h.s. $\mathrm{fp}_{z=0} \operatorname{TR}\left(A Q_{\alpha}^{-z}\right)$ by $\operatorname{Tr}_{\alpha}^{Q}(A)$ yields the following defect formula for weighted traces:

$$
\begin{equation*}
\operatorname{Tr}_{\alpha}^{Q}(A)=\int_{M} d x\left(\operatorname{TR}_{x}(A)-\frac{1}{q} \operatorname{res}_{x}\left(A \log _{\alpha} Q\right)\right) \tag{4.5}
\end{equation*}
$$

When $A$ is a differential operator, then $\mathrm{TR}_{x}(A)$ vanishes for any $x$ in $M$ (Example 3.2.7) and $\operatorname{res}_{x}\left(A \log _{\alpha} Q\right) d x$ defines a global density in which case

$$
\operatorname{Tr}_{\alpha}^{Q}(A)=-\frac{1}{q} \operatorname{res}\left(A \log _{\alpha} Q\right)
$$

is a local expression. If res $\left(A \log _{\alpha} Q\right)$ vanishes, e.g. if $A$ has non integer order or in odd dimensions if both $A$ and $Q$ lie in the odd-class and $Q$ has even order, then $\operatorname{TR}_{x}(A) d x$ defines a global density so that $\operatorname{TR}(A)$ is well-defined and

$$
\operatorname{Tr}_{\alpha}^{Q}(A)=\operatorname{TR}(A)
$$

Generally speaking, weighted traces are not expected to be local. However the difference of two weighted traces is local. Indeed, given two weights $Q_{1}$ and $Q_{2}$ with spectral cuts $\alpha_{1}, \alpha_{2}$ and positive orders $q_{1}, q_{2}$, substracting the above expression (4.5) obtained with $Q_{2}$ from the one obtained with $Q_{1}$ we get back the well-known formula [MN], [CDMP]:

$$
\begin{equation*}
\operatorname{Tr}_{\alpha_{1}}^{Q_{1}}(A)-\operatorname{Tr}_{\alpha_{2}}^{Q_{2}}(A)=\operatorname{res}\left(A\left(\frac{\log _{\alpha_{2}} Q_{2}}{q_{2}}-\frac{\log _{\alpha_{1}} Q_{1}}{q_{1}}\right)\right), \tag{4.6}
\end{equation*}
$$

which is local keeping in mind that the difference $\frac{\log _{\alpha_{2}} Q_{2}}{q_{2}}-\frac{\log _{\alpha_{1}} Q_{1}}{q_{1}}$ lies in $C \ell(M, E)$.
Weighted traces can be extended to logarithms: let $A$ be an admissible operator in $C \ell(M, E)$ with positive order $a$ and spectral cut $\theta$. Given an admissible operator $Q$ in $C \ell(M, E)$ with positive order $q$ and spectral cut $\alpha$, the map $z \mapsto \mathrm{TR}\left(\log _{\theta} A Q_{\alpha}^{-z}\right)$ is meromorphic with simple pole at $z=0$ and the complex residue reads ([Du1], Lemma II.4.2):

$$
\operatorname{Res}_{z=0} \mathrm{TR}\left(\log _{\theta} A Q_{\alpha}^{-z}\right)=\frac{1}{q} \operatorname{res}\left(\log _{\theta} A-\frac{a}{q} \log _{\alpha} Q\right) .
$$

The $Q$-weighted trace $\operatorname{Tr}_{\alpha}^{Q}\left(\log _{\theta} A\right)$ is defined as before, picking out the constant term of the meromorphic map $z \mapsto \mathrm{TR}\left(\log _{\theta} A Q_{\alpha}^{-z}\right)$ i.e.

$$
\operatorname{Tr}_{\alpha}^{Q}\left(\log _{\theta} A\right):=\mathrm{fp}_{z=0} \mathrm{TR}\left(\log _{\theta} A Q_{\alpha}^{-z}\right) .
$$

With these notations we have $\zeta_{Q, \alpha}^{\prime}(0)=-\operatorname{Tr}_{\alpha}^{Q}\left(\log _{\alpha} Q\right)=-\lim _{z \rightarrow 0} \operatorname{TR}\left(\log _{\alpha} Q Q_{\alpha}^{-z}\right)$.
Let us recall that weighted traces of logarithms depend on the choice of the weight in the following way ([Ok2] Lemma 0.1, [Du1] Proposition II.4.6): Let $A, Q_{1}, Q_{2}$ be admissible operators with orders $a, q_{1}, q_{2}$ respectively and spectral cuts $\theta, \alpha_{1}, \alpha_{2}$ respectively. Then

$$
\begin{align*}
& \operatorname{Tr}_{\alpha_{1}}^{Q_{1}}\left(\log _{\theta} A\right)-\operatorname{Tr}_{\alpha_{2}}^{Q_{2}}\left(\log _{\theta} A\right) \\
= & -\frac{1}{2} \operatorname{res}\left[\left(\log _{\theta} A-\frac{a}{q_{1}} \log _{\alpha_{1}} Q_{1}\right)\left(\frac{\log _{\alpha_{1}} Q_{1}}{q_{1}}-\frac{\log _{\alpha_{2}} Q_{2}}{q_{2}}\right)\right] . \\
& -\frac{1}{2} \operatorname{res}\left[\left(\log _{\theta} A-\frac{a}{q_{2}} \log _{\alpha_{2}} Q_{2}\right)\left(\frac{\log _{\alpha_{1}} Q_{1}}{q_{1}}-\frac{\log _{\alpha_{2}} Q_{2}}{q_{2}}\right)\right] . \tag{4.7}
\end{align*}
$$

### 4.3 Weighted traces of differentiable families of operators

For further use, we prove in the following property by which the canonical and weighted traces as well as the noncommutative residue commute with differentiation on differentiable families of operators with constant order. Differentiable families of symbols and operators are defined in the same way as holomorphic families in Definitions 1.1.3 and 1.2.10 replacing holomorphic by differentiable.

Proposition 4.3.1 ([OP]). Let $A_{t}$ be a differentiable family of $C \ell(M, E)$ of constant order a.

1. The noncommutative residue commutes with differentiation

$$
\begin{equation*}
\frac{d}{d t} \operatorname{res}\left(A_{t}\right)=\operatorname{res}\left(\dot{A}_{t}\right) \tag{4.8}
\end{equation*}
$$

where $\dot{A}_{t}=\frac{d}{d t} A_{t}$.
2. If the order $a$ is non integer, the canonical trace commutes with differentiation

$$
\begin{equation*}
\frac{d}{d t} \operatorname{TR}\left(A_{t}\right)=\operatorname{TR}\left(\dot{A}_{t}\right) \tag{4.9}
\end{equation*}
$$

3. For any weight $Q$ with positive order $q$ and spectral cut $\alpha$,

$$
\begin{equation*}
\frac{d}{d t} \operatorname{Tr}_{\alpha}^{Q}\left(A_{t}\right)=\operatorname{Tr}_{\alpha}^{Q}\left(\dot{A}_{t}\right) \tag{4.10}
\end{equation*}
$$

Proof: By formula (1.3) we write

$$
\sigma\left(A_{t}\right)(x, \xi)=\sum_{j=0}^{N-1} \chi(\xi) \sigma_{a-j}\left(A_{t}\right)(x, \xi)+\sigma_{N}\left(A_{t}\right)(x, \xi)
$$

1. By assumption, the map $t \mapsto \operatorname{tr}_{x}\left(\sigma_{-n}\left(A_{t}\right)(x, \cdot)\right)$ is differentiable leading to a differentiable map $t \mapsto \int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{-n}\left(A_{t}\right)(x, \cdot)\right)$ after integration over the compact set $S_{x}^{*} M$ with derivative: $t \mapsto \int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\dot{\sigma}_{-n}\left(A_{t}\right)(x, \cdot)\right)$, where $\dot{\sigma}\left(A_{t}\right)=\sigma\left(\dot{A}_{t}\right)$ stands for the derivative of $\sigma\left(A_{t}\right)$ at $t$. Thus, the map $t \mapsto \operatorname{res}\left(A_{t}\right)$ is differentiable with derivative

$$
\frac{d}{d t} \operatorname{res}\left(A_{t}\right)=\operatorname{res}\left(\dot{A}_{t}\right)
$$

2. Since $\operatorname{TR}\left(A_{t}\right)=\int_{M} f_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma\left(A_{t}\right)(x, \xi)\right) d \xi d x$, to prove formula (4.9) we need to check the differentiability of the map $t \mapsto f_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma\left(A_{t}\right)(x, \cdot)\right)$ and to prove that

$$
\frac{d}{d t} \int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma\left(A_{t}\right)(x, \cdot)\right)=\int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\dot{\sigma}\left(A_{t}\right)(x, \cdot)\right),
$$

where as before $\dot{\sigma}\left(A_{t}\right)=\sigma\left(\dot{A}_{t}\right)$ stands for the derivative of $\sigma\left(A_{t}\right)$ at $t$.
The cut-off integral involves the whole symbol and we set $\sigma_{t}:=\sigma\left(A_{t}\right)$ in order to simplify notations. Since the family $\sigma_{t}$ has constant order, $N$ can be chosen independently of $t$ in the asymptotic expansion. The corresponding cut-off integral is given explicitly by (3.4):

$$
\begin{aligned}
& \int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma_{t}(x, \xi)\right) d \xi \\
= & \int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{N}(x, \xi)\right) d \xi+\sum_{j=0}^{N-1} \int_{|\xi| \leq 1} \chi(\xi) \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{a-j}(x, \xi)\right) d \xi \\
& -\sum_{j=0, a-j+n \neq 0}^{N-1} \frac{1}{a-j+n} \int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{a-j}(x, \omega)\right) d \omega .
\end{aligned}
$$

The map $t \mapsto \int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{N}(x, \xi)\right) d \xi$ is differentiable at any point $t_{0}$ since by assumption the maps $t \mapsto \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{N}\right)$ are differentiable with modulus bounded from above $\left|\operatorname{tr}_{x}\left(\left(\dot{\sigma}_{t}\right)_{N}\right)\right| \leq C|\xi|^{a-N}$ by an $L^{1}$ function provided $N$ is chosen large enough, where the constant $C$ can be chosen independently of $t$ in a compact neighborhood of $t_{0}$. Its derivative is given by $t \mapsto \int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\left(\dot{\sigma}_{t}\right)_{N}(x, \xi)\right) d \xi$. The remaining integrals $\int_{|\xi| \leq 1} \chi(\xi) \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{a-j}(x, \xi)\right) d \xi$ and $\int_{S_{x}^{*} M} \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{a-j}(x, \omega)\right) d \omega$ are also differentiable as integrals over compact sets of integrands involving differentiable maps $t \mapsto \operatorname{tr}_{x}\left(\left(\sigma_{t}\right)_{a-j}\right)$ with derivatives given by $\int_{S_{x}^{*} M} \chi(\xi) \operatorname{tr}_{x}\left(\left(\dot{\sigma}_{t}\right)_{a-j}(x, \xi)\right) d \xi$ and $\int_{|\xi|=1} \operatorname{tr}_{x}\left(\left(\dot{\sigma}_{t}\right)_{a-j}(x, \omega)\right) d \omega$. Thus, the map $t \mapsto \operatorname{TR}\left(A_{t}\right)$ is differentiable with derivative

$$
\frac{d}{d t} \operatorname{TR}\left(A_{t}\right)=\operatorname{TR}\left(\dot{A}_{t}\right)
$$

3. By formula (4.5) we have
$\operatorname{Tr}_{\alpha}^{Q}\left(A_{t}\right)=\int_{M} d x\left(\int_{T_{x}^{*} M} \operatorname{tr}_{x}\left(\sigma\left(A_{t}\right)(x, \cdot)\right) d \xi-\frac{1}{q} \int_{S_{x}^{*} M} \operatorname{res}_{x}\left(\sigma_{-n}\left(A_{t} \log _{\alpha} Q\right)(x, \cdot)\right) d \xi\right)$
which reduces the proof of the differentiability of $t \mapsto \operatorname{Tr}_{\alpha}^{Q}\left(A_{t}\right)$ to that of the two maps $t \mapsto f_{T_{x}^{*} M} \operatorname{tr}_{x} \sigma\left(A_{t}\right)(x, \cdot)$ and $t \mapsto \int_{S_{x}^{*} M} \operatorname{res}_{x}\left(\sigma_{-n}\left(A_{t} \log _{\alpha} Q\right)\right)(x, \cdot)$.

Differentiability of the first map was shown in the second item of the proof. Let us therefore investigate the second map. By (1.2) we have

$$
\sigma_{-n}\left(A_{t} \log _{\alpha} Q\right)=\sum_{|\alpha|+a-j-k=-n} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{a-j}\left(A_{t}\right) \partial_{x}^{\alpha} \sigma_{-k}\left(\log _{\alpha} Q\right)
$$

By assumption, the maps $t \mapsto \sigma_{a-j}\left(A_{t}\right)$ are differentiable any non negative integer $j$ so that the map $t \mapsto \int_{S_{x}^{*} M} \operatorname{res}_{x}\left(\sigma_{-n}\left(A_{t} \log _{\alpha} Q\right)(x, \cdot)\right)$ is differentiable with derivative given by the map $t \mapsto \int_{S_{x}^{*} M} \operatorname{res}_{x}\left(\dot{\sigma}_{-n}\left(A_{t} \log _{\alpha} Q\right)(x, \cdot)\right)$. Integrating over the compact manifold $M$ then yields that the map $t \mapsto \operatorname{Tr}_{\alpha}^{Q}\left(A_{t}\right)$ is differentiable with derivative

$$
\frac{d}{d t} \operatorname{Tr}_{\alpha}^{Q}\left(A_{t}\right)=\operatorname{Tr}_{\alpha}^{Q}\left(\dot{A}_{t}\right)
$$

### 4.4 Locality of the weighted trace of $L(A, B)$

Let $A$ and $B$ be two admissible operators in $C \ell(M, E)$ with positive orders $a$ and $b$ and spectral cuts $\theta$ and $\phi$ respectively. Assume that their product $A B$ is also admissible with spectral cut $\psi$. We consider the following expression

$$
L(A, B):=\log _{\psi}(A B)-\log _{\theta} A-\log _{\phi} B
$$

In [Sc], S. Scott showed the multiplicativity of the associated residue determinant

$$
\operatorname{det}_{\mathrm{res}}(A):=\exp (\operatorname{res}(\log A))
$$

He actually showed more, namely that given two admissible operators $A$ and $B$ such that their product $A B$ is also admissible,

$$
\begin{equation*}
\operatorname{res}(L(A, B))=\operatorname{res}\left(\log _{\psi}(A B)-\log _{\theta} A-\log _{\phi} B\right)=0 . \tag{4.11}
\end{equation*}
$$

Remark 4.4.1. Strictly speaking, we should specify the spectral cuts $\theta$ of $A, \phi$ of $B$ and $\psi$ of $A B$ in the expression $L(A, B)$ setting instead

$$
L^{\theta, \phi, \psi}(A, B):=\log _{\psi}(A B)-\log _{\theta} A-\log _{\phi} B .
$$

Then by formula (2.9)

$$
L^{\theta, \phi, \psi}(A, B)-L^{\theta^{\prime}, \phi^{\prime}, \psi^{\prime}}(A, B)=-2 i \pi\left(\Pi_{\psi, \psi^{\prime}}(A B)-\Pi_{\theta, \theta^{\prime}}(A)-\Pi_{\phi, \phi^{\prime}}(B)\right)
$$

so that a change of spectral cut introduces pseudodifferential projections which have vanishing residue by results of $M$. Wodzicki [W2]. Thus, a change of spectral cut does not affect the residues.
More generally, we can choose fixed spectral cuts $\theta$ and $\phi$ by the following argument of $K$. Okikiolu [Ok1]:

$$
L^{\theta, \phi, \psi}(A, B)=L^{\pi, \pi, \psi-(\theta+\phi)}\left(e^{i(\pi-\theta)} A, e^{i(\pi-\phi)} B\right) .
$$

Indeed, if $A, B, A B$ have spectral cut $\theta, \phi, \psi$ respectively, then $A^{\prime}=e^{i(\pi-\theta)} A$ and $B^{\prime}=$ $e^{i(\pi-\phi)} B$ have spectral cut $\pi$ and $A^{\prime} B^{\prime}$ has spectral cut $\psi+2 \pi-\theta-\phi$. So we can assume that $\theta=\phi=\pi$ without loss of generality. To simplify notations, we drop the explicit mention of the spectral cuts.

Any trace on $C \ell(M, E)$ i.e. any linear form on $C \ell(M, E)$ which vanishes on commutators $[C \ell(M, E), C \ell(M, E)]$ is proportional to the noncommutative residue [W1] (see also $[\mathrm{K}])$; in other words:

$$
\forall A \in C \ell(M, E) \quad(\operatorname{res}(A)=0 \Longrightarrow A \in[C \ell(M, E), C \ell(M, E)]) .
$$

It follows from (4.11) that

$$
L(A, B) \in[C \ell(M, E), C \ell(M, E)]
$$

so that $L(A, B)$ is a finite sum of commutators. The following proposition provides a refinement of this statement.
Proposition 4.4.2 ([OP]). Let $A$ and $B$ be two admissible operators, which w.l.o.g. are assumed to have $\pi$ as spectral cut, such that their product $A B$ is also admissible with spectral cut $\pi$. Then $L(A, B)$ is a finite sum of Lie brackets of operators in $C \ell^{0}(M, E)$ :

$$
L(A, B) \in\left[C \ell^{0}(M, E), C \ell^{0}(M, E)\right]
$$

Proof: Up to a pseudodifferential projection, let us check that $L(A, B)$ lies in $C \ell^{0}(M, E)$. Since $A B$ has order $a+b$, by Lemma 2.1.8 we have

$$
\begin{aligned}
& \sigma(L(A, B))(x, \xi) \\
= & \sigma(\log A B)(x, \xi)-\sigma(\log A)(x, \xi)-\sigma(\log B)(x, \xi) \\
= & (a+b) \log |\xi| I+\sigma_{0}^{A B}(x, \xi)-a \log |\xi| I-\sigma_{0}^{A}(x, \xi)-b \log |\xi| I-\sigma_{0}^{B}(x, \xi) \\
= & \sigma_{0}^{A B}(x, \xi)-\sigma_{0}^{A}(x, \xi)-\sigma_{0}^{B}(x, \xi)
\end{aligned}
$$

where $\sigma_{0}^{C}$ denotes the symbol of order zero associated to the symbol of $\log C$. It follows that the operator $L(A, B)$ is indeed classical of order 0 with leading symbol given for any $(x, \xi) \in T^{*} M-\{0\}$ by

$$
\begin{aligned}
\sigma^{L}(L(A, B))(x, \xi) & =\log \sigma^{L}(A B)\left(x, \frac{\xi}{|\xi|}\right)-\log \sigma^{L}(A)\left(x, \frac{\xi}{|\xi|}\right)-\log \sigma^{L}(B)\left(x, \frac{\xi}{|\xi|}\right) \\
& =: L\left(\sigma^{L}(A), \sigma^{L}(B)\right)\left(x, \frac{\xi}{|\xi|}\right) .
\end{aligned}
$$

Here as before, $\sigma^{L}(C)$ stands for the leading symbol of the operator $C$.
Let us apply the usual Campbell-Hausdorff formula to the matrices $\sigma^{L}(A)\left(x, \frac{\xi}{|\xi|}\right)$ and $\sigma^{L}(B)\left(x, \frac{\xi}{|\xi|}\right)$ and implement the fibrewise trace $\operatorname{tr}_{x}$. This yields:

$$
\begin{aligned}
& \operatorname{tr}_{x}\left(L\left(\sigma^{L}(A), \sigma^{L}(B)\right)\left(x, \frac{\xi}{|\xi|}\right)\right) \\
= & \operatorname{tr}_{x}\left(\log \sigma^{L}(A B)\left(x, \frac{\xi}{|\xi|}\right)-\log \sigma^{L}(A)\left(x, \frac{\xi}{|\xi|}\right)-\log \sigma_{B}^{L}\left(x, \frac{\xi}{|\xi|}\right)\right)=0 .
\end{aligned}
$$

It follows that any leading symbol trace $\operatorname{Tr}_{0}^{\lambda}(C):=\lambda\left(\operatorname{tr}_{x}\left(\sigma_{0}(C)\right)\right)$ (Lemma 3.3.3) on the algebra $C \ell^{0}(M, E)$ where $\lambda$ is a current in $C^{\infty}\left(S^{*} M\right)^{\prime}$, vanishes on $L(A, B)$ :

$$
\operatorname{Tr}_{0}^{\lambda}(L(A, B))=\lambda\left(\operatorname{tr}_{x}\left(\sigma_{0}(L(A, B))\right)\right)=0
$$

Thus both the noncommutative residue and leading symbol traces vanish on $L(A, B)$. But by the results of $[\mathrm{LP}]$, any trace on $C \ell^{0}(M, E)$, i.e. any linear form on $C \ell^{0}(M, E)$ which vanishes on $\left[C \ell^{0}(M, E), C \ell^{0}(M, E)\right]$, is a linear combination of the noncommutative residue and a leading symbol trace. Consequently all traces on $C \ell^{0}(M, E)$ vanish on the operator $L(A, B)$ which therefore lies in $\left[C \ell^{0}(M, E), C \ell^{0}(M, E)\right]$.

Since the operator $L(A, B)$ is classical we can compute its weighted trace. The following result is reminiscent of an observation made in [Ok1] (see also [Sc]), namely that only the first $n$ homogeneous components of the symbols come into play for the derivation of the Campbell-Hausdorff formula for operators with scalar leading symbols; the weighted trace of $L(A, B)$ presents a similar feature in our more general situation.

In the following, to simplify notations, we drop the mention of the spectral cut $\alpha$ of the weight $Q$.

Theorem 4.4.3 ([OP]). Given a weight $Q$ and two admissible operators $A$ and $B$ in $C \ell(M, E)$, the weighted trace $\operatorname{Tr}^{Q}(L(A, B))$ is a local expression as a finite sum of noncommutative residues.
If both operators $A$ and $B$ have non negative order, then for any operator $S$ in $C \ell(M, E)$ with order whose real part is $<-n$,

$$
\begin{equation*}
\frac{d}{d t} \operatorname{Tr}^{Q}(L(A(1+t S), B))=\frac{d}{d t} \operatorname{Tr}^{Q}(L(A, B(1+t S)))=0 \tag{4.12}
\end{equation*}
$$

so that $\operatorname{Tr}^{Q}(L(A, B))$ only depends on the first $n$ homogeneous components of the symbols of $A$ and $B$.

Proof: By Proposition 4.4.2, $L(A, B)$ is a finite sum of commutators of zero order classical pseudodifferential operators $\left[P_{j}, Q_{j}\right]$. By formula (4.1), each weighted trace $\operatorname{Tr}^{Q}\left(\left[P_{j}, Q_{j}\right]\right.$ is proportional to res $\left(Q_{j}\left[P_{j}, \log _{\alpha} Q\right]\right)$. Since $P_{j}$ and $Q_{j}$ are of order zero, so is $Q_{j}\left[P_{j}, \log _{\alpha} Q\right]$ of order zero so that $\operatorname{Tr}^{Q}(L(A, B))$ is indeed a finite sum of noncommutative residues of zero order operators.
Let us check that requirement (4.12) is equivalent to the fact that $\operatorname{Tr}^{Q}(L(A, B))$ only depends on the first $n$ homogeneous components of the symbols of $A$ and $B$.
Given an operator $S$ in $C \ell(M, E)$ of order $<-n$ and an operator $A$ in $C \ell(M, E)$ of order $a$, we first observe that in any local trivialization the first $n$ homogeneous components of the symbols of $A$ and $A(1+S)$ coincide since $A S$ has order $a-n$. Conversely, if the first $n$ homogeneous components of the symbols of two classical operators $A$ and $B$ of orders $a$ and $b$ coincide, then $a=b$ and if $B$ is invertible, the first $n$ homogeneous components of the symbol of $B^{-1}$ defined inductively using formula (1.2) by:

$$
\begin{aligned}
\sigma_{-b}\left(B^{-1}\right) & =\left(\sigma_{b}(B)\right)^{-1} \\
\sigma_{-b-j}\left(B^{-1}\right) & =-\left(\sigma_{b}(B)\right)^{-1} \sum_{k+l+|\alpha|=j, l<j} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{b-k}(B) \partial_{x}^{\alpha} \sigma_{-b-l}\left(B^{-1}\right),
\end{aligned}
$$

coincide with that of the symbol of $A^{-1}$ since the terms corresponding to $j \leq n$ only involve homogeneous components $\sigma_{b-k}(B)=\sigma_{a-k}(A)$ and $\sigma_{-b-l}\left(B^{-1}\right)$ with $k$ and $l$ no larger than $n$. Consequently, by (1.2) it follows that $S=A^{-1} B$ has order $<-n$. Thus, showing that the expression $\operatorname{Tr}^{Q}(L(A, B))$ only depends on the first $n$ homogeneous components of $A$ amounts to showing that $\operatorname{Tr}^{Q}(L(A+S, B))=\operatorname{Tr}^{Q}(L(A, B))$ for any classical operator $S$ of order $<-n$.
This part of the proof is inspired by steps of Okikiolu's proof of the Campbell-Hausdorff formula [Ok1]. Let us further observe that the proof of (4.12) reduces to the proof at $t_{0}=0$. Indeed for any real number $t_{0}$, for any $S, T$ in $C \ell(M, E)$ of order $<-n$ and for any admissible operators $A, B, C, D$, we have

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{Q}(L(C(1+t T), D))=\left.0 \Longrightarrow \frac{d}{d t}\right|_{t=t_{0}} \operatorname{Tr}^{Q}(L(A(1+t S), B))=0 \tag{4.13}
\end{equation*}
$$

To check this implication, we set $u=t-t_{0}$ so that

$$
1+t S=1+t_{0} S+u S=\left(1+u S\left(1+t_{0} S\right)^{-1}\right)\left(1+t_{0} S\right)
$$

Setting $T=S\left(1+t_{0} S\right)^{-1}$ which also has order $<-n$, we have

$$
A(1+t S)=A\left(1+u S\left(1+t_{0} S\right)^{-1}\right)\left(1+t_{0} S\right)=A(1+u T)\left(1+t_{0} S\right)
$$

and

$$
A(1+t S) B=A(1+u T)\left(1+t_{0} S\right) B
$$

It follows that

$$
\begin{aligned}
& L(A(1+t S), B)-L\left(A(1+u T),\left(1+t_{0} S\right) B\right) \\
= & \log (A(1+t S) B)-\log (A(1+t S))-\log (B)-\log \left(A(1+u T)\left(1+t_{0} S\right) B\right) \\
& +\log (A(1+u T))+\log \left(\left(1+t_{0} S\right) B\right) \\
= & -\log \left(A(1+u T)\left(1+t_{0} S\right)\right)-\log (B)+\log (A(1+u T))+\log \left(\left(1+t_{0} S\right) B\right) \\
= & L\left(1+t_{0} S, B\right)-L\left(A(1+u T), 1+t_{0} S\right)
\end{aligned}
$$

and hence

$$
L(A(1+t S), B)=L\left(A(1+u T),\left(1+t_{0} S\right) B\right)+L\left(1+t_{0} S, B\right)-L\left(A(1+u T), 1+t_{0} S\right)
$$

Differentiating w.r. to $t$ at $t=t_{0}$ on the l.h.s boils down to differentiating the r.h.s. at $u=0$ and the implication (4.13) then easily follows.
We are therefore left to prove that $\left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{Q}(L(A(1+t S), B)=0$. Applying (4.10) to the operator $A_{t}:=L(A(1+t S), B)$ we have

$$
\frac{d}{d t} \operatorname{Tr}_{t=0}^{Q}(L(A(1+t S), B))=\operatorname{Tr}^{Q}\left(\left.\frac{d}{d t}\right|_{t=0}(L(A(1+t S), B))\right)
$$

We therefore need to investigate the behaviour of $\frac{L(A(1+t S), B)-L(A, B)}{t}$ as $t \rightarrow 0$. Since

$$
L(A(1+t S), B)-L(A, B)=\log (A(1+t S) B)-\log (A B)-(\log (A(1+t S))-\log A)
$$

let us study the difference $\log (A(1+t S) C)-\log (A C)$ with $C$ equal to either $B$ or the identity operator. Applying Proposition 2.1.14 to $A_{t}:=A(1+t S) C$ so that $A_{0}=A C$ and $\dot{A}_{0}=A S C$, and then implementing the weighted trace $\operatorname{Tr}^{Q}$ yields

$$
\begin{aligned}
& \left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{Q}(\log (A(1+t S) C)) \\
= & \operatorname{Tr}^{Q}\left(A S C(A C)^{-1}\right)+\sum_{k=1}^{K} \frac{(-1)^{k}}{k+1} \operatorname{Tr}^{Q}\left(\operatorname{ad}_{A C}^{k}(A S C)(A C)^{-(k+1)}\right)+\operatorname{Tr}^{Q}\left(R_{K}(A C, A S C)\right)
\end{aligned}
$$

for arbitrary large $K$, with remainder term

$$
R_{K}\left(A_{t}, \dot{A}_{t}\right)=-\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left[(\lambda-A C)^{-1}, \operatorname{ad}_{A C}^{K}(A S C)\right](\lambda-A C)^{-K-1} d \lambda
$$

But for any positive integer $k$, by (4.1) we have

$$
\begin{aligned}
\operatorname{Tr}^{Q}\left(\operatorname{ad}_{A C}^{k}(A S C)(A C)^{-(k+1)}\right) & =\operatorname{Tr}^{Q}\left(\operatorname{ad}_{A C}\left(\operatorname{ad}_{A C}^{k-1}(A S C)\right)(A C)^{-(k+1)}\right) \\
& =\operatorname{Tr}^{Q}\left(\operatorname{ad}_{A C}\left(\operatorname{ad}_{A C}^{k-1}(A S C)(A C)^{-(k+1)}\right)\right) \\
& =\frac{1}{q} \operatorname{res}\left(\operatorname{ad}_{A C}^{k-1}(A S C)(A C)^{-(k+1)}[A C, \log Q]\right) \\
& =0,
\end{aligned}
$$

since the operator $\operatorname{ad}_{A C}^{k-1}(A S C)(A C)^{-(k+1)}[A C, \log Q]$ has order $(k-1)(a+c)+a+c+$ $s-(k+1)(a+c)=s-a-c$ (here $s$ is the order of $S, a$ the order of $A, c$ the order of $C)$ and hence, is smaller than $-n$. Thus

$$
\frac{d}{d t} \operatorname{Tr}_{t=0}^{Q}(\log (A(1+t S) C))=\operatorname{Tr}^{Q}\left(A S C(A C)^{-1}\right)+\operatorname{Tr}^{Q}\left(R_{K}(A C, A S C)\right)
$$

independently of the choice of the integer $K$. The remainder term
$\operatorname{Tr}^{Q}\left(R_{K}(A C, A S C)\right)=-\operatorname{Tr}^{Q}\left(\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left[(\lambda-A C)^{-1}, \operatorname{ad}_{A C}^{K}(A S C)\right](\lambda-A C)^{-K-1} d \lambda\right)$
depends on $S$ via the iterated brackets ad ${ }_{A C}^{K}(A S C)$ and hence via $K$. Since it is independent of $K$, it is also independent of $S$. Setting $S=0$ which has order $<-n$, we infer that $\operatorname{Tr}^{Q}\left(R_{K}(A C, A S C)\right)$ vanishes for all positive integers $K$. Thus

$$
\left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{Q}(\log (A(1+t S) C))=\operatorname{Tr}^{Q}\left(A S C(A C)^{-1}\right)=\operatorname{Tr}^{Q}\left(A S A^{-1}\right)
$$

independently of $C$. Setting back $C=B$ and $C=I$ yields

$$
\begin{aligned}
& \frac{d}{d t} \operatorname{Tr}_{t=0}^{Q}(L(A(1+t S), B)) \\
= & \operatorname{Tr}^{Q}\left(\frac{d}{d t}\right. \\
= & 0
\end{aligned}
$$

### 4.5 A local formula for the weighted trace of $L(A, B)$

We derive an explicit local expression for the weighted traces $\operatorname{Tr}^{Q}(L(A, B))$ of $L(A, B)$ (Theorem 4.5.2). Our approach is inspired by the proof of K. Okikiolu for the CampbellHausdorff formula for operators with scalar leading symbols. In the case of operators with scalar leading symbols, as it was noticed and used by K. Okikiolu, as from a certain order in the Campbell-Hausdorff expansion, one can implement ordinary traces since the iterated brackets have decreasing order. In our more general situation, such a phenomenon does not accour so that we use weighted traces instead.

Proposition 4.5.1 ([OP]). Let $A$ and $B$ be two admissible operators in $C \ell(M, E)$ with positive orders $a$ and $b$. We have the following identities for weighted traces: for any real $\mu>0$,

$$
\frac{d}{d t}{ }_{\mid t=0} \operatorname{Tr}^{B}\left(L\left(A^{t}, B^{\mu}\right)\right)=0, \quad \frac{d}{d t} \operatorname{Tr}_{t=0}^{A}\left(L\left(A^{t}, B^{\mu}\right)\right)=0
$$

as well as for the noncommutative residue:

$$
\frac{d}{d t}{ }_{\mid t=0} \operatorname{res}\left(L\left(A^{t}, B^{\mu}\right)\right)=0
$$

provided there is some positive $\epsilon$ such that $A^{t} B^{\mu}$ is admissible for any $\left.t \in\right]-\epsilon, \epsilon[$.
Proof: Let us prove the result for the $B$-weighted trace; a similar proof yields the result for the $A$-weighted trace. By Proposition 4.3.1, weighted traces and the residue commute with differentiation on constant order operators so that

$$
\left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{B}\left(L\left(A^{t}, B^{\mu}\right)\right)=\operatorname{Tr}^{B}\left(\left.\frac{d}{d t}\right|_{t=0} L\left(A^{t}, B^{\mu}\right)\right)
$$

resp.

$$
\frac{d}{d t}{ }_{\mid t=0} \operatorname{res}\left(L\left(A^{t}, B^{\mu}\right)\right)=\operatorname{res}\left(\frac{d}{d t}_{\mid t=0}\left(L\left(A^{t}, B^{\mu}\right)\right)\right.
$$

But

$$
\left.\frac{d}{d t}\right|_{t=0} L\left(A^{t}, B^{\mu}\right)=\left.\frac{d}{d t}\right|_{t=0} \log \left(A^{t} B^{\mu}\right)-\left.\frac{d}{d t}\right|_{t=0}\left(\log A^{t}\right) .
$$

We therefore apply Proposition 2.1.14 to $A_{t}:=A^{t} B^{\mu}$ so that $A_{0}=B^{\mu}$, including the case $\mu=0$ for which $A_{t}=A^{t}$ and $A_{0}=I$. Since $\dot{A}_{0}=\log A B^{\mu}$ and $\dot{A}_{0} A_{0}^{-1}=\log A$, implementing the weighted trace $\operatorname{Tr}^{B}$ yields

$$
\begin{aligned}
& \left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{B}\left(\log \left(A^{t} B^{\mu}\right)\right) \\
= & \operatorname{Tr}^{B}(\log A)+\sum_{k=1}^{K} \frac{(-1)^{k}}{k+1} \operatorname{Tr}^{B}\left(\operatorname{ad}_{B^{\mu}}^{k}\left(\log A B^{\mu}\right) B^{-\mu(k+1)}\right)+\operatorname{Tr}^{B}\left(R_{K}\left(B^{\mu}, \log A B^{\mu}\right)\right)
\end{aligned}
$$

for arbitrary large $K$, with remainder term

$$
R_{K}\left(B^{\mu}, \log A B^{\mu}\right)=-\frac{i}{2 \pi} \int_{\Gamma_{\theta}} \log _{\theta} \lambda\left[\left(\lambda-B^{\mu}\right)^{-1}, \operatorname{ad}_{B^{\mu}}^{K}\left(\log A B^{\mu}\right)\right]\left(\lambda-B^{\mu}\right)^{-K-1} d \lambda .
$$

But for any positive integer $k$, by formula (4.1) we have

$$
\begin{aligned}
\operatorname{Tr}^{B}\left(\operatorname{ad}_{B^{\mu}}^{k}\left(A B^{\mu}\right) B^{-\mu(k+1)}\right) & =\operatorname{Tr}^{B}\left(\operatorname{ad}_{B^{\mu}}\left(\operatorname{ad}_{B^{\mu}}^{k-1}\left(A B^{\mu}\right)\right) B^{-\mu(k+1)}\right) \\
& =\operatorname{Tr}^{B}\left(\operatorname{ad}_{B^{\mu}}\left(\operatorname{ad}_{B^{\mu}}^{k-1}\left(A B^{\mu}\right) B^{-\mu(k+1)}\right)\right) \\
& =\frac{1}{b} \operatorname{res}\left(\operatorname{ad}_{B^{\mu}}^{k-1}\left(A B^{\mu}\right) B^{-\mu(k+1)}\left[B^{\mu}, \log B\right]\right) \\
& =0,
\end{aligned}
$$

since $B$ commutes with $\log B$. A similar computation shows that

$$
\operatorname{Tr}^{B}\left(R_{K}\left(B^{\mu}, \log A B^{\mu}\right)\right)=0
$$

Thus

$$
\left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{B}\left(\log \left(A^{t} B^{\mu}\right)\right)=\operatorname{Tr}^{B}(\log A)
$$

independently of the choice of the integer $K$. It follows that $\left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{B}\left(\log \left(A^{t} B^{\mu}\right)\right)=$ $\operatorname{Tr}^{B}(\log A)$ independently of $\mu$ so that

$$
\left.\frac{d}{d t}\right|_{t=0} \operatorname{Tr}^{B}\left(L\left(A^{t}, B^{\mu}\right)\right)=0 .
$$

Similarly, replacing the weighted trace $\operatorname{Tr}^{B}$ by the noncommutative residue res and using the cyclicity of the noncommutative residue, yields

$$
\frac{d}{d t}{ }_{\mid t=0} \operatorname{res}\left(L\left(A^{t}, B^{\mu}\right)\right)=0
$$

The following statement provides a local formula for the weighted trace of $L(A, B)$. It also shows that the residue of $L(A, B)$ vanishes and therefore yields back the multiplicativity of the residue determinant derived in $[\mathrm{Sc}]$.

Theorem 4.5.2 ([OP]). Let $A$ and $B$ be two admissible operators in $C \ell(M, E)$ with positive orders $a$ and $b$. Assume that there is some positive $\epsilon$ such that $A^{t} B$ is admissible for any $t \in]-\epsilon, \epsilon[$. Then we have

$$
\operatorname{res}(L(A, B))=0
$$

Moreover, there is an operator

$$
\begin{equation*}
W(\tau)(A, B):=\frac{d}{d t}_{\mid t=0} L\left(A^{t}, A^{\tau} B\right) \tag{4.14}
\end{equation*}
$$

in $C \ell^{0}(M, E)$ depending continuously on $\tau$ such that

$$
\begin{equation*}
\operatorname{Tr}^{Q}(L(A, B))=\int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log Q}{q}\right)\right) d \tau \tag{4.15}
\end{equation*}
$$

where $Q$ is any weight of positive order $q$.

Proof: By Proposition 4.5.1, we know that

$$
\frac{d}{d t} \left\lvert\, t=0 ~ \operatorname{res}\left(L\left(A^{t}, B\right)\right)=\frac{d}{d t}{ }_{\mid t=0} \operatorname{Tr}^{A}\left(L\left(A^{t}, B\right)\right)=\frac{d}{d t}{ }_{\mid t=0} \operatorname{Tr}^{B}\left(L\left(A^{t}, B\right)=0 .\right.\right.
$$

We want to compute

$$
\frac{d}{d t}{ }_{\mid t=\tau} \operatorname{res}\left(L\left(A^{t}, B\right)\right)=\frac{d}{d t}{ }_{\mid t=0} \operatorname{res}\left(L\left(A^{t+\tau}, B\right)\right)
$$

and

$$
\frac{d}{d t}{ }_{\mid t=\tau} \operatorname{Tr}^{Q}\left(L\left(A^{t}, B\right)\right)=\frac{d}{d t} \operatorname{Tr}_{t=0}^{Q}\left(L\left(A^{t+\tau}, B\right)\right) .
$$

For this we observe that

$$
L(A B, D)-L(A, B D)=-\log (A B)-\log (D)+\log A+\log (B D)=L(B, D)-L(A, B)
$$

Replacing $A$ by $A^{t}, B$ by $A^{\tau}$ and $D$ by $B$, we get

$$
L\left(A^{t+\tau}, B\right)-L\left(A^{t}, A^{\tau} B\right)=L\left(A^{\tau}, B\right)-L\left(A^{t}, A^{\tau}\right)=L\left(A^{\tau}, B\right)
$$

Implementing the noncommutative residue, by Proposition 4.5.1 we have:

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=\tau} \operatorname{res}\left(L\left(A^{t}, B\right)\right) & =\left.\frac{d}{d t}\right|_{t=0} \operatorname{res}\left(L\left(A^{t+\tau}, B\right)\right) \\
& =\frac{d}{d t}{ }_{\mid t=0} \operatorname{res}\left(L\left(A^{t}, A^{\tau} B\right)\right) \\
& =0
\end{aligned}
$$

Hence since $\operatorname{res}(L(I, B))=0$.

$$
\begin{equation*}
\operatorname{res}(L(A, B))=\int_{0}^{1} \frac{d}{d t}{ }_{\mid t=\tau} \operatorname{res}\left(L\left(A^{t}, B\right)\right) d \tau+\operatorname{res}(L(I, B))=0 . \tag{4.16}
\end{equation*}
$$

If instead we implement the weighted trace $\operatorname{Tr}^{Q}$, we have:

$$
\frac{d}{d t}{ }_{\mid t=\tau} \operatorname{Tr}^{Q}\left(L\left(A^{t}, B\right)\right)=\frac{d}{d t}{ }_{\mid t=0} \operatorname{Tr}^{Q}\left(L\left(A^{t+\tau}, B\right)\right)=\frac{d}{d t}{ }_{\mid t=0} \operatorname{Tr}^{Q}\left(L\left(A^{t}, A^{\tau} B\right)\right)
$$

Since $A$ and $B$ have positive order so has $A^{\tau} B$ so that applying Proposition 4.5.1 with weighted traces $\operatorname{Tr}^{A^{\tau} B}$ yields:

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=\tau} \operatorname{Tr}^{Q}\left(L\left(A^{t}, B\right)=\right. & \left.\frac{d}{d t}\right|_{\mid t=0} \operatorname{Tr}^{Q}\left(L\left(A^{t}, A^{\tau} B\right)\right) \\
= & \frac{d}{d t} \operatorname{Tr}_{\mid t=0}^{A^{\tau} B}\left(L\left(A^{t}, A^{\tau} B\right)\right) \\
& +\frac{d}{d t}{ }_{\mid t=0}\left(\operatorname{Tr}^{Q}\left(L\left(A^{t}, A^{\tau} B\right)\right)-\operatorname{Tr}^{A^{\tau} B}\left(L\left(A^{t}, A^{\tau} B\right)\right)\right) \\
= & \frac{d}{d t}{ }_{\mid t=0}\left(\operatorname{Tr}^{Q}\left(L\left(A^{t}, A^{\tau} B\right)\right)-\operatorname{Tr}^{A^{\tau} B}\left(L\left(A^{t}, A^{\tau} B\right)\right)\right)
\end{aligned}
$$

Applying (4.6) to $Q_{1}=Q$ and $Q_{2}=A^{\tau} B$, we infer that

$$
\begin{aligned}
& \frac{d}{d t}_{\mid t=0}\left(\operatorname{Tr}^{Q}\left(L\left(A^{t}, A^{\tau} B\right)\right)-\operatorname{Tr}^{A^{\tau} B}\left(L\left(A^{t}, A^{\tau} B\right)\right)\right) \\
= & \frac{d}{d t}_{\mid t=0} \operatorname{res}\left(L\left(A^{t}, A^{\tau} B\right)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log Q}{q}\right)\right) \\
= & \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log Q}{q}\right)\right),
\end{aligned}
$$

where $q$ is the order of $Q$ and where we have set $W(\tau)(A, B):=\frac{d}{d t \mid t=0} L\left(A^{t}, A^{\tau} B\right)$. Since $\operatorname{Tr}^{Q}\left(L\left(A^{0}, B\right)\right)=0$, we finally find that

$$
\begin{align*}
\operatorname{Tr}^{Q}(L(A, B)) & =\operatorname{Tr}^{Q}\left(L\left(A^{1}, B\right)\right)-\operatorname{Tr}^{Q}\left(L\left(A^{0}, B\right)\right) \\
& =\int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log Q}{q}\right)\right) d \tau \tag{4.17}
\end{align*}
$$

## CHAPTER 5

## Chapter 5

## The multiplicative anomaly for regularized determinants

In this chapter we investigate the multiplicative anomaly for regularized determinants of elliptic operators. The local formula for the multiplicative anomaly of weighted determinants (Proposition 5.2.1) corresponds to an exponentiated weighted trace of $L(A, B)$ studied in the previous chapter. It compares with the multiplicative anomaly for the $\zeta$-determinant by a local term which, combined with the explicit formula for regularized traces of $L(A, B)$, provides an explicit local formula for the multiplicative anomaly of the zeta determinant (Theorem 5.3.2).

### 5.1 The $\zeta$-determinant and the weighted determinant

The determinant on the linear group $G l\left(\mathbb{R}^{n}\right)$ reads

$$
\operatorname{det} A=\exp (\operatorname{tr}(\log A))
$$

where $t r$ is the matrix trace. It is independent of the choice of spectral cut used to define the logarithm and is multiplicative as a result of the Campbell-Hausdorff formula and the cyclicity of the trace, namely:

$$
\operatorname{det}(A B)=\exp (\operatorname{tr}(\log A B))=\exp (\operatorname{tr}(\log A+\log B))=\operatorname{det} A \operatorname{det} B
$$

This determinant extends to admissible operators by means of the $\zeta$-determinant: an admissible operator $A$ in $C \ell(M, E)$ with spectral cut $\theta$ and positive order has well-defined $\zeta$-determinant:

$$
\operatorname{det}_{\zeta, \theta}(A):=\exp \left(-\zeta_{A, \theta}^{\prime}(0)\right)=\exp \left(\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right)\right)
$$

since the $\zeta$-function $\zeta_{A, \theta}(z):=\operatorname{TR}\left(A_{\theta}^{-z}\right)$ is holomorphic at $z=0$. In the second equality, the weighted trace has been extended to logarithms as before, picking out the constant term of the meromorphic map $z \mapsto \operatorname{TR}\left(\log _{\theta} A Q^{-z}\right)$.

The $\zeta$-determinant were first introduced by D. B. Ray and M. I. Singer [RaSi] in relation with the $R$-torsion. K. Okikiolu investigated the $\zeta$-determinant on elliptic classical $\Psi D O s[\mathrm{Ok} 2]$. She used the Campbell-Hausdorff formula for classical $\Psi D O s$ [Ok1] she established to prove that the $\zeta$-determinant is not multiplicative and hence presents a multiplicative anomaly studied independently by M. Kontsevich and S. Vishik in [KV1]. Before investigating the multiplicative anomaly of the $\zeta$-determinant and proving its locality in Section 5.3, let us point out that the $\zeta$-determinant generally depends on the choice of spectral cut. However, it is invariant under mild changes of spectral cut in the following sense.

Lemma 5.1.1. Let $0 \leq \theta<\phi<2 \pi$ be two spectral cuts of the admissible operator $A$. If there is a cone $\Lambda_{\theta, \phi}$ (formula (2.6)) which does not intersect the spectrum of the leading symbol of $A$ then

$$
\operatorname{det}_{\zeta, \theta}(A)=\operatorname{det}_{\zeta, \phi}(A) .
$$

Proof: The classical proof of this result starts from the definition

$$
\operatorname{det}_{\zeta, \theta}(A)=\exp \left(-\zeta_{A, \theta}^{\prime}(0)\right)
$$

of the determinant in terms of the zeta function and uses Lidskii's theorem ([ReSi]) which says that the trace of a trace-class operator is equal to the sum of its eigenvalues. Since for $\operatorname{Re}(z)$ large enough, the operator $A_{\theta}^{-z}$ is trace-class then

$$
\operatorname{Tr}\left(A_{\theta}^{-z}\right)=\operatorname{TR}\left(A_{\theta}^{-z}\right)=\sum_{\lambda \in S p(A)} \lambda_{\theta}^{-z}
$$

where $\operatorname{Sp}(A)$ is the spectrum of $A$ and each eigenvalue $\lambda$ is counted with multiplicities. Let us denote by $\lambda_{1}, \cdots, \lambda_{k}$ the finite number of eigenvalues of $A$ contained in the cone $\Lambda_{\theta, \phi}$. It follows that

$$
\operatorname{TR}\left(A_{\theta}^{-z}\right)-\operatorname{TR}\left(A_{\phi}^{-z}\right)=\operatorname{Tr}\left(A_{\theta}^{-z}\right)-\operatorname{Tr}\left(A_{\phi}^{-z}\right)=\sum_{i=1}^{k}\left(\lambda_{\theta}^{-z}-\lambda_{\phi}^{-z}\right)
$$

from which the result follows differentiating with respect to $z$ and applying the exponential map.
We give an alternative proof which starts from the definition of the determinant $\operatorname{det}_{\zeta, \theta}(A)=$ $\exp \left(\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right)\right)$ in terms of a weighted trace of the logarithm of the operator using a
formula proved in [PS]: for an admissible operator $A$ in $C \ell(M, E)$ with spectral cut $\theta$ and positive order $a$, the logarithm of $\operatorname{det}_{\zeta, \theta}(A)$ is given by

$$
\begin{equation*}
\log \operatorname{det}_{\zeta, \theta}(A)=\int_{M} d x\left[\mathrm{TR}_{x}\left(\log _{\theta} A\right)-\frac{1}{2 a} \operatorname{res}_{x}\left(\log _{\theta}^{2} A\right)\right] \tag{5.1}
\end{equation*}
$$

where $\operatorname{res}_{x}$ is the noncommutative residue density extended to log-polyhomogeneous operators defined previously. It follows from formula (5.1) that

$$
\frac{\operatorname{det}_{\zeta, \phi}(A)}{\operatorname{det}_{\zeta, \theta}(A)}=\exp \left(\int_{M} d x\left[\operatorname{TR}_{x}\left(\log _{\phi} A-\log _{\theta} A\right)-\frac{1}{2 a} \operatorname{res}_{x}\left(\log _{\phi}^{2} A-\log _{\theta}^{2} A\right)\right]\right) .
$$

By formula (2.9), $\log _{\phi} A-\log _{\theta} A=2 i \pi \Pi_{\theta, \phi}(A)$ is a finite rank operator and hence a smoothing operator under the assumptions of the proposition so that

$$
\begin{aligned}
\frac{\operatorname{det}_{\zeta, \phi}(A)}{\operatorname{det}_{\zeta, \theta}(A)} & =\exp \left(\int_{M} d x\left[\operatorname{TR}_{x}\left(2 i \pi \Pi_{\theta, \phi}(A)\right)-\frac{1}{2 a} \operatorname{res}_{x}\left(2 i \pi \Pi_{\theta, \phi}(A)\left(\log _{\phi} A+\log _{\theta} A\right)\right)\right]\right) \\
& =\exp \left(2 i \pi \operatorname{Tr}\left(\Pi_{\theta, \phi}(A)\right)-\frac{2 i \pi}{2 a} \operatorname{res}\left(\Pi_{\theta, \phi}(A)\left(\log _{\phi} A+\log _{\theta} A\right)\right)\right) \\
& =\exp \left(2 i \pi \operatorname{rk}\left(\Pi_{\theta, \phi}(A)\right)\right) \\
& =1
\end{aligned}
$$

Here rk stands for the rank and we have used the fact that the noncommutative residue vanishes on smoothing operators on which the canonical trace coincides with the usual trace on smoothing operators.

Remark 5.1.2. If there are infinitely many eigenvalues of $A$ in the cone $\Lambda_{\phi, \theta}, \operatorname{det}_{\zeta, \phi}(A)$ and $\operatorname{det}_{\zeta, \theta}(A)$ might differ.

Lemma 5.1.3. Let $A$ be an admissible operator in $C \ell(M, E)$ with spectral cut $\theta$ and positive order $a$. Then, for any integer $k$

$$
\begin{equation*}
\frac{\operatorname{det}_{\zeta, \theta+2 k \pi}(A)}{\operatorname{det}_{\zeta, \theta}(A)}=\exp \left(-\frac{2 i k \pi}{a} \operatorname{res}\left(\log _{\theta} A\right)\right) . \tag{5.2}
\end{equation*}
$$

Proof: We first derive this formula using the description of the zeta determinant in terms of the zeta function. It is easy to see that for any integer $k, A_{\theta+2 k \pi}^{-z}=e^{2 i k \pi} A_{\theta}^{-z}$ and then

$$
\zeta_{A, \theta+2 k \pi}(z)=\operatorname{TR}\left(A_{\theta+2 k \pi}^{-z}\right)=e^{2 i k \pi} \zeta_{A, \theta}(z) .
$$

Differentiating this expression w.r. to z at $\mathrm{z}=0$ gives the result.
An alternative proof uses the formula of the zeta determinant in terms of a weighted trace of the logarithm of the operator. Since by definition $\operatorname{det}_{\zeta, \theta}(A)=\exp \left(\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right)\right)$ and
$\operatorname{det}_{\zeta, \theta+2 k \pi}(A)=\exp \left(\operatorname{Tr}_{\theta+2 k \pi}^{A}\left(\log _{\theta+2 k \pi} A\right)\right)$, let us compute $\operatorname{Tr}_{\theta+2 k \pi}^{A}\left(\log _{\theta+2 k \pi} A\right)-\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right)$. Applying formula (4.7) and formula (2.9) we get

$$
\begin{aligned}
& \operatorname{Tr}_{\theta+2 k \pi}^{A}\left(\log _{\theta+2 k \pi} A\right)-\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right) \\
= & \operatorname{Tr}_{\theta+2 k \pi}^{A}\left(\log _{\theta+2 k \pi} A-\log _{\theta} A\right)+\left(\operatorname{Tr}_{\theta+2 k \pi}^{A}-\operatorname{Tr}_{\theta}^{A}\right)\left(\log _{\theta} A\right) \\
= & \operatorname{Tr}_{\theta+2 k \pi}^{A}(2 i k \pi I)-\frac{1}{2 a} \operatorname{res}\left[\left(\log _{\theta} A-\log _{\theta+2 k \pi} A\right)\left(\log _{\theta+2 k \pi} A-\log _{\theta} A\right)\right] \\
& -\frac{1}{2 a} \operatorname{res}\left[\left(\log _{\theta} A-\log _{\theta} A\right)\left(\log _{\theta+2 k \pi} A-\log _{\theta} A\right)\right] \\
= & \operatorname{Tr}_{\theta+2 k \pi}^{A}(2 i k \pi I)+\frac{1}{2 a} \operatorname{res}\left[\left(\log _{\theta} A-\log _{\theta+2 k \pi} A\right)^{2}\right] \\
= & \operatorname{Tr}_{\theta+2 k \pi}^{A}(2 i k \pi I)+\frac{1}{2 a} \operatorname{res}\left[(2 i k \pi I)^{2}\right] \\
= & -\frac{2 i k \pi}{a} \operatorname{res}\left(\log _{\theta} A\right) .
\end{aligned}
$$

Here again we use the fact that the noncommutative residue vanishes on differential operators and the fact that $\operatorname{TR}(I)=0$ by Example 3.2.7 combined with formula (4.5) which reduces to

$$
\begin{equation*}
\operatorname{Tr}_{\theta}^{A}(I)=-\frac{1}{a} \operatorname{res}\left(\log _{\theta} A\right)=\zeta_{A, \theta}(0) \tag{5.3}
\end{equation*}
$$

Our approach to the multiplicative anomaly of the $\zeta$-determinant will be based on the locality of the regularized trace of the operator $L(A, B)$ studied in the previous chapter. In order to relate these two expressions, let us introduce another type of regularized determinant, namely the weighted determinant: given an admissible operator $A$ in $C \ell(M, E)$ with spectral cut $\theta$ and positive order, for a weight $Q$ with spectral cut $\alpha$, the $Q$-weighted determinant of $A$ [Du1] (see also [FrG]) reads:

$$
\operatorname{Det}_{\theta}^{Q}(A):=\exp \left(\operatorname{Tr}_{\alpha}^{Q}\left(\log _{\theta} A\right)\right) .
$$

Since the $Q$-weighted trace restricts to the ordinary trace on trace-class operators, this determinant, as the $\zeta$-determinant, extends the ordinary determinant on operators in the determinant class. The $Q$-weighted determinant, as well as being dependent on the choice of spectral cut $\theta$, also depends on the choice of spectral cut $\alpha$. Nevertheless, as for the $\zeta$-determinant, it is invariant under mild changes of the spectral cut of $A$.

Lemma 5.1.4. Let $0 \leq \theta<\phi<2 \pi$ be two spectral cuts of the admissible operator $A$. If there is a cone $\Lambda_{\theta, \phi}$ (see formula (2.6)) which does not intersect the spectrum of the leading symbol of $A$ then

$$
\operatorname{Det}_{\theta}^{Q}(A)=\operatorname{Det}_{\phi}^{Q}(A) .
$$

Proof: Under the assumptions of the proposition, the cone $\Lambda_{\phi, \theta}$ contains only a finite number of points in the spectrum of $A$ so that $\log _{\phi} A-\log _{\theta} A=2 i \pi \Pi_{\theta, \phi}(A)$ is a finite rank operator and hence a smoothing operator. Hence,

$$
\begin{aligned}
\frac{\operatorname{Det}_{\phi}^{Q}(A)}{\operatorname{Det}_{\theta}^{Q}(A)} & =\exp \left(\operatorname{Tr}^{Q}\left(\log _{\phi} A-\log _{\theta} A\right)\right)=\exp \left(\operatorname{Tr}^{Q}\left(2 i \pi \Pi_{\theta, \phi}(A)\right)\right) \\
& =\exp \left(2 i \pi \operatorname{Tr}\left(\Pi_{\theta, \phi}(A)\right)\right)=\exp \left(2 i \pi \operatorname{rk}\left(\Pi_{\theta, \phi}(A)\right)\right) \\
& =1
\end{aligned}
$$

where as before rk stands for the rank.
The $Q$-weighted determinant and the $\zeta$-determinant differ by local expression.
Proposition 5.1.5 ([Du1]). Let $A$ be an admissible operator in $C \ell(M, E)$ with spectral cut $\theta$ and positive order $a$. For a weight $Q$ in $C \ell(M, E)$ with spectral cut $\alpha$ and positive order $q$,

$$
\begin{equation*}
\frac{\operatorname{det}_{\zeta, \theta}(A)}{\operatorname{Det}_{\theta}^{Q}(A)}=\exp \left(-\frac{1}{2 a} \operatorname{res}\left[\left(\log _{\theta} A-\frac{a}{q} \log _{\alpha} Q\right)^{2}\right]\right) . \tag{5.4}
\end{equation*}
$$

Proof: Indeed by formula (4.7) we have

$$
\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right)-\operatorname{Tr}_{\alpha}^{Q}\left(\log _{\theta} A\right)=-\frac{1}{2 a} \operatorname{res}\left[\left(\log _{\theta} A-\frac{a}{q} \log _{\alpha} Q\right)^{2}\right]
$$

Recall from Corollary 2.1.10 that the operator $\log _{\theta} A-\frac{a}{q} \log _{\alpha} Q$ is classical. It follows that

$$
\frac{\operatorname{det}_{\zeta, \theta}(A)}{\operatorname{Det}_{\theta}^{Q}(A)}=\frac{\exp \left(\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right)\right)}{\exp \left(\operatorname{Tr}_{\alpha}^{Q}\left(\log _{\theta} A\right)\right)}=\exp \left(-\frac{1}{2 a} \operatorname{res}\left[\left(\log _{\theta} A-\frac{a}{q} \log _{\alpha} Q\right)^{2}\right]\right)
$$

This relation will allow us in the next sections to relate the multiplicative anomalies for the two determinants. Concretely since the r.h.s. of formula (5.4) is a local expression, the locality of one of them implies the locality of the other one. Let us start with the multiplicative anomaly of the $Q$-weighted determinant which is easier to compute.

### 5.2 Multiplicative anomaly for the weighted determinant

As $\zeta$-determinant, the $Q$-weighted determinant is not multiplicative. The multiplicative anomaly for $Q$-weighted determinants of two admissible operators $A$ and $B$ with spectral
cuts $\theta, \phi$ such that $A B$ has spectral cut $\psi$ is defined by:

$$
\mathcal{M}_{\theta, \phi, \psi}^{Q}(A, B):=\frac{\operatorname{Det}_{\psi}^{Q}(A B)}{\operatorname{Det}_{\theta}^{Q}(A) \operatorname{Det}_{\phi}^{Q}(B)},
$$

which we write $\mathcal{M}^{Q}(A, B)$ for simplicity when there is no ambiguity for the choice of $\psi, \theta, \phi$. It follows that

$$
\begin{aligned}
\log \mathcal{M}^{Q}(A, B) & =\log \operatorname{Det}^{Q}(A B)-\log \operatorname{Det}^{Q}(A)-\log \operatorname{Det}^{Q}(B) \\
& =\operatorname{Tr}^{Q}(\log A B)-\operatorname{Tr}^{Q}(\log A)-\operatorname{Tr}^{Q}(\log B) \\
& =\operatorname{Tr}^{Q}(L(A, B))
\end{aligned}
$$

so that the multiplicative anomaly for $Q$-weighted determinants studied in [Du1] has logarithm given by the $Q$-weighted trace of $L(A, B)$, as a result of which it is local.

Proposition 5.2.1. Let $A$ and $B$ be two admissible operators with positive orders $a, b$ and with spectral cuts $\theta$ and $\phi$ in $\left[0,2 \pi\left[\right.\right.$ such that there is a cone delimited by the rays $L_{\theta}$ and $L_{\phi}$ which does not intersect the spectra of the leading symbols of $A, B$ and $A B$. Then the product $A B$ is admissible with a spectral cut $\psi$ inside that cone and for any weight $Q$ with spectral cut $\alpha$, dropping the explicit mention of the spectral cuts we have:

$$
\begin{equation*}
\log \mathcal{M}^{Q}(A, B)=\int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log Q}{q}\right)\right) d \tau \tag{5.5}
\end{equation*}
$$

$Q$-weighted determinants are multiplicative on commuting operators.
Proof: Since the leading symbol of the product $A B$ has spectrum which does not intersect the cone delimited by $L_{\theta}$ and $L_{\phi}$, the operator $A B$ only has a finite number of eigenvalues inside that cone. We can therefore choose a ray $\psi$ which avoids both the spectrum of the leading symbol of $A B$ and the eigenvalues of $A B$. By Lemma 5.1.4, the $Q$-weighted determinants $\operatorname{det}_{\theta}^{Q}(A), \operatorname{det}_{\phi}^{Q}(B)$ and $\operatorname{det}_{\psi}^{Q}(A B)$ do not depend on the choices of spectral cuts satisfying the requirements of the proposition. Since

$$
\log \mathcal{M}^{Q}(A, B)=\operatorname{Tr}^{Q}(L(A, B))
$$

the logarithm of the multiplicative anomaly for $Q$-weighted determinants is a local quantity as a finite sum of noncommutative residues as a consequence of Theorem 4.5.2.
To prove the second part of the statement we observe that

$$
\begin{equation*}
[A, B]=0 \Longrightarrow L(A, B)=0 \tag{5.6}
\end{equation*}
$$

Even though this property is equivalent to formula 2.13 , let us prove directly that $L(A, B)$ vanishes. Indeed, let $\Gamma$ be a contour along a spectral ray around the spectrum of $A^{t_{0}} B$ for some fixed $t_{0}$, then

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=t_{0}} \log \left(A^{t} B\right) & =\left.\frac{i}{2 \pi} \int_{\Gamma} \log \lambda \frac{d}{d t}\right|_{t=t_{0}}\left(A^{t} B-\lambda\right)^{-1} d \lambda \\
& =\frac{i}{2 \pi} \int_{\Gamma} \log \lambda\left(A^{t_{0}} B-\lambda\right)^{-1} \log A A^{t_{0}} B\left(A^{t_{0}} B-\lambda\right)^{-1} d \lambda
\end{aligned}
$$

Since $[A, B]=0$, by integration by parts we obtain

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=t_{0}} \log \left(A^{t} B\right) & =\log A A^{t_{0}} B \frac{i}{2 \pi} \int_{\Gamma} \log \lambda\left(A^{t_{0}} B-\lambda\right)^{-2} d \lambda \\
& =-\log A A^{t_{0}} B \frac{i}{2 \pi} \int_{\Gamma} \lambda^{-1}\left(A^{t_{0}} B-\lambda\right)^{-1} d \lambda \\
& =-\log A A^{t_{0}} B\left(A^{t_{0}} B\right)^{-1} \\
& =-\log A .
\end{aligned}
$$

Similarly, we have $\left.\frac{d}{d t}\right|_{t=t_{0}} \log \left(A^{t}\right)=-\log A$ so that finally

$$
\left.\frac{d}{d t}\right|_{t=t_{0}} L\left(A^{t}, B\right)=\left.\frac{d}{d t}\right|_{t=t_{0}} \log \left(A^{t} B\right)-\left.\frac{d}{d t}\right|_{t=t_{0}} \log \left(A^{t}\right)
$$

vanishes. It follows that

$$
L(A, B)=\left.\int_{0}^{1} \frac{d}{d t}\right|_{t=\tau} L\left(A^{t}, B\right) d \tau=0 .
$$

Since $L(A, B)$ vanishes when $A$ and $B$ commute, $Q$-weighted determinants are multiplicative on commuting operators.

### 5.3 Multiplicative anomaly for the $\zeta$-determinant

As already mentioned the $\zeta$-determinant is not multiplicative. Let $A$ and $B$ be two admissible operators with positive order and spectral cuts $\theta$ and $\phi$ and such that $A B$ is also admissible with spectral cut $\psi$. The multiplicative anomaly

$$
\mathcal{M}_{\zeta}^{\theta, \phi, \psi}(A, B):=\frac{\operatorname{det}_{\zeta, \psi}(A B)}{\operatorname{det}_{\zeta, \theta}(A) \operatorname{det}_{\zeta, \phi}(B)},
$$

was proved to be local, independently by M. Wodzicki [W1], for positive definite commuting elliptic differential operators, by L. Friedlander [Fr] for positive definite elliptic
pseudodifferential operators, by K. Okikiolu [Ok2] for pseudodifferential operators with scalar leading symbol and by M. Kontsevich and S. Vishik [KV1] for pseudodifferential operators with leading symbols "sufficiently close to positive definite self-adjoint ones". For simplicity, we drop the explicit mention of $\theta, \phi, \psi$ and write $\mathcal{M}_{\zeta}(A, B)$.

Since the $\zeta$-determinant is related to the $Q$-weight determinant by formula (5.4) the multiplicative anomaly of the $\zeta$-determinant is related to the multiplicative anomaly of the $Q$-weighted determinant.

Proposition 5.3.1. Let $A$ and $B$ be two admissible operators with positive orders $a, b$ and with spectral cuts $\theta$ and $\phi$ in $\left[0,2 \pi\left[\right.\right.$ such that there is a cone delimited by the rays $L_{\theta}$ and $L_{\phi}$ which does not intersect the spectra of the leading symbols of $A, B$ and $A B$. Then the product $A B$ is admissible with a spectral cut $\psi$ inside that cone and for any weight $Q$ with spectral cut $\alpha$, dropping the explicit mention of the spectral cuts we have:

$$
\begin{equation*}
\log \mathcal{M}_{\zeta}(A, B)=\log \mathcal{M}^{Q}(A, B)+\operatorname{res}\left(\frac{L(A, B) \log Q}{q}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right) \tag{5.7}
\end{equation*}
$$

so that the multiplicative anomaly of the $\zeta$-determinant is local.
Proof: By formula (5.4), we have

$$
\begin{aligned}
\log \mathcal{M}_{\zeta}(A, B)= & \log \mathcal{M}^{Q}(A, B)-\frac{1}{2(a+b)} \operatorname{res}\left[\left(\log A B-\frac{a+b}{q} \log Q\right)^{2}\right] \\
& +\frac{1}{2 a} \operatorname{res}\left[\left(\log A-\frac{a}{q} \log Q\right)^{2}\right]+\frac{1}{2 b} \operatorname{res}\left[\left(\log B-\frac{b}{q} \log Q\right)^{2}\right] .
\end{aligned}
$$

Let us recall, as before, from Corollary 2.1.10 that each operator $\log C-\frac{c}{q} \log Q$ where $c$ is the positive order of $C$ is classical. Using formula (4.4) to simplify we obtain

$$
\log \mathcal{M}_{\zeta}(A, B)=\log \mathcal{M}^{Q}(A, B)+\operatorname{res}\left(\frac{L(A, B) \log Q}{q}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right)
$$

Since the logarithm of the multiplicative anomaly of the $Q$-weighted determinant is given by a local residue, we recover the fact that the multiplicative anomaly for the $\zeta$-determinants has logarithm given by a finite sum of noncommutative residues as a result of which it is local.

Let us now compute the explicit local formula of the multiplicative anomaly of the $\zeta$ determinant.

Theorem 5.3.2. Let $A$ and $B$ be two admissible operators in $C \ell(M, E)$ with positive orders $a, b$ and with spectral cuts $\theta$ and $\phi$ in $[0,2 \pi[$ such that there is a cone delimited by the rays $L_{\theta}$ and $L_{\phi}$ which does not intersect the spectra of the leading symbols of $A, B$ and $A B$. Then the product $A B$ is admissible with a spectral cut $\psi$ inside that cone. $A$ local formula of the multiplicative anomaly $\mathcal{M}_{\zeta}(A, B)$ reads:

$$
\begin{align*}
\log \mathcal{M}_{\zeta}(A, B)= & \int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log B}{b}\right)\right) d \tau \\
& +\operatorname{res}\left(\frac{L(A, B) \log B}{b}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right) \\
= & \int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log A}{a}\right)\right) d \tau \\
& +\operatorname{res}\left(\frac{L(A, B) \log A}{a}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right) \tag{5.8}
\end{align*}
$$

where $W(\tau)(A, B)$ is a classical operator of order zero depending continuously on $\tau$ given by formula (4.14). When $A$ and $B$ commute the multiplicative anomaly reduces to:

$$
\begin{equation*}
\log \mathcal{M}_{\zeta}(A, B)=\frac{a b}{2(a+b)} \operatorname{res}\left[\left(\frac{\log A}{a}-\frac{\log B}{b}\right)^{2}\right] \tag{5.9}
\end{equation*}
$$

Remark 5.3.3. For commuting operators, (5.9) gives back the results of M. Wodzicki as well as formula (III.3) in [Du1]:

$$
\log \mathcal{M}_{\zeta}(A, B)=\frac{\operatorname{res}\left(\log ^{2}\left(A^{a} B^{-b}\right)\right)}{2 a b(a+b)}
$$

Proof: By formula (5.7) we have

$$
\log \mathcal{M}_{\zeta}(A, B)=\log \mathcal{M}^{Q}(A, B)+\operatorname{res}\left(\frac{L(A, B) \log Q}{q}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right)
$$

Using formula (5.5) and formula (4.6) (since $L(A, B)$ is a classical operator) applied to $Q_{1}=Q$ and $Q_{2}=B$, we can express the local formula of $\log \mathcal{M}_{\zeta}(A, B)$.

$$
\begin{aligned}
\log \mathcal{M}_{\zeta}(A, B)= & \operatorname{Tr}^{Q}(L(A, B))+\operatorname{res}\left(\frac{L(A, B) \log Q}{q}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right) \\
= & \operatorname{Tr}^{B}(L(A, B))+\operatorname{res}\left(\frac{L(A, B) \log B}{b}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right) \\
= & \int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log B}{b}\right)\right) d \tau \\
& +\operatorname{res}\left(L(A, B) \frac{\log B}{b}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right) .
\end{aligned}
$$

which proves the first equality in (5.8). The second one can be derived similarly exchanging the roles of $A$ and $B$.
When $A$ and $B$ commute, by formula (5.6) $L(A, B$ ) vanishes and by Proposition 5.2.1 $\log \mathcal{M}^{Q}(A, B)$ vanishes so that formula (5.7) reduces to:

$$
\begin{aligned}
\log \mathcal{M}_{\zeta}(A, B) & =\log \mathcal{M}^{Q}(A, B)+\operatorname{res}\left(\frac{L(A, B) \log Q}{q}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right) \\
& =-\operatorname{res}\left(\frac{\log ^{2} A B}{2(a+b)}-\frac{\log ^{2} A}{2 a}-\frac{\log ^{2} B}{2 b}\right) \\
& =\frac{a b}{2(a+b)} \operatorname{res}\left[\left(\frac{\log A}{a}-\frac{\log B}{b}\right)^{2}\right] .
\end{aligned}
$$

We can also obtain independently the local formula of the multiplicative anomaly of the $\zeta$-determinant relating it to the locality of the weighted trace of the operator $L(A, B)$. To do so let us establish the following useful Lemma.
Lemma 5.3.4. Let $A$ and $B$ be admissible operators in $C \ell(M, E)$ with positive orders $a, b$ and spectral cuts $\theta$ and $\phi$ respectively and such that $A B$ is also admissible with spectral cut $\psi$. Then

$$
K(A, B):=\frac{\log _{\psi}^{2} A B}{2(a+b)}-\frac{\log _{\theta}^{2} A}{2 a}-\frac{\log _{\phi}^{2} B}{2 b}
$$

has a symbol of the form

$$
\sigma(K) \sim \log |\xi|\left(\sigma_{0}^{A B}-\sigma_{0}^{A}-\sigma_{0}^{B}\right)+\sigma_{0}^{K}
$$

for some zero order classical symbol $\sigma_{0}^{K}$ and where we have written $\sigma(\log A)(x, \xi)=$ $a \log |\xi| I+\sigma_{0}^{A}(x, \xi)$ for an admissible operator $A$ of order $a$.
In particular, both operators $L(A, B) \frac{\log _{\theta} A}{a}-K(A, B)$ and $L(A, B) \frac{\log _{\phi} B}{b}-K(A, B)$ are classical operators of zero order.

Proof: Recall that by formula (2.9), another choice of spectral cut only changes the logarithms by adding an operator in $C \ell^{0}(M, E)$ so that it will not affect the statement. As usual, we drop the explicit mention of spectral cut assuming the operators have common spectral cuts. An explicit computation on symbols shows the result.
Indeed, since $\sigma(\log A)(x, \xi)=a \log |\xi|+\sigma_{0}^{A}(x, \xi)$, we have

$$
\begin{aligned}
\sigma\left(\log ^{2} A\right)(x, \xi)= & \sigma(\log A) \star \sigma(\log A)(x, \xi) \\
\sim & a^{2} \log ^{2}|\xi| I+2 a \log |\xi| \sigma_{0}^{A}(x, \xi)+\sigma_{0}^{A}(x, \xi) \cdot \sigma_{0}^{A}(x, \xi) \\
& +\sum_{\alpha \neq 0} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{0}^{A}(x, \xi) \partial_{x}^{\alpha} \sigma_{0}^{A}(x, \xi)
\end{aligned}
$$

This yields:

$$
\begin{aligned}
& \sigma(K)(x, \xi) \\
\sim & \log |\xi|\left(\sigma_{0}^{A B}-\sigma_{0}^{A}-\sigma_{0}^{B}\right)(x, \xi)+\frac{1}{2(a+b)} \sigma_{0}^{A B}(x, \xi) \sigma_{0}^{A B}(x, \xi) \\
+ & \sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{0}^{A B}(x, \xi) D_{x}^{\alpha} \sigma_{0}^{A B}(x, \xi)-\frac{1}{2 a} \sigma_{0}^{A}(x, \xi) \sigma_{0}^{A}(x, \xi)-\sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{0}^{A}(x, \xi) D_{x}^{\alpha} \sigma_{0}^{A}(x, \xi) \\
- & \frac{1}{2 b} \sigma_{0}^{B}(x, \xi) \sigma_{0}^{B}(x, \xi)-\sum_{\alpha \neq 0} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{0}^{B}(x, \xi) D_{x}^{\alpha} \sigma_{0}^{B}(x, \xi)
\end{aligned}
$$

from which the first part of the statement follows. On the other hand, it follows from (4.12) combined with (2.10) that $L(A, B) \frac{\log A}{a}$ and $L(A, B) \frac{\log B}{b}$ both have symbols which differ from $\log |\xi|\left(\sigma_{0}^{A B}-\sigma_{0}^{A}-\sigma_{0}^{B}\right)(x, \xi)$ by a classical symbol of order zero, from which we infer the second part of the statement.

Now, using equation (5.1) we have

$$
\begin{aligned}
\log \mathcal{M}_{\zeta}(A, B) & =\log \operatorname{det}_{\zeta}(A B)-\log \operatorname{det}_{\zeta}(A)-\log \operatorname{det}_{\zeta}(B) \\
& =\int_{M} d x\left[\operatorname{TR}_{x}(L(A, B))-\operatorname{res}_{x}\left(\frac{\log ^{2} A B}{2(a+b)}-\frac{\log ^{2} A}{2 a}-\frac{\log ^{2} B}{2 b}\right)\right] .
\end{aligned}
$$

Substracting the defect formula (4.5) applied to the operator $L(A, B)$ and weight $B$ to $\log \mathcal{M}_{\zeta}(A, B)$ and combining with equation (4.15) applied to $Q=B$ we write:

$$
\begin{aligned}
& \log \mathcal{M}_{\zeta}(A, B) \\
= & \operatorname{Tr}^{B}(L(A, B))+\int_{M} d x\left[\operatorname{res}_{x}\left(\frac{L(A, B) \log B}{b}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right)\right] \\
= & \int_{0}^{1} \operatorname{res}\left(W(\tau)(A, B)\left(\frac{\log \left(A^{\tau} B\right)}{a \tau+b}-\frac{\log B}{b}\right)\right) d \tau \\
& +\operatorname{res}\left(\frac{L(A, B) \log B}{b}-\frac{\log ^{2} A B}{2(a+b)}+\frac{\log ^{2} A}{2 a}+\frac{\log ^{2} B}{2 b}\right),
\end{aligned}
$$

which proves the first equality in (5.8).

CHAPTER 6

## Chapter 6

## Determinants on odd-class pseudodifferential operators

In the present chapter we investigate determinants on odd-class elliptic operators which in contrast to the $\zeta$-determinant on elliptic operators studied in the previous chapter, are multiplicative and hence do not present a multiplicative anomaly. Multiplicative determinants are associated to traces on zero order odd-class classical operators, which by the results of Chapter 3, are linear combinations of the leading symbol trace and the canonical trace. Since multiplicative determinants associated with leading symbol traces were studied elsewhere [LP], we focus here on the only remaining multiplicative determinants on odd-class operators, those associated with the canonical trace, which unlike the leading symbol trace determinants, extend Fredholm determinants on operators of the type $\mathrm{I}+$ smoothing. They are expected to be of the type $\mathrm{DET}:=\exp \circ \mathrm{TR} \circ \log$, which is indeed the case for zero order odd-class operators since their logarithms also lie in the odd-class. However, this does not hold any longer for positive order operators whose logarithms are not expected to lie in the odd-class in general. Nevertheless, the logarithm extends to a symmetrized logarithm $\log ^{\text {sym }}$ for elliptic operators with positive order which fulfill certain technical assumptions on the spectral cut. We show that exp o $\mathrm{TR} \circ \log ^{\text {sym }}$ indeed yields a multiplicative determinant under some natural restrictions on the spectral cuts (Theorem 6.3.8) on such odd-class elliptic operators, which coincides with Braverman's determinant. Our approach via the canonical trace shows that the origin of its multiplicativity lies in the cyclicity of the canonical trace on odd-class operators and stresses the fact that it is a natural extension of the canonical determinant DET on zero order operators associated with the canonical trace TR.

### 6.1 Classification of infinitesimal multiplicative determinants on $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$

Well-known general results in the finite dimensional context concerning determinants associated with traces generalize to the context of Banach spaces (see [HS]) and further to Fréchet spaces as in $[\mathrm{LP}]$. Let $\mathcal{G}$ be a Fréchet Lie group with exponential mapping Exp (see Definition 1.3.3) and Lie algebra Lie(G). In [KM] Remark 36.9, A. Kriegel and P. W. Michor showed that if $\mathcal{G}$ admits an exponential mapping, it follows that Exp is a diffeomorphism from a neighborhood of 0 in $\operatorname{Lie}(\mathcal{G})$ to a neighborhood of 1 in $\mathcal{G}$ if a suitable inverse function theorem is applicable. This is the case for smooth Banach Lie groups. A generalization of the inverse function theorem on Banach spaces to a class of tame Fréchet spaces is developed in [Ha] under the name of Nash-Moser theorem (Part III, Theorem 1.1.1.). In contrast to the Banach space setup for which the invertibility of the derivative at a point is sufficient for a function to be locally invertible, for the NashMoser theorem to hold, it is necessary that the derivative is invertible in a neighborhood of the point. For further details see [Ha].
The existence of a smooth exponential mapping for a Lie group is insured by a notion of regularity ( $[\mathrm{Mi} \mathrm{l},[\mathrm{KM}]$ ) on this group. For J. Milnor $[\mathrm{Mi}]$, a Lie group $\mathcal{G}$ modelled on a locally convex space is a regular Lie group if for each smooth curve $u:[0,1] \rightarrow \operatorname{Lie}(\mathcal{G})$, there exists a smooth curve $\gamma_{u}:[0,1] \rightarrow \mathcal{G}$ (which is unique, Lemma 38.3 in $[\mathrm{KM}]$ ) which solves the initial value problem $\dot{\gamma}=\gamma . u$ with $\gamma(0)=1_{\mathcal{G}}$, where $1_{\mathcal{G}}$ is the identity of $\mathcal{G}$, with smooth evolution map

$$
\begin{aligned}
C^{\infty}([0,1], \operatorname{Lie}(\mathcal{G})) & \rightarrow \mathcal{G} \\
u & \mapsto \gamma_{u}(1) .
\end{aligned}
$$

For example, Banach Lie groups and finite dimensional Lie groups are regular. For our purpose in this section, we assume that the Lie group $\mathcal{G}$ is regular.

In the following Lemma we give the construction of a locally defined determinant from a trace on $\operatorname{Lie}(\mathcal{G})$ i.e. a linear form on $\operatorname{Lie}(\mathcal{G})$ which vanishes on brackets.

Lemma 6.1.1. A continuous linear map $\lambda: \operatorname{Lie}(\mathcal{G}) \rightarrow \mathbb{C}$ gives rise to a multiplicative map $\Lambda: R(\operatorname{Exp}) \subset \mathcal{G} \rightarrow \mathbb{C}^{*}$ defined on the range of the exponential mapping by $\Lambda(g)=$ $\exp (\lambda(\log (g)))$ where $\log =\operatorname{Exp}^{-1}$, making the following diagram commutative: for any small enough neighborhood $U_{0}$ of zero in Lie $(\mathcal{G})$.


Proof: We first observe that $\log (\Lambda(g))=\lambda(\log (g))$ where $g$ belongs to $\operatorname{Exp}\left(U_{0}\right)$ i.e. there exists $u$ in $U_{0} \subset \operatorname{Lie}(\mathcal{G})$ such that $g=\operatorname{Exp}(u)$. Since $\mathcal{G}$ is a regular Fréchet Lie group i.e. admits an exponential mapping $\operatorname{Exp}$, let us consider the $C^{1}$-path $\gamma(t)=\operatorname{Exp}(t u)$ going from $1_{\mathcal{G}}$ to $\operatorname{Exp}(u)=g$. We have $\gamma^{-1}(t) \dot{\gamma}(t)=u$ and hence

$$
\lambda\left(\int_{0}^{1} \gamma^{-1}(t) \dot{\gamma}(t) d t\right)=\int_{0}^{1} \lambda\left(\gamma^{-1}(t) \dot{\gamma}(t)\right) d t=\lambda(u)=\lambda(\log (g))
$$

using the continuity of $\lambda$. It follows that if $\gamma_{1}, \gamma_{2}$ are two $C^{1}$-paths going from $1_{\mathcal{G}}$ to $g_{1}$ and $g_{2}$ respectively, then $\gamma_{1} \gamma_{2}$ is a $C^{1}$-path going from $1_{\mathcal{G}}$ to $g_{1} g_{2}$ and we have

$$
\begin{aligned}
\lambda\left(\left(\gamma_{1}(t) \gamma_{2}(t)\right)^{-1} \stackrel{\dot{\gamma_{1}(t) \gamma_{2}}(t)}{ }\right) & =\lambda\left(\gamma_{2}(t)^{-1} \gamma_{1}(t)^{-1} \dot{\gamma}_{1}(t) \gamma_{2}(t)+\gamma_{2}(t)^{-1} \dot{\gamma}_{2}(t)\right) \\
& =\lambda\left(\gamma_{1}(t)^{-1} \dot{\gamma}_{1}(t)\right)+\lambda\left(\gamma_{2}(t)^{-1} \dot{\gamma}_{2}(t)\right)
\end{aligned}
$$

where we have use the tracial property of $\lambda$. Now, for $g_{1}, g_{2} \in R(\operatorname{Exp}) \subset \mathcal{G}$,

$$
\left.\log \left(\Lambda\left(g_{1} \cdot g_{2}\right)\right)=\lambda\left(\log \left(g_{1} \cdot g_{2}\right)\right)\right)=\lambda\left(\log \left(g_{1}\right)\right)+\lambda\left(\log \left(g_{2}\right)\right)
$$

Conversely, following [LP] we give a construction of a trace from a determinant.
Lemma 6.1.2. A multiplicative map $\Lambda: U_{1} \rightarrow \mathbb{C}^{*}$ defined on a neighborhood $U_{1}$ of 1 in $\mathcal{G}$ which is of class $C^{1}$ on $\mathcal{G}$ yields a continuous linear form $\lambda: \operatorname{Lie}(\mathcal{G}) \rightarrow \mathbb{C}$ which makes the following diagram commutative:

i.e. for all $\left.u \in \operatorname{Lie}(\mathcal{G}), \lambda(u)=D_{e} \Lambda(u)\right)=\frac{d}{d t \mid t=0} \Lambda(\operatorname{Exp}(t u))$.

Proof: Indeed, for $u_{1}, u_{2} \in \operatorname{Lie}(\mathcal{G})$,

$$
\begin{aligned}
\lambda\left(\left[u_{1}, u_{2}\right]\right) & =\left.\frac{d}{d s}{ }_{\mid s=0} \frac{d}{d t}\right|_{\mid t=0} \Lambda\left(\operatorname{Exp}\left(t u_{1}\right) \cdot \operatorname{Exp}\left(s u_{2}\right) \cdot \operatorname{Exp}\left(-t u_{1}\right)\right) \\
& =\left.\frac{d}{d s}_{\mid s=0} \frac{d}{d t}\right|_{t=0} \Lambda\left(\operatorname{Exp}\left(t u_{1}\right)\right) \Lambda\left(\operatorname{Exp}\left(s u_{2}\right)\right) \Lambda\left(\operatorname{Exp}\left(-t u_{1}\right)\right) \\
& =\left.\frac{d}{d s}_{\mid s=0} \frac{d}{d t}\right|_{\mid t=0} \Lambda\left(\operatorname{Exp}\left(s u_{2}\right)\right) \\
& =0
\end{aligned}
$$

Here we use the fact that $\Lambda$ is multiplicative, which implies that $\Lambda\left(g^{-1}\right)=\Lambda(g)^{-1}$.
Remark 6.1.3. The two Lemmata imply that continuous traces on Lie(G) are in one to one correspondence with $C^{1}$-multiplicative maps on the open subset of $\mathcal{G}$ corresponding to the range of the exponential mapping.

As we saw in Chapter 1, Proposition 1.3.4, $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ is a Fréchet Lie group. The following proposition provides more information on its Lie structure i.e. $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ is a regular Fréchet Lie group which admits an exponential mapping and its Lie algebra is $C \ell_{o d d}^{0}(M, E)$.
Proposition 6.1.4. $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ is a regular Fréchet Lie group with exponential mapping and its Lie algebra is $C \ell_{\text {odd }}^{0}(M, E)$.

Proof: By Proposition 1.3.4, we already know that $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ is a Fréchet Lie group and its Lie algebra is $C \ell_{o d d}^{0}(M, E)$. Let us construct an exponential mapping. Given any operator $B$ in $C \ell_{o d d}^{0}(M, E)$, the differential equation

$$
A_{t}^{-1} \dot{A}_{t}=B, \quad A_{0}=I
$$

has a unique solution in $\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$ given by:

$$
A_{t}=\frac{i}{2 \pi} \int_{\Gamma} \exp (t \lambda)(B-\lambda)^{-1} d \lambda
$$

where $\Gamma$ is a contour around the spectrum of $B$ which is bounded since $B$ has zero order. Let us check that $A_{t}$ belongs to $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$. The homogeneous component of $A_{t}$ are:

$$
\sigma\left(A_{t}\right)_{-j}=\frac{i}{2 \pi} \int_{\Gamma} \exp (t \lambda) b_{-j}(B) d \lambda
$$

where $b_{-j}$ denote the components of the resolvent $(B-\lambda)^{-1}$ of $B$ at the point $\lambda$. They are given by:

$$
\begin{aligned}
b_{0} & :=\left(\sigma_{0}(B)-\lambda\right)^{-1}, \\
b_{-j} & :=-b_{0} \sum_{k+l+|\alpha|=j, l<j} \frac{1}{\alpha} \partial_{\xi}^{\alpha} \sigma_{-k}(B) D_{x}^{\alpha} b_{-l} .
\end{aligned}
$$

Since $B$ lies in $C \ell_{\text {odd }}^{0}(M, E)$ it follows that $A_{t}$ lies in $\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$. This defines an exponential mapping

$$
\operatorname{Exp}: C \ell_{o d d}^{0}(M, E) \rightarrow\left(C \ell_{o d d}^{0}(M, E)\right)^{*}
$$

Moreover, it follows that for any smooth curve $u:[0,1] \rightarrow C \ell_{o d d}^{0}(M, E)$, there exists a unique smooth curve $\gamma_{u}:[0,1] \rightarrow\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ defined by the following diagram

$$
[0,1] \xrightarrow{u} C \ell_{o d d}^{0}(M, E) \xrightarrow{\operatorname{Exp}}\left(C \ell_{o d d}^{0}(M, E)\right)^{*}
$$

which solves the initial value problem $\gamma^{-1} \dot{\gamma}=u$.
On the basis of Remark 6.1.3, we infer from the classification of traces on $C \ell_{o d d}^{0}(M, E)$ derived in Section 3.3 a description of multiplicative maps defined on the range of the exponential mapping in $\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$.

Proposition 6.1.5. Any multiplicative map on the range of the exponential mapping in $\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$ is of the form:

$$
\operatorname{Det}(A)=\exp \left(\alpha \operatorname{TR}(\log (A))+\operatorname{Tr}_{0}^{\tau}(\log (A))\right)
$$

where $\alpha$ is a real number and $\tau$ is a distribution in the cotangent unit sphere $S^{*} M$.
Proof: By Theorem 3.3.4, we know that any trace on $C \ell_{o d d}^{0}(M, E)$ is a linear combination of the canonical trace and a leading symbol trace. By Proposition 6.1.4, we can apply Lemma 6.1.1 to $\mathcal{G}=\left(C \ell_{o d d}^{0}(M, E)\right)^{*}$ and $\operatorname{Lie}(\mathcal{G})=C \ell_{o d d}^{0}(M, E)$. It follows that a multiplicative determinant is of the form

$$
\operatorname{Det}(A)=\exp \left(\alpha \operatorname{TR}(\log (A))+\operatorname{Tr}_{0}^{\tau}(\log (A))\right)
$$

### 6.2 Determinants on zero order odd-class operators

In this paragraph we extend the multiplicative maps defined in the previous section beyond the range of the exponential mapping, namely to the pathwise connected component of the identity. There are two possible ways to do so. The first one is to use a $C^{1}$-path and to define a determinant of the form

$$
\begin{equation*}
\Lambda(g)=\exp \left(\int_{0}^{1} \lambda\left(\gamma(t)^{-1} \dot{\gamma}(t)\right) d t\right) \tag{6.1}
\end{equation*}
$$

where $\gamma:[0,1] \rightarrow \mathcal{G}$ is a $C^{1}$-path with $\gamma(1)=g$. Such an approach was adopted in [HS] by P. de la Harpe and G. Skandalis in the case of a Banach Lie group. In her thesis [Du1], C. Ducourtioux applied this method with slight modifications to construct a determinant associated to a weighted trace with associated Lie algebras $C \ell^{0}(M, E)$ and $C \ell(M, E)$. In [LP], J. M. Lescure and S. Paycha showed that such a construction extends to Fréchet Lie groups with exponential mapping.
Let $\mathcal{G}$ denote the pathwise connected component of the identity $1_{\mathcal{G}}$ of $\mathcal{G}$ and $\mathcal{P}(G)$ the set of $C^{1}$-paths $\gamma:[0,1] \rightarrow \mathcal{G}$ starting at $1_{\mathcal{G}}$ so that $\gamma(0)=1_{\mathcal{G}}$ in $\widetilde{\mathcal{G}}$. On $\mathcal{P}(G)$ we introduce the map: Det $_{\lambda}: \mathcal{P}(G) \rightarrow \mathbb{C}^{*}$ defined by

$$
\operatorname{Det}_{\lambda}(\gamma)=\exp \left(\int_{\gamma} \lambda(\omega)\right)=\exp \left(\int_{0}^{1} \lambda\left(\gamma^{*} \omega\right)\right)
$$

where $\omega=g^{-1} d g$ is the Maurer-Cartan form on $\mathcal{G}$. Note that since $\lambda$ satisfies the tracial property, we have the multiplicative property:
Lemma 6.2.1. Let $\gamma_{1}, \gamma_{2}$ be two $C^{1}$-paths in $\mathcal{P}(G)$. Then

$$
\operatorname{Det}_{\lambda}\left(\gamma_{1} \gamma_{2}\right)=\operatorname{Det}_{\lambda}\left(\gamma_{1}\right) \operatorname{Det}_{\lambda}\left(\gamma_{2}\right)
$$

Proof: The same proof applies as in Lemma 6.1.1.
In general the Maurer-Cartan form $\omega=g^{-1} d g$ is not exact on $\mathcal{G}$ so that for a $C^{1}$-path $c:[0,1] \rightarrow \mathcal{G}$ with $c(0)=c(1)$, the integral $\int_{c} \omega=\int_{0}^{1} c^{*} \omega$ does not vanish.

## Proposition 6.2.2.

1. The map

$$
\begin{aligned}
\Phi: L(\mathcal{G}) & \rightarrow \operatorname{Lie}(\mathcal{G}) \\
c & \mapsto \int_{c} \omega=\int_{0}^{1} c^{*} \omega
\end{aligned}
$$

defined on the space $L(\mathcal{G})$ of $C^{1}$-loops in $\mathcal{G}$ i.e. $C^{1}$-paths such that $c(0)=c(1)$, induces a map $\Phi: \Pi_{1}(\mathcal{G}) \rightarrow \operatorname{Lie}(\mathcal{G})$ on the fundamental group $\Pi_{1}(\mathcal{G})$ of $\mathcal{G}$.
2. Consequently, the map Det $\lambda_{\lambda}$ only depends on the homotopy class of the path $\gamma$. If $\operatorname{Det}_{\lambda}\left(\Pi_{1}(\mathcal{G})\right)=1$, then it induces a multiplicative map:

$$
\left.\begin{array}{rl}
\text { Det }_{\lambda}: \mathcal{G} & \rightarrow \mathbb{C}^{*} \\
g & \mapsto
\end{array}\right] \exp \left(\int_{0}^{1} \lambda\left(\gamma^{*} \omega\right)\right)
$$

independently of the choice of path $\gamma$.
3. If $g$ lies in the range of the exponential mapping Exp then

$$
\operatorname{Det}_{\lambda}(g)=\exp (\lambda(\log (g))
$$

where $\log =\operatorname{Exp}^{-1}$ is the inverse of the exponential mapping.

## Proof:

1. We want to show that two homotopic loops $c_{1}$ and $c_{2}$ have common primitive. Let us first recall the following general construction of a primitive: for $\omega$ a differential form on $\mathcal{G}$, let $\gamma:[0,1] \rightarrow \mathcal{G}$ be a $C^{1}$-path and $F:[0,1] \rightarrow \mathcal{G}$ be such that for any $t \in[0,1] F^{\prime}(t)=\omega\left((\gamma(t)) \gamma^{\prime}(t)\right.$. If $\omega$ is an exact form i.e. $w=d f$ then $F(t)=f(\gamma(t))$ is a primitive of $F^{\prime}$. If the form $\omega$ is closed, then $\omega$ is locally exact. Let $0=t_{0}<t_{1}<\cdots<t_{k}=1$ be a subdivision of the interval $[0,1]$ such that $\gamma\left(\left[t_{i-1}, t_{i}\right]\right)$ is a subset of $\mathcal{G}$. There exists $f_{i}$ defined on $\left[t_{i-1}, t_{i}\right]$ such that $d f_{i}=\omega$. We can construct a function $F(t)$ on $[0,1]$ in the following manner: $F(t)=f_{0}(\gamma(t))$ on $\left[t_{0}, t_{1}\right], F(t)=f_{1}(\gamma(t))-h_{1}$ on $\left[t_{1}, t_{2}\right]$ where $h_{1}=f_{1}\left(\gamma\left(t_{1}\right)\right)-f_{0}\left(\gamma\left(t_{1}\right)\right)$ and for $i=3, \cdots, k, F(t)=f_{i}(\gamma(t))-h_{i}$ on $\left[t_{i-1}, t_{i}\right]$ where $h_{i}=f_{i}\left(\gamma\left(t_{i}\right)\right)-f_{i-1}\left(\gamma\left(t_{i}\right)\right)+h_{i-1}$. Now let $F(t)$ and $G(t)$ be two primitives of $c_{1}$ and $c_{2}$ respectively. Since $c_{1}$ and $c_{2}$ are homotopic, there exists a family of $C^{1}$-paths $\left(\alpha_{i}\right)_{0 \leq i \leq k}$ defined in a neighborhood of 1 such that $c_{1}=c_{2} \prod_{i=0}^{k} \alpha_{i}$. Each path $\alpha_{i}$ is closed so that $\int_{c} \omega$ vanishes on $\alpha_{i}$. It follows that $F(t)=G(t)$ i.e. the map $\Phi$ is well-defined on $\Pi_{1}(\mathcal{G})$.
2. The multiplicativity of $\operatorname{Det}_{\lambda}$ on $\mathcal{G}$ follows from Lemma 6.2.1. Indeed, let $g_{1}, g_{2}$ be two elements of $\mathcal{G}$ and $\gamma_{1}, \gamma_{2}$ two $C^{1}$-paths in $\mathcal{P}(G)$ such that $\gamma_{1}(1)=g_{1}$ and $\gamma_{2}(1)=g_{2}$. Then $\left.\operatorname{Det}_{\lambda}\left(g_{1} g_{2}\right)=\exp \left(\int_{0}^{1} \lambda\left(\gamma_{1} \gamma_{2}\right)^{*} \omega\right)\right)=\operatorname{Det}_{\lambda}\left(g_{1}\right) \operatorname{Det}_{\lambda}\left(g_{2}\right)$
3. For $g$ in the range of the exponential mapping, $\log =\operatorname{Exp}^{-1}$ is well-defined so that $\lambda(\log (\gamma(t)))$ is a primitive of $\lambda\left(\gamma(t)^{-1} \dot{\gamma}(t)\right) d t$. It follows that

$$
\int_{0}^{1} \lambda\left(\gamma(t)^{-1} \dot{\gamma}(t)\right) d t=\lambda(\log (g))
$$

In the case of $\mathcal{G}=\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$ the logarithm locally defined as inverse of the exponential mapping extends beyond a neighborhood of the identity provided one chooses a spectral cut $\theta$ thereby to fix a determination $\log _{\theta}$ of the logarithm.

An alternative way to extend local determinants beyond a neighborhood of the identity is therefore to set

$$
\operatorname{Det}_{\theta}^{\lambda}(A)=\exp \left(\lambda\left(\log _{\theta} A\right)\right) .
$$

Recall from Corollary 2.2.2 that if the operator $A$ lies in the odd-class and has even order, then the $\operatorname{logarithm} \log _{\theta} A$ is also odd-class. If $\phi$ is another spectral cut of $A$ such that $0 \leq \theta<\phi<2 \pi$, by formula (2.9) we have $\log _{\theta} A-\log _{\phi} A=-2 i \pi \Pi_{\theta, \phi}(A)$ where $\Pi_{\theta, \phi}(A)$ is the odd-class projection defined in Lemma 2.1.5. In other words, the fundamental group of $\left(C \ell_{\text {odd }}^{0}(M, E)\right)^{*}$ is generated by the homotopy class of loops $\exp (2 i \pi t P)$ where $P$ is a projector in $C \ell_{o d d}^{0}(M, E)$ (see [KV1] Section 4, and in [Du1] Lemma A.5).
The following Proposition provides a way to build maps which send the fundamental group to 1 .

Proposition 6.2.3. Any continuous trace $\lambda$ on $C \ell_{\text {odd }}^{0}(M, E)$ which takes integer values on the image of $\Pi_{\theta, \phi}(A)$ for all $\theta, \phi$ and $A$ gives rise to a multiplicative determinant $\operatorname{Det}^{\lambda}(A)=\exp \left(\lambda\left(\log _{\theta} A\right)\right)$, on admissible operators, independent of the choice of the spectral cut $\theta$ for an operator $A$ with spectral cut $\theta$.

Example 6.2.4. For an admissible operator $A$ in $C \ell_{o d d}^{0}(M, E)$ with spectral cut $\theta$, the determinant associated to the leading symbol trace is defined by

$$
\operatorname{Det}_{0}^{\lambda}(A):=\exp \left(\operatorname{Tr}_{0}^{\lambda}\left(\log _{\theta} A\right)\right) .
$$

In [LP] Example 2, it is shown that if $P$ is a zero order pseudodifferential idempotent, then its leading symbol $p$ is also an idempotent so that the fibrewise trace $\operatorname{tr}_{x}(p(x,)$.$) is$ the rank $r k(p(x,)$.$) . Hence$

$$
\operatorname{Tr}_{0}^{\lambda}\left(\Pi_{\theta, \phi}(A)\right)=\lambda\left(\operatorname{tr}_{x}\left(\sigma_{0}\left(\Pi_{\theta, \phi}(A)(x, \xi)\right)\right)=\operatorname{rk}\left(\Pi_{\theta, \phi}(A)\right) \operatorname{Tr}_{0}^{\lambda}(I) .\right.
$$

It follows that $\operatorname{Det}_{0}^{\lambda}(A)$ is independent of the choice of the spectral cut $\theta$.
In contrast, the canonical trace does not satisfy the requirement of Proposition 6.2.3 so that a determinant associated to the canonical trace will depend on the choice of spectral cut. To build such a determinant, we first observe that if $A$ is a zero order odd-class operator so is $\log _{\theta} A$ in odd-class. Hence the canonical trace extends to logarithms of admissible odd-class operators of zero order with its property of cyclicity in odd dimensions. Let us set for an admissible operator $A$ in $C \ell_{o d d}^{0}(M, E)$

$$
\operatorname{DET}_{\theta}(A):=\exp \left(\operatorname{TR}\left(\log _{\theta} A\right)\right)
$$

### 6.3 A symmetrized canonical determinant on $\left(C \ell_{o d d}(M, E)\right)^{*}$

Our aim in this section is to further extend the determinant $\mathrm{DET}_{\theta}$ beyond operators of zero order. But in general, the logarithms of admissible odd-class operator with odd order is no longer odd-class. Instead, we carry out the extension with the help of symmetrized logarithms since the symmetrized logarithm of admissible odd-class operators belong to
the odd-class. This section is inspired from Braverman's work $[B]$ in which the author introduced a symmetrized determinant using symmetrized regularized traces (see section 3.6 in [B]). In contrast to his approach which uses regularized traces applied to symmetrized logarithms, we define a symmetrized determinant with the help of the canonical trace applied to symmetrized logarithms, thus clarifying the presentation and simplifying the proofs.

Definition 6.3.1. Suppose that $M$ is an odd-dimensional manifold. Let $A$ be an oddclass admissible operator with positive order a which admits spectral cuts $\theta$ and $\theta-a \pi$. A determinant associated to TR is defined by setting:

$$
\begin{equation*}
\operatorname{DET}_{\theta}^{\text {sym }}(A):=\exp \left(\operatorname{TR}\left(\log _{\theta}^{\text {sym }} A\right)\right) \tag{6.2}
\end{equation*}
$$

Remark 6.3.2. If $A$ has even order, then $\log _{\theta}^{\text {sym }} A=\log _{\theta} A-i k \pi I$ and $\mathrm{DET}_{\theta}^{\text {sym }}$ coincides with the determinant defined in [PS], which in turn coincides with the $\zeta$-determinant:

$$
\log \operatorname{DET}_{\theta}^{\text {sym }}(A)=\log \operatorname{det}_{\zeta, \theta}(A)=\operatorname{TR}\left(\log _{\theta} A\right)
$$

Indeed, using formula (5.3) and Proposition 3.4.1, $\operatorname{Tr}_{\theta}^{A}(I)=-\frac{1}{a} \operatorname{res}\left(\log _{\theta} A\right)=0$. Hence $\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta}^{\text {sym }} A\right)=\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta} A\right)$ and with item 2 of Theorem 3.5.7 we have

$$
\operatorname{Tr}_{\theta}^{A}\left(\log _{\theta}^{\text {sym }} A\right)=\mathrm{fp}_{z=0} \operatorname{TR}\left(\log _{\theta}^{\text {sym }} A\left(A_{\theta}^{z}\right)\right)=\mathrm{TR}\left(\log _{\theta}^{\text {sym }} A\right)=\mathrm{TR}\left(\log _{\theta} A\right)
$$

Proposition 6.3.3. Under the assumptions of Definition 6.3.1, $\mathrm{DET}_{\theta}^{\text {sym }}(A)$ coincides with the symmetrized determinant introduced in [B]:

$$
\operatorname{Det}_{\theta}^{\text {sym }} A:=\exp \left(\frac{1}{2} \operatorname{Tr}^{\text {sym }}\left(\log _{\theta} A+\log _{\theta-a \pi} A\right)\right)=\exp \left(\operatorname{Tr}^{\text {sym }}\left(\log _{\theta}^{\text {sym }} A\right)\right)
$$

where $\operatorname{Tr}^{\text {sym }} A:=\operatorname{Tr}_{\alpha}^{Q, s y m} A=\frac{1}{2}\left(\operatorname{Tr}_{\alpha}^{Q} A+\operatorname{Tr}_{\alpha-q \pi}^{Q} A\right)$. Here $Q$ is any odd-class admissible operator with positive order $q$ and spectral cuts $\alpha, \alpha-q \pi$.

Proof: It is easy to see that

$$
\operatorname{TR}\left(\log _{\theta}^{\text {sym }} A\right)=\mathrm{fp}_{z=0} \operatorname{TR}\left(\frac{1}{2}\left(\log _{\theta}^{\text {sym }} A\right)\left(A_{\theta}^{z}+A_{\theta-a \pi}^{z}\right)\right)=\operatorname{Tr}^{\text {sym }}\left(\log _{\theta}^{\text {sym }} A\right)
$$

when apply Theorem 3.5.7 to the family $A(z)=\frac{1}{2}\left(\log _{\theta}^{\text {sym }} A\right)\left(A_{\theta}^{z}+A_{\theta-a \pi}^{z}\right)$ since all derivatives $A^{(j)}(0)$ lie in the odd class as powers of symmetrized logarithms.

Remark 6.3.4. Though our symmetrized determinant coincides with the one defined by M. Braverman, its expression is more simple since it involves the canonical trace instead of a symmetrized regularized trace.

If the order of $A$ is even, by Remark 6.3.2, the symmetrized determinant coincides with the $\zeta$-determinant. As we saw for zero order operators, the $\zeta$-determinant generally depends on the choice of spectral cut but it is invariant under mild changes of spectral cut. The same property holds for the symmetrized determinant since in that case, they coincide.

Let us examine now the case of odd order odd-class operators. As already observed by M. Braverman, if the order of $A$ is odd, the symmetrized determinant generally depends on the choice of spectral cut since infinitely many eigenvalues of $A$ might lie in the cone $\Lambda_{\theta-a \pi, \phi-a \pi}$. Nevertheless, we have the following proposition, proved in [B]:

Proposition 6.3.5. Let $M$ be an odd-dimensional manifold and let $A$ be an odd-class admissible operator with odd positive order a which admits spectral cuts $\theta, \theta-\pi$ and $\phi, \phi-\pi$. Suppose that $0 \leq \phi-\theta<\pi$. We have

$$
\operatorname{DET}_{\theta}^{\text {sym }}(A)= \pm \operatorname{DET}_{\phi}^{\text {sym }}(A)
$$

in the following cases:

1. if only a finite number of eigenvalues of $A$ lie in $\Lambda_{\theta, \phi} \cup \Lambda_{\theta-\pi, \phi-\pi}$,
2. if all but finitely many eigenvalues of $A$ lie in $\Lambda_{\theta, \phi} \cup \Lambda_{\theta-\pi, \phi-\pi}$.

Proof: By formula (2.9) we write $\log _{\phi} A=\log _{\theta} A+2 i \pi \Pi_{\theta, \phi}(A)$ and $\log _{\phi-\pi} A=$ $\log _{\theta-\pi} A+2 i \pi \Pi_{\theta-\pi, \phi-\pi}(A)$, where $\Pi_{\theta, \phi}(A)$ and $\Pi_{\theta-\pi, \phi-\pi}(A)$ denote respectively the spectral projections corresponding to the eigenvalues of $A$ which lie in the cones $\Lambda_{\theta, \phi}$ and $\Lambda_{\theta-\pi, \phi-\pi}$. It follows that $\log _{\phi}^{\text {sym }} A=\log _{\theta}^{\text {sym }} A+i \pi\left(\Pi_{\theta, \phi}(A)+\Pi_{\theta-\pi, \phi-\pi}(A)\right)$. In the first case $\Pi_{\theta, \phi}(A)$ and $\Pi_{\theta-\pi, \phi-\pi}(A)$ are finite rank projectors and in the second case, $I-\Pi_{\theta, \phi}(A)$ and $I-\Pi_{\theta-\pi, \phi-\pi}(A)$ or one of them are of finite rank. Recall that $I$ is a differential operator and hence by Example 3.2.7 $\mathrm{TR}(I)=0$. It follows that $\mathrm{TR}\left(\log _{\phi}^{\text {sym }} A\right)=\mathrm{TR}\left(\log _{\theta}^{\text {sym }} A\right)+i \alpha \pi$ for some integer $\alpha$ in $\mathbb{Z}$ and the result follows.

From Corollary 2.1.15 we infer the following multiplicative property of the symmetrized determinant for commuting operators.

Proposition 6.3.6. Suppose that $M$ is an odd-dimensional manifold. Let $A$ be an oddclass admissible operator with positive order $a$ and spectral cuts $\theta$ and $\theta-a \pi$ and let $B$ be an odd-class admissible operator with positive order $b$ and spectral cuts $\phi$ and $\phi-b \pi$ such that $A B$ is also admissible with spectral cuts $\psi$ and $\psi-(a+b) \pi$ depending on the choice of $\theta$ and $\phi$. If $[A, B]=0$ then

$$
\operatorname{DET}_{\psi}^{\text {sym }}(A B)=\mathrm{DET}_{\theta}^{\text {sym }}(A) \operatorname{DET}_{\phi}^{\text {sym }}(B)
$$

Proof: Indeed,

$$
\begin{aligned}
\log \mathrm{DET}_{\psi}^{\text {sym }}(A B) & =\mathrm{TR}\left(\log _{\psi}^{\text {sym }} A B\right) \\
& =\mathrm{TR}\left(\log _{\theta}^{\text {sym }} A+\log _{\phi}^{\text {sym }} B\right) \\
& =\log \operatorname{DET}_{\theta}^{\text {sym }}(A)+\log \operatorname{DET}_{\phi}^{\text {sym }}(B)
\end{aligned}
$$

since by Corollary 2.1.15,

$$
\log _{\psi}(A B)=\log _{\theta} A+\log _{\phi} B
$$

and

$$
\log _{\psi-(a+b) \pi}(A B)=\log _{\theta-a \pi} A+\log _{\phi-b \pi} B
$$

whenever $[A, B]=0$.
This result generalizes to non commuting operators as it was shown by M. Braverman [B] using, under suitable assumptions, the formula for the multiplicative anomaly established by K. Okikiolu [Ok2]. Our proof of this result is based on the cyclicity of the canonical trace on odd-class operators in odd dimensions. For that, we first recall the following definition [B].

Definition 6.3.7. Let $\theta$ be a principal angle for an elliptic operator $A$ in $C \ell_{o d d}^{a}(M, E)$. $A$ spectral cut $\phi \geq \theta$ is sufficiently close to $\theta$ if there are no eigenvalues of $A$ in the cones $\Lambda_{(\theta, \phi]}$ and $\Lambda_{(\theta-a \pi, \phi-a \pi]}$. We shall denote by $\log _{\tilde{\theta}} A, \log _{\widetilde{\theta}}^{\text {sym }} A, \mathrm{DET}_{\widetilde{\theta}}^{\text {sym }} A$ the corresponding numbers obtained using a spectral cut sufficiently close to $\theta$. Clearly, those numbers are independent of the choice of $\widetilde{\theta}$.

Theorem 6.3.8. Let $M$ be an odd-dimensional manifold. Suppose that $A$ is an odd-class admissible operator with positive order $a$ and spectral cuts $\theta$ and $\theta-a \pi$ and that $B$ is an odd-class admissible operator with positive order $b$ and spectral cuts $\phi$ and $\phi-b \pi$. Let us assume that for each $t$ in $[0,1], A_{\theta}^{t} B$ has principal angle $\psi(t)$, depending on the choice of $\theta$ and $\phi$, where $t \rightarrow \psi(t)$ is continuous. Set $\psi(0)=\phi$ and $\psi(1)=\psi$. Then

$$
\operatorname{DET}_{\widetilde{\psi}}^{\text {sym }}(A B)=\operatorname{DET}_{\theta}^{\text {sym }}(A) \operatorname{DET}_{\phi}^{\text {sym }}(B)
$$

where $\tilde{\psi}$ is an angle sufficiently close to $\psi$.
Let us give the following two alternative proofs of this proposition. The first one is based on the cyclicity of the canonical trace on odd-class operators in odd dimensions.
Proof 1: Using formula (2.17) we know that

$$
\sigma_{a z-j}\left(A_{\theta}^{z}\right)(x,-\xi)=(-1)^{j} e^{i a z \pi} \sigma_{a z-j}\left(A_{\theta-a \pi}^{z}\right)(x, \xi)
$$

For a fixed $t$, the operator $A_{\theta}^{t} B$ is classical with order $a t+b$. Since $A$ and $B$ are odd-class

$$
\begin{aligned}
& \sigma_{a t+b-j}\left(A_{\theta}^{t} B\right)(x,-\xi) \\
= & \sum_{|\alpha|+k+l=j} \frac{1}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{a t-k}\left(A_{\theta}^{t}\right)(x,-\xi) D_{x}^{\alpha} \sigma_{b-l}\left(A_{\theta}^{z}\right)(x,-\xi) \\
= & \sum_{|\alpha|+k+l=j} \frac{1}{\alpha!}(-1)^{|\alpha|+k} e^{i a t \pi} \partial_{\xi}^{\alpha} \sigma_{a t-k}\left(A_{\theta-a \pi}^{t}\right)(x, \xi)(-1)^{l} e^{i b \pi} D_{x}^{\alpha} \sigma_{b-l}\left(A_{\theta}^{z}\right)(x, \xi) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\sigma_{a t+b-j}\left(A_{\theta}^{t} B\right)(x,-\xi)=(-1)^{j} e^{i(a t+b) \pi} \sigma_{a t+b-j}\left(A_{\theta-a \pi}^{t} B\right)(x, \xi) \tag{6.3}
\end{equation*}
$$

It follows that if $\psi_{t}$ is a principal angle for $A_{\theta}^{t} B$, then $\psi_{t}-(a t+b) \pi$ is a principal angle for $A_{\theta-a \pi}^{t} B$. Let $R(\lambda)$ and $\hat{R}(\lambda)$ denote the resolvents of $A_{\theta}^{t} B$ and $A_{\theta-a \pi}^{t} B$ respectively. Using formula (6.3) and the standard formulae for the parametrix ([KV1, B]) we deduce that the symbols $r(x, \xi ; \lambda)$ and $\hat{r}(x, \xi ; \lambda)$ verify

$$
r_{-a t-b-j}\left(x,-\xi ; e^{i(a t+b) \pi} \lambda\right)=(-1)^{j} e^{i(a t+b) \pi} \hat{r}_{-a t-b-j}(x, \xi ; \lambda) .
$$

Then by the same computation used to prove Proposition 2.2.1 we obtain

$$
\sigma_{s(a t+b)-j}\left(A_{\theta}^{t} B\right)_{\psi(t)}^{s}(x,-\xi)=(-1)^{j} e^{i s(a t+b) \pi} \sigma_{s(a t+b)-j}\left(A_{\theta-a \pi}^{t} B\right)_{\psi(t)-(a t+b) \pi}^{s}(x, \xi)
$$

and hence $\log _{\psi(t)}^{\text {sym }}\left(A_{\theta}^{t} B\right)$ is an odd-class operator. Let us set

$$
\log \mathcal{M}^{\text {sym }}\left(A_{\theta}^{t}, B\right):=\log \operatorname{DET}_{\psi(t)}^{\text {sym }}\left(A_{\theta}^{t} B\right)-\log \operatorname{DET}_{\theta}^{\text {sym }}\left(A_{\theta}^{t}\right)-\log \operatorname{DET}_{\phi}^{\text {sym }}(B)
$$

Following the same arguments similar to Okikiolu's (see [Ok2]), already used in the proof of Corollary 2.1.15, we can build a finite partition $\bigcup_{k=1}^{K} J_{k}$ of $[0,1]$ so as to choose on each of the intervals $J_{k}=\left[t_{k}, t_{k+1}\right]$ a common fixed principal angle $\psi_{k}$ of $A_{\theta}^{t} B$ when $t$ varies in $J_{k}$. Then there exists $\epsilon$ such that there are no eigenvalues of $A_{\theta}^{t} B$ on the cone $\Lambda_{\left[\psi_{k}-\epsilon, \psi_{k}+\epsilon\right]}$. Since $\psi_{k}$ is a spectral cut for $A_{\theta}^{t} B, \psi_{k}-m \pi$ where $m=a t+\pi$ is also a spectral cut for $A_{\theta}^{t} B$; hence there exist $\epsilon^{\prime}$ such that there are no eigenvalues of $A_{\theta}^{t} B$ on the cone $\Lambda_{\left[\psi_{k}-m \pi-\epsilon^{\prime}, \psi_{k}-m \pi+\epsilon^{\prime}\right]}$. Let us choose an angle $\widetilde{\psi}_{k}$ sufficiently close to $\psi$ by the following manner: let $\eta$ be such that $0<\eta \leq \operatorname{Min}\left(\epsilon, \epsilon^{\prime}\right)$ and $\psi-\eta \leq \widetilde{\psi}_{k} \leq \psi_{k}+\eta$. It is easy to see that there are no eigenvalues of $A_{\theta}^{t} B$ inside the cone $\Lambda_{\psi_{k}, \tilde{\psi}_{k}}$ since $\psi_{k}-\epsilon \leq \psi_{k}-\eta \leq \psi_{k}+\eta \leq \psi_{k}+\epsilon$. Again, there are no eigenvalues of $A_{\theta}^{t} B$ on the cone $\Lambda_{\psi_{k}-m \pi, \tilde{\psi}_{k}-m \pi}$ since $\psi_{k}-m \pi-\epsilon^{\prime} \leq \psi_{k}-m \pi-\eta \leq \psi_{k}-m \pi+\eta \leq \psi_{k}-m \pi+\epsilon^{\prime}$. It follows that $\psi_{k}$ is an angle sufficiently close to $\psi_{k}$.

We want to show that for all $t$ in $[0,1], \frac{d}{d t}\left(\log \mathcal{M}^{\text {sym }}\left(A_{\theta}^{t}, B\right)\right)=0$ i.e. for all $\tau$ in $[0,1]$,

$$
\left.\frac{d}{d t}\right|_{t=0}\left(\log \mathcal{M}^{\text {sym }}\left(A_{\theta}^{t+\tau}, B\right)\right)=0
$$

Let us start by proving the result at $\tau=0$. In practice we work on each of the intervals $J_{k}$ with the spectral cut $\widetilde{\psi}_{k}$; to simplify notations, we just write $\widetilde{\psi}$ instead of $\widetilde{\psi}_{k}$.

$$
\begin{aligned}
& \frac{d}{d t} \\
= & \frac{d}{d t=0} \\
= & \left.\frac{1}{2} \frac{d}{2} \frac{d}{d t} \log _{\mid t=0}^{\text {sym }}\left(A_{\theta}^{t}, B\right)\right) \\
= & \left.\frac{1}{2} \operatorname{TR}\left(\log _{\tilde{\psi}}^{\text {sym }}\left(\log _{\tilde{\psi}}\left(A_{\theta}^{t} B\right)-\log _{\theta}^{\text {sym }} B\right)_{\tilde{\psi}}+\log _{\tilde{\psi}-m \pi}^{t}\left(A_{\theta-a \pi}^{t}\right)-\log _{\theta}^{\text {sym }} B\right)_{\tilde{\psi}-m \pi}(B)\right) \\
& \left.-\frac{1}{2}\left(A_{\theta}^{t} B\right)_{\tilde{\psi}}^{-1}+\left(\overline{A_{\theta}^{t}} A_{\theta-a \pi}^{t} B\right)_{\tilde{\psi}-m \pi}\left(A_{\theta-a \pi}^{t} B\right)_{\tilde{\psi}}^{-1}\right]_{\mid t=0} \\
= & 0,
\end{aligned}
$$

where we have used the formula of Proposition 2.1.14

$$
\frac{d}{d t} \log C_{t}=\dot{C}_{t} C_{t}^{-1}+\sum_{k=1}^{K} \frac{(-1)^{k}}{k+1} \operatorname{ad}_{C_{t}}^{k}\left(\dot{C}_{t}\right) C_{t}^{-(k+1)}+R_{K}\left(C_{t}, \dot{C}_{t}\right)
$$

combined with the traciality of TR in the third identity. Now, replacing $B$ by $A_{\theta}^{\tau} B$ yields

$$
\left.\frac{d}{d t} \right\rvert\, t=0, ~\left(\log \mathcal{M}^{\text {sym }}\left(A_{\theta}^{t}, A_{\theta}^{\tau} B\right)\right)=0
$$

An easy computation shows that

$$
\log \mathcal{M}^{\text {sym }}\left(A_{\theta}^{t+\tau}, B\right)-\log \mathcal{M}^{\text {sym }}\left(A_{\theta}^{t}, A_{\theta}^{\tau} B\right)=\mathrm{TR}\left(-\log _{\theta}^{\text {sym }}\left(A_{\theta}^{\tau}\right)-\log _{\tilde{\psi}}^{\text {sym }} B-\log _{\tilde{\psi}}^{\text {sym }}\left(A_{\theta}^{\tau} B\right)\right) .
$$

Since the r.h.s. of the previous equation in independent of $t$, it follows that for all $\tau \in[0,1]$

$$
\left.\left.\frac{d}{d t} \right\rvert\, t=\tau\right)\left(\log \mathcal{M}^{\text {sym }}\left(A_{\theta}^{t}, B\right)\right)=0
$$

The second proof taken in $[\mathrm{B}]$ uses a formula proved in [KV1, Ok2] which expressed the multiplicative anomaly of the $\zeta$-determinant in terms of an integral of noncommutative residues.
Proof 2: It is shown in [B] (Proposition 4.3) that

$$
\log \operatorname{Det}_{\theta}^{\text {sym }} A=\frac{1}{2}\left(\log \operatorname{det}_{\zeta, \theta} A+\log \operatorname{det}_{\zeta, \theta-a \pi} A\right)
$$

Since the multiplicative anomaly for the $\zeta$-determinant is given [KV1, Ok2] modulo $2 i \pi$ by the formula:

$$
\log \operatorname{det}_{\zeta, \psi} A B-\log \operatorname{det}_{\zeta, \theta} A-\log \operatorname{det}_{\zeta, \phi} B=\frac{a}{2} \int_{0}^{1} \operatorname{res}\left(\left(\frac{\log _{\psi(t)} A_{\theta}^{t} B}{a t+b}-\frac{\log _{\theta} A}{a}\right)^{2}\right) d t,
$$

using Remark 6.3.2 item 2, we obtain modulo $2 i \pi[B]$ :

$$
\log \operatorname{DET}_{\psi}^{\text {sym }}(A B)-\log \operatorname{DET}_{\theta}^{\text {sym }}(A)-\log \mathrm{DET}_{\phi}^{\text {sym }}(B)=\frac{a}{4} \int_{0}^{1} \operatorname{res}\left(U(t)^{2}+V(t)^{2}\right) d t
$$

where

$$
U(t)=\frac{\log _{\psi(t)} A_{\theta}^{t} B}{a t+b}-\frac{\log _{\theta} A}{a}
$$

and

$$
V(t)=\frac{\log _{\psi(t)-(a+b) \pi} A_{\theta-a \pi}^{t} B}{a t+b}-\frac{\log _{\theta-a \pi} A}{a} .
$$

We want to prove that $U(t)^{2}+V(t)^{2}$ is an odd-class operator and hence its noncommutative residue vanishes on odd dimensions. Differentiating equation (2.17) at $z=0$ yields

$$
\begin{equation*}
\sigma_{-j}\left(\log _{\theta} A\right)(x,-\xi)=(-1)^{j}\left(i a \pi \delta_{j, 0}+\sigma_{-j}\left(\log _{\theta-a \pi} A\right)(x, \xi)\right) . \tag{6.4}
\end{equation*}
$$

Applying this equation to $\log _{\theta} A$ and $\log _{\psi(t)-(a+b) \pi} A_{\theta-a \pi}^{t} B$, we get

$$
\frac{1}{a} \sigma_{-j}\left(\log _{\theta} A\right)(x,-\xi)=(-1)^{j}\left(i \pi \delta_{j, 0}+\frac{1}{a} \sigma_{-j}\left(\log _{\theta-a \pi} A\right)(x, \xi)\right)
$$

and
$\frac{1}{a t+b} \sigma_{-j}\left(\log _{\psi(t)} A_{\theta}^{t} B\right)(x,-\xi)=(-1)^{j}\left(i \pi \delta_{j, 0}+\frac{1}{a t+b} \sigma_{-j}\left(\log _{\psi(t)-(a+b) \pi} A_{\theta-a \pi}^{t} B\right)(x, \xi)\right)$.
Combining these two equations yields:

$$
\begin{equation*}
\sigma_{-j}(U(t))(x,-\xi)=(-1)^{j} \sigma_{-j}(V(t)(x, \xi) \tag{6.5}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\sigma_{-j}(V(t))(x,-\xi)=(-1)^{j} \sigma_{-j}(U(t)(x, \xi) . \tag{6.6}
\end{equation*}
$$

We deduce therefore that

$$
\sigma_{-j}(U(t)+V(t))(x,-\xi)=(-1)^{j} \sigma_{-j}(U(t)+V(t)(x, \xi)
$$

i.e. $U(t)+V(t)$ is an odd-class operator.

Let us show now that $U(t)^{2}+V(t)^{2}$ is also an odd-class operator. Using formula (1.2) which gives the composition of the symbols of $\Psi D O s$ we know that

$$
\begin{aligned}
\sigma_{-j}\left(U(t)^{2}\right)(x, \xi) & \sim \sigma_{0}(U(t))(x, \xi) \sigma_{-j}(U(t))(x, \xi) \\
& +\sum_{k+l+|\alpha|=j} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{-k}(U(t))(x, \xi) \partial_{x}^{\alpha} \sigma_{-l}(U(t))(x, \xi) .
\end{aligned}
$$

This implies using Equation 6.5 that

$$
\begin{aligned}
& \sigma_{-j}\left(U(t)^{2}\right)(x,-\xi) \\
\sim & \sigma_{0}(V(t))(x, \xi)(-1)^{j} \sigma_{-j}(V(t))(x, \xi) \\
+ & \sum_{k+l+|\alpha|=j}(-1)^{k+|\alpha|} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} \sigma_{-k}(V(t))(x, \xi) \partial_{x}^{\alpha}(-1)^{l} \sigma_{-l}(V(t))(x, \xi) .
\end{aligned}
$$

As before, it follows that $\sigma_{-j}\left(U(t)^{2}\right)(x,-\xi)=(-1)^{j} \sigma_{-j}\left(V(t)^{2}\right)(x, \xi)$ from which we deduce that $U(t)^{2}+V(t)^{2}$ is an odd-class operator.
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#### Abstract

This thesis is devoted to the study of the canonical trace and two types of determinants: on the one hand a determinant associated with the canonical trace on a class of pseudodifferential operators and on the other hand determinants associated with regularized traces.

In the first part, in odd dimension, we revisit the uniqueness of the canonical trace on the space of classical pseudodifferential operators of odd class before extending it to log-polyhomogeneous operators of odd class. We classify the traces on the algebra of classical pseudodifferential operators of odd class and order zero.

In the second part, we establish the locality of the multiplicative anomaly of the weighted determinant and the zeta determinant. These results are obtained thanks to the study of the locality of the weighted trace of the operator $L(A, B)$. We then derive from these results the local expression of the multiplicative anomalies in terms of the noncommutative residue.

In the third part, we classify multiplicative determinants on the grounds of the classification of traces on classical pseudodifferential operators of odd class and order zero in odd dimension. We also define the symmetrized determinant obtained from the canonical trace applied to the symmetrized logarithm of an odd class operator in odd dimension. We show the multiplicativy of this determinant under some restrictions on the spectral cuts of the operators.

\section*{RÉSUMÉ}

Cette thèse est consacrée à l'étude de la trace canonique et de deux types de déterminants: d'une part un déterminant associé à la trace canonique sur une classe d'opérateurs pseudodifférentiels et d'autre part des déterminants associés à des traces régularisées.

Dans la première partie, en dimension impaire, nous revisitons l'unicité de la trace canonique sur l'espace des opérateurs pseudodifférentiels classiques de classe impaire avant de l'étendre aux opérateurs log-polyhomogènes de classe impaire. Nous classifions les traces sur l'algèbre des opérateurs pseudodifférentiels classiques de classe impaire d'ordre zéro.

Dans la deuxième partie, nous établissons la localité de l'anomalie multiplicative du déterminant pondéré et du déterminant zeta. Ces résultats sont obtenus grâce à l'étude de la localité de la trace pondérée de l'opérateur $L(A, B)$. Nous dduisons alors de ces résultats l'expression locale de ces anomalies multiplicatives en fonction du résidu noncommutatif.

Dans la troisième partie, nous classifions les déterminants multiplicatifs en utilisant la classification des traces sur les opérateurs pseudodifférentiels de classe impaire et d'ordre zéro en dimension impaire. Nous définissons aussi le déterminant symétrisé obtenu de la trace canonique appliquée au logarithme symétrisé en dimension impaire. Nous montrons la multiplicativité de ce déterminant sous certaines restrictions sur les coupures spectrales des opérateurs.


[^0]:    ${ }^{1}$ This uniqueness result actually follows from the description of classical pseudodifferential operators in terms of brackets derived in [L] in Proposition 4.7.

