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Abstract

We investigate, in this thesis, the use of Hierarchical Modulation (HM),

a physical layer technique that enables to exploit multiuser diversity, for

resource allocation in OFDMA-based systems, so as to improve the system

capacity.

HM allows the sharing of the resources, namely subcarriers and power,

between users of different radio conditions by sending an additional stream to

a user with good radio conditions on a subcarrier that was initially allocated

to carry an original stream to a user with lower radio conditions. And this,

without affecting the original user’s rate nor the total amount of power

assigned to the shared subcarrier.

Our study will be carried out at the flow-level, for a dynamic configu-

ration where users come to the system at random times and leave it after

a finite time duration corresponding to the completion of their services.

This enables us to evaluate the system performance in terms of system-level

metrics, such as mean transfer time and blocking probability, which are

meaningful both to the user and to the network operator/provider.

We, first, focus on the flow-level modeling of the use of HM in an

OFDMA-based cell, where resources are shared between users of different

classes based on time division multiplexing, and quantify the gains achieved

both individually and globally. We also propose and evaluate two novel ex-

tensions to the use of HM in such a setting and show the larger gains they

permit.

We, second, study the use of HM with proportional fairness, an algorithm

which belongs to the so-called α-fair allocation strategies and which is known

to achieve a good trade-off between efficiency and fairness among those
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strategies. We evaluate the system performance and show that, with HM, a

simple round robin mechanism achieves larger gains at an appreciably lower

implementation complexity cost.

We, third, study the use of HM in relay-based OFDMA systems, con-

sidering both cooperative and non-cooperative relaying schemes. In the co-

operative case, we propose a scheduling scheme which uses jointly HM and

relaying to enable the relay to produce a more robust copy of the original

signal. We also make use of link adaptation between the relay and the desti-

nation in order to minimize the cost of the resources needed for relaying. We

propose an enhancement that takes advantage of the good radio conditions

of users who are close to the base station to send them an additional stream

using HM.

For the non-cooperative case, we propose a joint use of HM and relaying

in the case where the relay is not needed for the successful decoding of

the signal at the destination. Without HM, the use of relays in this case

would be both inefficient and useless. With HM, users, both individually

and globally, achieve a better performance, in terms of mean transfer times

and blocking probabilities.
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Chapter 1

Introduction

The increasing demand for high data rates resulting from the explosion of the

use of mobile Internet is driving an unprecedented need for the optimization

of the use of the scarce and expensive wireless resources. In this context, sev-

eral access techniques such as Time, Frequency and Code Division Multiple

Access (TDMA, FDMA and CDMA, respectively), have been proposed; the

resulting capacity is nevertheless below the user demand. To answer those

needs, multi-carrier Orthogonal Frequency Division Multiplexing (OFDM)

has been adopted for IEEE 802.16d WiMAX [1] and IEEE 802.11 WiFi [2]

networks, as well as in Digital Video Broadcasting (DVB) systems such as

DVB-Terrestrial (DVB-T) [3], Satellite Handheld (DVB-SH) and Satellite

2 (DVB-S2) standards [4][5]. In an OFDM-based system, the total band-

width is divided into narrow subcarriers, offering parallel lower rates. This,

in turn, allows to mitigate the problem of channel selectivity and yields an

improvement of the overall system capacity.

In order to ensure a scalable and flexible resource allocation among users,

in particular in the case of high mobility, Orthogonal Frequency Division

Multiple Access (OFDMA) was adopted for IEEE 802.16e WiMAX [6] as

well as the downlink of 4G Long Term Evolution (LTE) [7] and LTE Ad-

vanced systems [8]. OFDMA is, as its name indicates, a multiple access

technique that inherits OFDM’s characteristics, where the orthogonal sub-

carriers can be shared by several users in the same time slot. This allows

to take advantage of multi-user diversity, by using Adaptive Modulation
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and Coding (AMC) [9] which assigns different modulation-coding pairs to

users experiencing different radio conditions so as to increase each user’s

throughput, and hence the overall system capacity.

In order to allocate the resources (subcarriers and power) among users,

many algorithms were proposed in OFDMA-based systems; most of them are

based on the notion of orthogonality between users. Indeed, if a subcarrier

is allocated to a specific user in a given time slot, no other user will be

permitted to transmit at the same time on this subcarrier, so as to avoid

signal degradation due to interference. This is also the case for TDMA,

FDMA and CDMA techniques, where access to resources is guaranteed by

the orthogonality in time, frequency or codes, respectively.

A surprising result found by Cover in 1972 [10] and known as writing on

dirty paper states that the addition of a sequence in the channel known only

to the transmitter does not change the capacity of the link. This means

that it is possible to access the link on a non-orthogonal basis by allowing

users to share the same subcarrier based on multiuser diversity; and this,

without degrading the capacity seen by each individual user of the sequence

[11][12]. This technique was termed Hierarchical Modulation (HM) and is

also known as superposition coding or yet embedded constellations. And it

is the main focus of our present dissertation.

Specifically, using HM, an additional stream is sent to a user with good

radio conditions on a subcarrier that was initially allocated to carry an

original stream to a user with bad radio conditions. Based on its good

radio conditions, the user (with good radio conditions) is able to decode the

two streams: using successive interference cancellation [13][14], this user can

filter out the other user’s signal and decode successfully his own signal. The

user with lower radio conditions is able to decode his original stream only

because of the low amount of power allocated to the user with good radio

conditions. Indeed, using HM, a small amount of the power allocated to the

basic stream will be allocated to the additional one, without affecting the

original stream’s rate.

And hence, HM allows to increase the spectral efficiency by exploiting

the multiuser diversity, yielding a higher overall system capacity. And this,

without any extra power cost.
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In the literature, most of the works that consider the use of HM focus

solely on the physical layer performance, notably in terms of the bit error

rate. And this for a static user scenario, i.e., with a fixed number of users

in the system, each with an infinite service duration. This configuration

however does not reflect the real system behavior where the number of users

is dynamic, i.e., the users come to the system at random time epochs and

leave it after a finite duration, corresponding to the completion of their

services.

The study of the system at the flow-level, as opposed to the packet

level, for a dynamic user configuration, enables us to investigate the realistic

relationship between capacity and demand and to quantify several system-

level performance metrics, such as mean transfer times and blocking rates,

which are meaningful both to the user and the network operator/provider

[15]. This Erlangian approach is at the basis of our present work.

1.1 Contributions

Our contributions in this thesis are:

• Flow-level modeling of the use of HM in an OFDMA-based cell, based

on time division multiplexing scheduling, for a dynamic user configu-

ration. We quantify several performance metrics, mean transfer time

and blocking probability, and investigate the gain achieved using HM,

for several user class distributions in the system. The term class refers

to the user’s radio conditions in our case.

• Proposal of two extensions/enhancements to classical HM wherein

first, users of lower radio conditions are also superposed on subcarri-

ers initially allocated to users with better radio conditions and second,

allowing users of any class to be superposed on users of the same class

as well.

• Investigation of the use of HM with proportional fairness [16][17], an

algorithm known to achieve a good trade-off between efficiency and

fairness among all so-called α-fair allocation strategies. We show,

through comparisons with round robin and max-min fairness, that

9



this is no longer the case when using HM; rather, simple round robin

achieves higher gain at appreciably lower complexity cost.

• Study of HM in relay-based OFDMA systems. We consider the joint

use of HM with relaying in two cases: cooperative and non-cooperative

relaying schemes. In the cooperative case, we propose a scheduling

scheme that uses jointly HM and relaying to enable the relay to pro-

duce a more robust copy of the original signal. We make use, also,

of link adaptation between the relay and the destination in order to

minimize the cost of the resources needed for relaying.

• A proposal, in the context of joint HM and cooperative relaying, that

takes advantage of the good radio conditions of users who are close to

the base station to send them an additional stream using HM.

• In the non-cooperative case, study of the gain achieved by the joint use

of HM and relaying in the case where the relay is not needed for the

successful decoding of the signal by the destination. Without HM, the

use of relays would be both inefficient and useless in this case. With

HM, gains for all classes of users can be achieved.

1.2 Thesis organization

The remainder of the manuscript is composed of seven chapters.

In the next chapter, we introduce HM operation and describe most works

found in the literature pertaining to the use of HM for resource allocation

in OFDMA-based networks. We also introduce flow-level modeling and its

interest for modeling and evaluation of system performance.

In the third chapter, we investigate the use of HM with a round robin

scheduler, and quantify the gains thus achieved for several scenarios of user

class distributions within the system.

In the fourth chapter, we consider the use of HM with proportional fair-

ness and show that simple round robin achieves larger gains along with lower

implementation complexity. Comparisons with max-min are also provided.

In the fifth and sixth chapters, we study the joint use of HM with re-

laying, both cooperative (in the fifth chapter) and non-cooperative (sixth

10



chapter).

The last chapter contains the conclusion and future work perspectives.

11



Chapter 2

Related works and problem

statement

In this chapter, we, first, describe OFDMA and the way resources are allo-

cated therein. We, then, detail the principle of HM along with the power and

bits allocation. We, next, describe the works that propose the use of HM in

wireless networks in general and in OFDM/OFDMA networks in particular.

We also focus on the definition of the flow-level modeling approach and its

interest for the evaluation of system performance. We, eventually, describe

the related works that consider the flow-level dynamics.

2.1 OFDMA system

OFDMA is, as its name indicates, an access and multiplexing technique

based on OFDM multicarrier which allows to divide the total bandwidth

into several smaller, orthogonal subcarriers.

The total number of subcarriers is divided into three types, as shown

in Figure 2.1: pilot subcarriers used for channel estimation measurements,

data subcarriers, used to carry information bits, and guard subcarriers, used

to guarantee space between data subcarriers.

An OFDM-based system uses the Inverse Fast Fourier Transform (IFFT)

upon transmission and FFT upon reception and introduces a cyclic prefix

to combat the time dispersion of the channel and to avoid the Inter-Carrier

12
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Figure 2.1: Subcarrier types

Interference (ICI) at the receiver. Inter-Symbol Interference (ISI) caused by

time-dispersion of a multipath channel can be neglected if the time disper-

sion of the channel (measured by its delay spread) is much shorter than the

length of one transmitted symbol. For this, a guard interval between two

consecutive sub-channels is introduced [9].

The time slot duration is divided into two parts: the first part is used

to trasmit/receive data and the second part, called cyclic prefix period,

contains a portion of the data information that the first part contains, and

this allows to overcome the ICI.

By doing so, OFDM allows to avoid the complex use of channel equaliza-

tion needed to mitigate the frequency selective fading channels and enables

thus to offer parallel rates on narrow flat fading subcarriers leading to a high

spectral efficiency.

Moreover, the use of Adaptive Modulation and Coding (AMC) allows

to further enhance the overall system throughput [9]. Indeed, the use of

a single modulation size does not enable users to exploit the channel gain

fluctuations in the system. Using AMC, the transmission rates (equivalently,

modulation sizes) will be chosen based on the instantaneous radio channel

gain: a higher signal constellation for a higher channel gain and a more

robust modulation for a lower gain, as shown in Figure 2.2, where radio

conditions are shown to depend solely on the path loss, i.e., the distance

between the user and the base station.

Let us consider that the total bandwidth is divided into N orthogonal

subcarriers and that the time resource is divided into time slots. Let us

13
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Figure 2.2: AMC

denote by SNRs,n the Signal to Noise Ratio (SNR) experienced by a given

user s on subcarrier n, n = 1, ..., N . It is given by:

ps,n|hs,n|2
σs,n2

(2.1)

where ps,n is the transmission power of user s on subcarrier n, ps,n is its

channel gain and σs,n is the variance of the Additive White Gaussian Noise

(AWGN) with zero mean.

Based on the Shannon formula, the number of bits bs,n that this user

can transmit is related to its SNR by [9]:

bs,n = log2

(

1 +
SNRs,n

Γ

)

(2.2)

Γ is the SNR-gap which is used to ensure some Quality of Service (QoS)

for an uncoded Quadrature Amplitude Modulation (QAM) system and is

given by [9]:

Γ =
1

3

[

Q−1
(

Pe

4

)]2

,Γ ≥ 1

whereQ−1(.) is the inverse standard Marcum Q-function and Pe is the target

Bit Error Rate (BER).

OFDMA, and owing to the joint use of OFDM and Frequency Division

Multiple Access (FDMA), allows to mitigate OFDM limitations such as lack

of both flexibility and scalability. Indeed, resource allocation in an OFDM-

based system is not flexible enough. For example, a user might need only one

14



part of the assigned subcarriers to finish transmission/reception and, in this

case, the other part of theses subcarriers will not be used because no other

user can share them with him. Also, in the case where the user presents low

channel gains on some of the subcarriers, OFDM does not allow to exploit

the multiuser diversity and allocate these subcarriers to other users who

have better channel gains than him.

We illustrate, in Figure 2.3, an OFDMA-based system where subcarrier

allocation is done in the time-frequency domain: a flow may share a sub-

carrier with other users. For instance, users 2, 3, 4 and 5 occupy each one

subcarrier half of the time while user 1 occupies one subcarrier all the time.

U ser 1

U ser 4

U ser 2

U ser 1

U ser 2

U ser 1

U ser 3

U ser 1

U ser 3

U ser 4

T im e

F requency
1

2

N
U ser 5 U ser 5

fram e

S ubchann e l

S lo t

Figure 2.3: Time-frequency resource allocation in OFDMA

Due to the scalability and flexibility of its resource allocation, OFDMA

is thus more suitable for highly mobile communications (higher channel vari-

ations) compared to the multicarrier modulation OFDM.

In order to allocate the resources among users, many algorithms were

proposed in OFDMA-based systems, making use of orthogonality between

users. Indeed, as indicated previously, if a subcarrier is allocated to a specific

user in a given time slot, no other user will be permitted to transmit at the

same time on this subcarrier in order to avoid signal degradation due to

interference.

With HM, it is however possible to relax the orthogonality imperative

between users when allocating resources; the same subcarrier can be shared

among two or more users by taking advantage of multiuser diversity in the

system, as described next.
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2.2 Hierarchical Modulation

2.2.1 Principle

Let us consider, without loss of generality, a system with two users: user k∗

with good radio conditions and user k with worse ones.

Using HM, the Base Station (BS) will be able to send an additional data

stream to user k∗ on a subcarrier that was initially allocated to carry a basic

information stream to user k. This will be done without affecting the rate of

user k and, also, without increasing the total allocated power to the shared

subcarrier. This yields, in turn, an increase in the resource utilization and

hence the overall system throughput.

Let us consider, again without loss of generality, that using AMC, user

k∗ is assigned 16-QAM constellations (Figure 2.4, right) and that user k is

assigned 4-QAM constellation (Figure 2.4, left). HM makes it possible for

the BS to send over one subcarrier the combination of the two signals using

64-QAM constellation, as shown in Figure 2.5.

��

����

��

��������

���� ����

��������

���� ����

��������

���� ����

��������

���� ����

Figure 2.4: 4-QAM (left) and 16-QAM (right)

HM is a non-uniformly spaced signal points and offers thus different levels

of protection to the bits in the same symbol according to their priorities [12].

In our case, each symbol in the resulting constellation will be composed of

6 bits where the two most significant bits - to the left - represent the basic

information sent to the basic user of lower radio conditions (also termed

the first level of hierarchy) and the other 4 bits represent the additional

information sent to the user with better radio conditions (the second level

of hierarchy). Higher priority is then given to the first level whereas the

second level is of lower priority.

Let us define by D the modulation parameter that indicates the degree

16



����������������

����������������

����������������

����������������

��

����������������

����������������

����������������

����������������

��

����������������

����������������

����������������

����������������

��

�
�

����������������

����������������

����������������

����������������

��

�
�

��

Figure 2.5: Hierarchical constellation

of protection of each stream. It is defined by:

D =
d1

d′
(2.3)

where

• d1 is the minimum distance between the flectious symbol in the con-

stellation of user k∗, on subcarrier n (please refer to Figure 2.5), given

by:
√

6Γ(σk∗,n)2

(hk∗,n)2
(2.4)

• d
′

is given by:
√

6Γ(σk,n)2

(hk,n)2
) (2.5)

In our case, d2, is the minimum distance between the flectious symbol

in the constellation of user k, on subcarrier n, and is given by:

d2 = d
′

+ (

√
M

2
− 1)d1 (2.6)
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where M denotes the total constellation size of the hierarchical signal.

D varies between 0 and 1: if D = 0, the total transmitted signal is a

4-QAM constellation whereas if D = 1, it is a 16-QAM constellation.

In general, we denote by L/M -QAM the constellation that results from

the use of HM where L (L = 22l) and M (M = 22m) are the constellation

sizes for, respectively, the first and second levels of hierarchy. In our case,

2l bits are sent to user k and 2(m− l) bits are sent to user k∗.

Let us denote by pn the amount of power allocated initially to subcarrier

n. For the square constellation 4/M -QAM, in order to ensure a decoding

without errors, the amounts of power allocated to the two users, on the

shared subcarrier n, are given by [18][19]:

pHM
k∗,n =

d1
k∗,n

(2
bHM
k∗,n−1)

6

pHM
k,n =

d2
k,n

(2
bHM
k,n −1)

6

(2.7)

where pHM
k∗,n + pHM

k,n ≤ pn and bHM
k∗,n and bHM

k,n correspond, respectively, to the

transmitted bits for user k∗ and user k.

At the reception, user k∗ is able to decode its own signal because the

composed HM signal it receives is clear as this user enjoys good radio con-

ditions; the constellation of user k appears as a single point inside its own

constellation (please refer to Figure 2.5) and it can thus easily filter it out

before decoding its own signal using Successive Interference Cancellation

(SIC) [13][14]. The number of bits decoded by user k∗ is given by:

bHM
k∗,n = log2

(

1 +
pHM
k∗,n|hk∗,n|2

Γ(σk∗,n)2

)

(2.8)

To the user k of bad radio conditions, the constellation of user k∗ will

appear as (Gaussian) noise which it can also filter out before decoding its

own signal [13] and this is because of the lower amount of power allocated

to user k∗. The number of bits decoded by user k is given by:

bHM
k,n = log2

(

1 +
pHM
k,n |hk,n|2

Γ((σk,n)2 + pHM
k∗,n|hk,n|2)

)

(2.9)

And hence the possibility for HM to transmit simultaneously to the

two users on the same subcarrier without degrading the capacity of the
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link, albeit with some extra complexity cost both at the transmitter and the

receiver sides. Indeed, in comparison to the orthogonal case, the transmitter

implements now a new loop in which it determines the user to superpose on

the subcarrier allocated initially to the first user. This loop requires extra

computation. On the receiver side, HM requires a SIC module to be used

for decoding. This also requires additional computation and memory and

induces some extra delay.

2.2.2 Related works

In the literature, most of the works that studied the use of HM focused on the

lower layer performance and targeted issues related to rate maximization,

power allocation as well as BER performance. Some works studied the issue

of scheduling using HM but they focused only on a static user scenario where

the number of users in the system is assumed to be fixed.

We now review these works and classify them according to different uses

of HM, namely subcarrier and power optimization, improving BER perfor-

mance, coding and decoding as well as scheduling.

HM and subcarrier and power optimization

Many works investigated the problem of subcarrier and power allocations

using HM.

In [20], the authors optimized the joint channel and power allocation

among users according to their radio channel conditions in an embedded

scheme.

In [19], the authors proposed a low-complexity, time-scalable algorithm,

which allows for an efficient allocation of radio resources in terms of sub-

carriers and power, according to their individual QoS requirements in an

OFDMA system.

In [21], the authors optimized the effective capacity, a useful metric

to characterize the system throughput with statistical delay constrained

QoS guarantees. They considered the delay and the loss rate requirements

in multicast transmission and proposed an optimal pre-drop strategy and

power/rate allocation jointly with HM in order to enhance the system per-
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formance.

In [22], the authors proposed three schemes to optimize the use of HM,

in an OFDM system, in order to enhance the overall achieved rate, maxi-

mize the spectral efficiency and minimize the Peak-to-Average-Power Ratio

(PAPR) and thus optimize the power allocation.

In [23], the authors proposed a low complexity symbol and bit allocation

algorithm using HM for video transmission over wireless channels.

In [24], the authors optimized the use of HM for scalable multimedia

transmission over selective channels by combining it with convolutional en-

coding for a single user scheme in order to improve the BER of two different

video streams with two different priorities. For a two-user scheme, they con-

sidered the joint use of HM with the video codec in the spatial domain in

order to enhance the perceivable quality of the (scalable) video transmission.

In [25], the authors proposed a cross-layer optimization of unequal pro-

tected layered video over HM.

In [26], the authors investigated an adaptive transmission technique by

using the feedback of the Channel State Information (CSI) in resource allo-

cation (time, power and bandwidth) for continuous real-time transmission

with different levels of error protection.

HM and BER performance

Other works studied and analyzed the physical layer performance that re-

sults from the use of HM, especially in terms of BER.

In [27], [28] and [29], the authors proposed approximate BER expressions

for embedded 4/16 and 4/64-QAM constellations.

In [18], the authors derived a generic closed-form expression for the BER

of 4/M-QAM family where a 4-QAM constellation is embedded into an 4/M-

QAM constellations. They also proposed a generic expression to evaluate

the BER of the square and non square 4/M-QAM constellations.

In [30], the authors proposed a novel scheme to use HM with rotate con-

stellations signals and interleaving in order to improve the system efficiency

in terms of BER.

In [31], the authors proposed a multilevel unequal error protection sys-
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tem using multiplexed hierarchical modulation for progressive transmission

over mobile radio channels. They also focused on the use of asymmetric

hierarchical QAM constellations which allows to reduce the PAPR without

performance loss.

Coding and decoding with HM

Some works studied the coding and decoding techniques using HM.

In [14], the authors proposed a dirty paper HM-based coding scheme

that enhances the performance of coding/decoding using SIC without extra

computation or memory requirements at the receiver.

In [32], the authors proposed a coherent detection for terrestrial digital

multimedia broadcasting using HM in order to overcome the SNR degrada-

tion and the man-made noise.

In [33], the authors investigated a peak-power-limited HM QAM system

based on clipping and proposed an efficient iterative coded system in order

to combat clipping which allows to ensure a better tradeoff between PAPR

and system performance.

In [34], the authors proposed an enhanced HM with ICI and inter-layer

interference cancellation for OFDM systems. They proposed to improve the

quality of the additional signal sent over the second level of hierarchy which

suffers from noise and interference because of the low proportion of power

that is allocated to it.

In [35], the authors proposed a multi-level coding algorithm for multi-

media transmission based on unequal error protection.

In [36], the authors used HM to ensure a scalable modulation scheme

that ensures different service priority levels in multimedia transmission.

HM and scheduling

Yet some works studied the issue of scheduling in the presence of HM.

In [37], the authors studied a two best-user opportunistic scheduling

algorithm based on the use of HM. They proposed to serve the two best

users in terms of radio conditions using the same subcarrier in order to

maximize the overall spectral efficiency.
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In [38], the authors studied the performance of the above mentioned

work in the case where the users have different average link gains. They

also proposed a hybrid, two-user opportunistic scheme that selects the first

user based on the largest channel gain and the second user based on the ratio

of its (good) radio condition over the average channel gain of all the users.

They showed that this last scheme enhances the fairness among the users

compared to the first scheme proposed in [37] and that it allows to increase

the spectral efficiency compared to the proportional fairness algorithm.

In [39], the authors analyzed the queuing delay as well as buffer dis-

tribution of the packets stored at the base station buffer for the downlink

transmission of their two-user opportunistic scheduling proposed in [37].

In [40], the authors investigated the issue of resource allocation in a sim-

ple HM scheme. They described an algorithm that takes into consideration

the buffer occupancy in resource allocation in an OFDMA system. They

proposed to send, whenever possible, an additional stream to a user who

has better radio conditions compared to the first user chosen based on his

buffer occupancy.

In [41], the authors described new multi-user schedulers under super-

posed transmissions in the downlink, for the two cases of proportional fair

and weighted sum-rate algorithms. They studied the user pairing criteria

based on SNR and the user priority for the two above-mentioned algorithms.

In [42], the authors proposed a resource allocation algorithm in an OFDM

system where users are divided into two groups: one with good radio condi-

tions and one with bad radio conditions. They proposed, first, to choose the

user with the smallest rate, and tried, then, to superpose on its best sub-

carriers (with the highest channel gains), a user with good radio conditions.

In [43], the authors used HM in a downlink TDMA system. They also

divided the users into two groups based on their radio conditions: they

proposed to randomly select a pair of users belonging to the center set and

the edge set and used HM in order to increase the average throughput of

the system.

In [44], the authors investigated the use of HM in an OFDM-based sys-

tem. They considered also two types of users and applied HM each time

the BS had to serve a user with bad radio conditions. They showed, using
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simulations, a large gain when using HM.

2.3 Adopted approach

In the previous works, system performance analysis was carried out at the

packet level, for a static user configuration, and focused solely on the physical

layer performance [45][46][47].

In general, the static system configuration allows to determine the fea-

sible throughput that can be achieved by each user in the system as well

as the so-called rate-region [48][49]. This, however, does not reflect the real

behavior of the system, nor does it allow to determine the Erlangian system

capacity [15][50].

This is the rationale for our present work where we propose to study the

performance of HM, at the flow level, for a realistic, dynamic user setting

[51][52][53].

We, next, describe the principle of the flow-level dynamic approach as

well as its related works.

2.3.1 Flow-level study

Let us assume, without loss of generality, a dynamic system, where (data)

users arrive to the system following a Poisson process of intensity λ and

leave it after the completion of their file transfers. In a wireless network

setting, users can be classified into J groups, or classes, based for instance

on their radio channel conditions.

Let us denote by S the system state which corresponds to the number

of active users (flows) per class in the cell. S is given by:

S = (s1, ..., sJ )

where, again, J is the total number of classes.

We denote by R all the vectors R = (R1, ..., RJ ) that correspond to the

feasible rates that each flow of class j, j = 1, ..., J , can achieve.

In such a system, the feasible rate for the jth class user is given by Rj

sj
.

If the number of users sj continues to grow, the feasible rate Rj

sj
will tend to

zero. Also, if the resource allocation scheme does not ensure some kind of
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fairness, in terms of access to the resources, some users can monopolize the

resources which yields an increased service time for the other users in the

system causing starvation and instability.

In the literature, one resource allocation strategy which received much

attention is the optimization strategy based on the maximization of a utility

function U under some given constraints, introduced by Kelly et al. in [17].

The utility function to maximize is of the form:

max

J
∑

j

sjU(
Rj

sj
)

subject to R = (R1, ..., RJ ) ∈ R where R is a compact set of RJ
+ denoting

the so-called rate region, i.e., the set of all vectors representing the achievable

throughput R for which the system is stable [54].

A large class of resource allocation strategies are obtained based on the

so-called α-fair strategies for which the utility function takes the following

form [50][55][56]:

{

Uα(Z
j) = (Zj)1−α/(1 − α) if α > 0, α 6= 1

Uα(Z
j) = log(Zj) if α = 1

(2.10)

The parameter α reflects the degree of fairness of the allocation [57]. If

α→ 0, this corresponds to system throughput maximization, with an unfair

resource allocation among users. The case of α → ∞ corresponds to the

most fair allocation algorithm known by the max-min fairness, albeit a low

overall system throughput [58]. For the case of α = 1, U(.) = log(.) and the

allocation is termed proportional fairness.

Let us further assume that users transmit files with exponentially dis-

tributed sizes of mean E[F ]. The traffic load ρj of users of class j is given

by: ρj = λjE[F ] where λj is the mean intensity of the Poisson arrivals of

users of class j.

We denote by the stability region the different vectors ρ = (ρ1, ..., ρJ )

such that the network is stable, i.e. the number of flows remains finite even

for a high traffic intensity.

Using a centralized resource allocation decision, any α-fair allocation

algorithm, with α > 0, achieves maximal system stability and, in this case,
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the rate region R is convex and the stability region coincides with the rate

region [57].

For non-convex and/or time-varying rate regions, the choice of the utility

function is crucial to ensure maximum stability and, in this case, the stability

region of α-fair allocation strategies depends on α: maximum stability is

obtained for α→ 0 and minimum stability for α→∞ [57].

2.3.2 Related works at the flow-level

For performance evaluation, at the flow-level, authors in [15] and [59] pro-

posed to use a Processor Sharing (PS) model where the total system through-

put is dependent to the number of users in the system. The PS model, also

studied in [60] and [61], is known for its insensitivity property: the station-

ary distribution of the users in the cell is insensitive to their services times,

i.e., insensitive to the flow size distribution, which may be quite complex,

for instance heavy-tailed [15].

In [59], the authors focused on the flow-level performance evaluation

of the proportional fairness algorithm and in [15], the authors generalized

the performance evaluation to other scheduling algorithms such as fair time

allocation as well as the proportional fair algorithm for the two cases of slow

and fast fading, with and without admission control.

In [62], the authors compared the performance of the opportunistic al-

gorithm (based on maximum SNR) and the proportional fairness algorithm

to the scored-based algorithm.

In [63] and [64], the authors studied the impact of mobility on the flow-

level performance in single and multiple CDMA cells.

In [57] and [65], the authors characterized the system stability under

flow-level dynamics for convex and non-convex rate regions, respectively.

In [48] and [50], the authors analyzed the case of time-varying rate re-

gions and showed that, using α-fair allocation, the stability region is sensi-

tive to α in contrast to the convex rate region case. This is also the case for

non-convex rate regions.

Further to what is indicated above, in [15], the authors studied two cases

of admission control: a first one based on the number of users in the system
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and a second one based on a minimum rate per active user in the system.

They showed that simple admission control based on the number of users is

sufficient and is very important in order to overcome system saturation.

As of OFDM/OFDMA networks, in [66], the authors investigated the

flow-level performance of an OFDM-based system and focus on two cases:

OFDM-TDMA and OFDMA with opportunistic scheduling. In [67], the

authors proposed modeling of streaming and elastic flows integration in

OFDMA-based IEEE802.16 WiMAX.

These works, however, focused solely on the case of strict orthogonality

between users for resource allocation. To the best of our knowledge, no works

studied the flow-level performance of a non-orthogonal allocation strategy,

such as HM. And this is the aim of our work.

2.4 Conclusion

In this chapter, we, first, gave an overview on OFDMA-based systems and

the way resources are allocated among users in such a system using AMC.

We, also, described the principle of HM, in terms of power and bit allocation,

as well as its related works. In the last part, we focused on the flow-level

modeling for a dynamic user configuration and its interest for the evaluation

of a realistic network performance. In the next chapter, we investigate the

flow-level modeling of HM in OFDMA-based networks.
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Chapter 3

Flow-level modeling of

hierarchical modulation in

OFDMA-based networks

We consider, in this chapter, the performance of an OFDMA system using

HM for a Time Division Multiplexing (TDM) Round Robin (RR) scheduler,

at the flow-level, where data users come to the system at Poisson distributed

arrival times and leave it after a finite duration corresponding to the comple-

tion of a file transfer. We specifically model and quantify, both analytically

and via simulations, the gain achieved using HM and its variation with the

user class distribution in the system. We also propose two extensions to the

basic HM algorithm: a first one in which a user with bad radio conditions

is also superposed on one with better radio conditions and a second one in

which a user of one type is further superposed on a user of the same type

as well.

3.1 System and model

We consider a downlink single OFDMA cell where the Base Station (BS)

coordinates the resource allocation among all users in the cell. Let the total

bandwidth be denoted by W . It is partitioned into N OFDM subcarriers.

We assume that users are divided into J groups or types based on their
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channel radio conditions as shown in Figure 3.1, assuming path loss only.
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Figure 3.1: Regions

Users of class j are granted N j(s) subcarriers for a (finite) mean time

duration T j . s is a vector with entry j representing the number sj of users

in group j, j = 1, ..., J .

The service duration T depends on the quantity of resources the users

get which, in turn, depends on the number of users s that are simultaneously

in progress in the system as well as how well they can take advantage of the

resources they are granted, i.e., their radio conditions.

As indicated previously, let us assume that users are served on a TDM

basis, using RR scheduling [15], which ensures fairness in time among all

users in the system.

3.1.1 Processor sharing analysis

Let us consider that users arrive to the system following a Poisson process

with mean intensity λ. The number of users in the system can be modeled

as a Continuous Time Markov Chain (CTMC) with state vector s, again,

denoting the number of users sj in each region of the system, j = 1, ..., J .

This model is completely described by a Processor Sharing (PS) queue with

S =
∑

j s
j being the total number of users in the system.

We also apply an admission control scheme on the maximal number of

users smax that can be admitted to the system. This would guarantee every
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admitted user some minimal number of subcarriers nmin equal to
N

smax
which

would in turn guarantee some minimal throughput for each user admitted

to the system.

Let us denote by ρ̄ the total load of the cell and by ρ̄j the load corre-

sponding to region j , j = 1, ..., J . We have:

ρ̄ =
J
∑

j=1

ρ̄j (3.1)

The steady-state probabilities are given by [15]:

π(x) =
ρ̄x

1 + ρ̄+ ...+ ρ̄smax
(3.2)

for 0 ≤ x ≤ smax, where: ρ̄j = ρj/cj ; ρj = ρπ((rj)2− (rj−1)2) ; ρ = λE[F ],

rj is the radius of region j, E[F ] is the mean file size and cj is the rate that

a user s of type j can achieve if he is alone in the system, given by:

cj =

N
∑

n=1

W

N
log2(1 +

pjs,n|hjs,n|2

Γ(σj
s,n)2

) (3.3)

where, pjs,n is the transmit power of user s of type j on subcarrier n, h
j
s,n is

its channel gain which includes the effects of path loss and shadowing and

σj
s,n is the variance of the Additive White Gaussian Noise (AWGN) with

zero mean.

3.1.2 Performance metrics

In view of Eqn. (3.2), the mean transfer time T j with a user in region j for

a file of mean size E[F ] is given by:

T j = E[F ]
1− (smax + 1)ρ̄smax + smaxρ̄

(smax+1)

cj(1− ρ̄)(1− ρ̄smax)
(3.4)

and the mean transfer time T in all the cell is given by:

T =

∑J
j=1 T

jλj

∑J
j=1 λ

j
(3.5)

where λj is the mean arrival intensity to region j.

The blocking probability B of a new flow, based on our admission control

algorithm, is given by:

B =
ρ̄smax

1 + ρ̄+ ...+ ρ̄smax
(3.6)
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3.2 Adding HM

We now combine HM with the afore-mentioned RR resource allocation al-

gorithm.

3.2.1 Algorithm

Let us consider, without loss of generality, that users are divided into two

classes or types: the first type represents users of good radio conditions and

the second one represents users with bad radio conditions.

There are actually different ways of implementing HM as described in

the previous chapter. In our work, when a user k of type 2 (bad radio

conditions) is served, based on RR, we search for a user k∗ of type 1 (good

radio conditions) so as to superpose it on the same subcarrier allocated

initially to user k.

HM can be implemented as follows. For user s to be served by the

scheduler, on the RR basis in our case, for each subcarrier n,

• Calculate bjs,n using Eqn. (2.2) given in Chapter 2. This step indicates

the number of bits achieved by user s on subcarrier n for the initial

power level pn

• If user s is of type 2 and if b2s,n = 2 bits, k ← s

• Determine user k∗ of type 1 such that

k∗ ← arg max
s∈s1,s 6=k

h1s,n

– Re-calculate for both users k and k∗ their powers p2,HM
k,n and

p1,HM
k∗,n using Eqn. (2.7), given in Chapter 2, and their b2,HM

k,n and

b1,HM
k∗,n using Eqn. (2.8) and Eqn. (2.9), given also in Chapter 2

– If b1,HM
k∗,n is equal to 4 bits for user k∗ (of type 1) and b2,HM

k,n is

equal to 2 bits for user k (of type 2) and if p2,HM
k,n + p1,HM

k∗,n < pn

where pn is the power initially allocated to subcarrier n, HM can

effectively take place. This constraint on the powers ensures that

the power required by the two users does not exceed the total

power on the shared subcarrier
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3.2.2 Markovian analysis

With HM, the previously mentioned PS analysis does not hold because the

resource sharing depends not only on the total number of users in the cell,

but also on the exact number of users of type 1 and type 2. Indeed, users

of type 1 will take advantage of HM only if there are users of type 2 in the

cell. The state of the system is thus described by (s1, s2) where sj is the

number of users of type j, j = 1, 2, and the exact analysis needs the solving

of the CTMC mentioned in Section 3.1.1. This requires the construction

of the infinitesimal generator matrix Q of the CTMC and the resolution

of the system of equations πQ = 0 and π.e = 1, where π is the steady-

state probability vector and e is a vector of ones of appropriate dimension.

Elements of matrix Q describe the transitions between states of the system

that correspond to the following:

• Arrivals of calls of type 1 or 2, with rates λπ(r1)2 and λπ((r2)2−(r1)2),
respectively. rj, j = 1, 2, is the radius of region j in the cell.

• Departures of users of type 1. These users profit from their throughput

c1, in a RR way, and thus each user of type 1 obtains a throughput
c1

s1+s2
. They will be also given extra throughput by HM each time a

user of type 2 is scheduled; this happens on average s2

s1+s2
of the time

and produces a throughput equal to
∑N

n=1
W
N log2(1+

p1,HM

k∗,n
|h1

k∗,n
|2

Γ(σ1

k∗,n
)2

) as

given by Eqn. (3.3), shared by all users of type 1. Here we denote

by p1,HM
k∗n the power for user of region 1 obtained from Equation (2.7).

The resulting additional user throughput due to HM is thus given by:

1
s1

s2

s1+s2
∑N

n=1
W
N log2(1 +

p1,HM

k∗,n
|h1

k∗,n
|2

Γ(σ1

k∗,n
)2

), giving the total type 1 user

throughput:

t1(s
1, s2) =

1

s1 + s2
[c1 +

s2

s1

N
∑

n=1

W

N
log2(1 +

p1,HM
k∗,n |h1k∗,n|2

Γ(σ1k∗,n)
2

)] (3.7)

The departure rate for users of type 1 is thus equal to s1 t1(s
1,s2)

E[F ]

• Departures of users of type 2, with rate s2

s1+s2
c2

E[F ]
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The numerical resolution of this system of equations gives the above-

mentioned performance measures: mean global and individual throughputs

and the blocking probability.

3.2.3 Approximate PS analysis

Equation (3.7) suggests that the behavior of the system is as if users of type

1 have a peak throughput equal to:

c1 +
s2

s1

N
∑

n=1

W

N
log2(1 +

p1,HM
k∗,n |h1k∗,n|2

Γ(σ1k∗,n)
2

)]

The peak throughput of users of type 2 does not change and is equal to

c2 as given by Eqn. (3.3). We can thus approximate the performance of the

system using the Processor Sharing model by changing the rate c1 of users

of type 1 to a new total rate which is the sum of the initial rate c1, as given

by Eqn. (3.3), plus the new rate c1,HM obtained from HM. Formally,

c1,HM =

N
∑

n=1

W

N
log2(1 +

p1,HM
k∗,n |h1k∗,n|2

Γ(σ1k∗,n)
2

)Pr(s1 > 0, s2 > 0)
s2

s1
(3.8)

where sj is the mean number of users of type j present in the cell which we

approximate by ρ̄j

1−ρ̄ , which is actually the expression for the case without

admission control. The accuracy of this expression will be validated, in the

next section, through simulations.

The first term of the right hand side of Equation (3.8) gives the through-

put that is achieved by type 1 users on a subcarrier allocated originally to

a type 2 user. This is conditioned by the fact that HM effectively takes

place which is ensured by the probability Pr(s1 > 0, s2 > 0) that there are

users of both types in the system. We approximate it through the following

expression:

π(s1, s2) =
(s1 + s2)!

s1!s2!
(ρ̄1)s

1

(ρ̄2)s
2

(1− ρ̄)

which is, again, the stationary distribution of the number of users of each

type for a system with no admission control. Here too, our numerical results,

shown in the next section, show the validity of this approximation.

The last term s2

s1 gives the average number of type 2 users on which extra

streams for type 1 users are superposed through HM and is also equal to

ρ̄2/ρ̄1.
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3.3 Numerical analysis and simulations

We, now, validate our model and show the performance of the system, with

and without HM, through numerical as well as simulation results.

3.3.1 Simulator description

For the simulation results, we have developed a new simulator for a down-

link OFDMA-based system that implements detailed features of the channel,

slow and fast fading, as well as complete HM operation, in terms of constel-

lations and powers.

For the channel model, we have used a multi-path IEEE802.16 Model

E channel, which corresponds to a typical office environment for Non Line-

of-Sight (NLOS) conditions with an exponential decay power profile [68]

[69].

Table 3.1 shows the parameters used in our simulations.

Carrier frequency 3.5 GHz

System channel bandwidth 1.25 MHz

FFT 128

OFDMA symbol duration 102,9 µs

Noise -160dbm/Hz

Γ 8.8 dB

Table 3.1: System parameters

Note that Γ = 8.8dB ensures a probability of error equal to 10−6. We

suppose that the BS has a perfect knowledge on the Chanel State Informa-

tion (CSI) on each subcarrier for each user.

Again, the number of bits that a user s can transmit on subcarrier n is

given by:

bs,n = log2(1 +
ps,n|hs,n|2
Γ(σs,n)2

) (3.9)

where hs,n and ps,n are, again, its channel gain and allocated power on

subcarrier n. We suppose that the noise is AWGN with zero mean and
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variance σ2 = N0
W
N . W is the total available bandwidth and N0 is the noise

power spectral density.

We consider in our case that the total amount of power ptot is uniformally

distributed among all the subcarriers. And so, the amount of power pn

allocated to each subcarrier n is given by: pn =
1
N ptot.

We, also, implement, as indicated previously, an admission control scheme

based on a maximal number smax of users in the system; smax is obtained

by setting a minimal threshold nmin on the number of subcarriers per user.

In our simulations, we used smax = 10 users, which is obtained by setting

nmin to 12 subcarriers, for a total of 128 subcarriers.

We denote by h̄s the average channel response that a user s can achieve

over all N subcarriers. It is obtained by:

h̄s =
1

N

N
∑

n=1

hs,n (3.10)

The different classes j, j = 1, ..., J , can now be constructed by grouping

different mean channel responses h̄s into a finite set of values. For simplicity,

we assume that, based on their radio conditions, users are divided into two

groups (J = 2): users of type 1 with good radio conditions (j = 1), to which

Adaptive Modulation and Coding (AMC) assigns 16-QAM constellation,

and users of type 2 with lower radio conditions (j = 2) to which AMC

assigns 4-QAM constellation.

We, eventually, assume that the file size is exponentially distributed with

mean 40 Kbits.

3.3.2 Model validation and performance evaluation

Figures 3.2, 3.3 and 3.4 show the mean transfer time for all the users in

the system, users of type 1 and users of type 2, respectively, as a function

of increasing offered traffic (in bps). The offered traffic is obtained by mul-

tiplying the mean arrival rates λ by the mean file size. The values of the

offered traffic that we have chosen correspond to a system utilization (load)

ranging from 0.1 to 0.8, i.e., from lightly to heavy-loaded system. The curves

correspond to the theoretical models we have developed above and which
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we term PS for Processor Sharing and Markovian for the exact analysis, as

well as Monte Carlo simulations, with and without HM.
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Figure 3.2: Mean transfer time - all users
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Figure 3.3: Mean transfer time - users of type 1

We, first, observe in all these cases that the mean transfer times are,

trivially, increasing with increasing load.
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Figure 3.4: Mean transfer time - users of type 2

We, second, observe the quite good match between theory and simula-

tions. The differences between the theoretical and simulation curves can be

explained by the fact that our simulator implements fast fading as well as

detailed operation of HM in terms of powers and channel gains, whereas

the theoretical models assume slow fading only and constant channel gains,

averaged for each region of the cell. We note, also, the good match between

the Markovian analysis and the PS approximation in the case of HM.

We, third, observe that there is a gain in using HM and it is even larger

as the system becomes more loaded, as in this case more users of type 2

will be used to superpose additional streams for users of type 1. The gain

is, as expected, more to the advantage of users of type 1 (Figure 3.3) but it

does exist for users of type 2 also (Figure 3.4). This is due to the fact that,

when users of type 1 get an additional rate, they will be able to finish their

services earlier and thus free the resources that will be used by users of type

2, leading to an additional gain for the latter as well.

We now investigate to which extent this gain (in terms of mean transfer

times) is dependent on the proportion of users of each type. We consider

three scenarios:
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• Scenario 1: 25% of the users are of type 1 and 75% of the users are of

type 2;

• Scenario 2: 50% of the users are of type 1 and 50% of the users are of

type 2;

• Scenario 3: 75% of the users are of type 1 and 25% of the users are of

type 2.

Figures 3.5, 3.6 and 3.7 show the gains achieved by using HM for the

three scenarios for all users, for users of type 1 and for users of type 2,

respectively.
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Figure 3.5: Gain for all users

We observe that with respect to all users in the system considered at

once (Figure 3.5), scenario 2 achieves the highest gain because: i. when

there are more users of type 1 (scenario 3), the amount of individual gain

achieved by these users is high (Figure 3.6) but overall, as their number is

small, the total gain is limited, and ii. when the number of users of type 2

is higher (scenario 1), the gain is limited as the number of users of type 1

that can take advantage of their cooperation is limited and hence the gain

that would in turn come back to them is limited too (Figure 3.7).
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Figure 3.7: Gain for users of type 2

Figure 3.8 represents the maximum capacity of the cell obtained by the

calculation of the following harmonic mean:

∑J
j=1 λ

j

∑J
j=1

λj

cj
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where λj is the mean arrival rate of users of type j in the system and cj is

their service rate, with and without HM.
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Figure 3.8: Maximal traffic that can be carried by the cell

We observe, in accordance with our previous results, that the maximum

increase with HM takes place when the percentage of users of each type is

equal to 50%.

3.3.3 Extensions

We now turn to investigate two extensions that we propose to the previously

studied HM algorithm which we denote, hereafter, by classical HM.

The first extension we propose is one that allows further users of type

2 to be superposed on subcarriers allocated primarily to users of type 1.

Specifically, in this case, the same resulting 4/64-QAM constellation as in

the classical case will be used, which means that 2 additional bits will be

sent to a user of type 2 on each subcarrier initially allocated to a user of

type 1.

The second extension is one that allows further users of one type: 1

or 2, to be superposed, along the same algorithm, on subcarriers originally

allocated to users of the same type. In this case, both 4/16 and 4/64-QAM
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constellations will be obtained: the former refers to the case when two extra

bits are sent for a user of type 2 superposed on a subcarrier for yet another

user, of type 1 or 2, and the latter is as the first extension above.

Figures 3.9, 3.10 and 3.11 show, respectively, the gains (in terms of mean

transfer times) for all the users in the system as well as those of type 1 and

those of type 2, for the cases of classical HM and our two proposals versus

the case with no HM at all. Recall that our first proposal (corresponding

to legend Proposal I) allows, further to classical HM, users of type 2 to be

superposed on users of type 1. As of our second proposal (legend Proposal

II), it allows, further, users of one type, 1 and 2, to be superposed on users

of the same type.
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Figure 3.9: Gain for all users

We observe that for the first extension, there is indeed a gain, and it now

profits more to users of type 2 compared to the case with a simple use of

HM. This is due to the fact, users of type 2 will get an additional rate every

time a user of type 1 is served. As of the second extension, we observe that

our proposal enables to further enhance the achieved gain for the two types

of users.
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Figure 3.10: Gain for users of type 1
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Figure 3.11: Gain for users of type 2

3.4 Conclusion

We considered, in this chapter, the flow-level modeling of HM, a physical

layer technique wherein additional streams for users of good radio conditions

are superposed on the same subcarriers allocated initially to users with lower
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radio conditions, by means of constellation embedding. We quantified, under

TDM, the gain obtained by such a technique, at the individual and global

levels, and showed how the gain varies with the proportion of users of each

type: the optimum being for the case where both types of users are of equal

proportions. We eventually extended HM to the case where users with bad

radio conditions are also superposed on those with better ones as well as to

the case where users of one type can also be superposed on those of their

own type as well, and showed that the gain is even larger in these cases.

In the next chapter, we focus on the use of HM with proportional fairness,

an algorithm known to exploit opportunistically multiuser diversity in order

to increase the overall system capacity without sacrificing fairness among

users.
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Chapter 4

On the use of hierarchical

modulation with

proportional fairness

We investigated in the previous chapter the use of Hierarchical Modulation

(HM) with Round Robin (RR) which serves users in a cyclic manner on a

time basis. RR achieves fairness in terms of time but does not take into

consideration the users diversity, in terms of radio conditions, which may

lead to a poor utilization of the resources and hence a poor overall system

throughput.

In this chapter, we focus on the use of HM with Proportional Fairness

(PF) in OFDMA-based networks. PF is an algorithm that belongs to the

so-called α-fair allocation strategies, known to achieve a good trade-off be-

tween efficiency and fairness among these α-fair policies, by an opportunistic

allocation of resources to users with good radio conditions, without sacri-

ficing fairness towards the other users of the system who have worse radio

conditions.

We, specifically, model the system performance, obtained by jointly us-

ing PF with HM, for a dynamic user setting. We, also, evaluate the system

performance, notably in terms of mean transfer times and blocking prob-

abilities, under PF in the presence of HM and see whether it still is the

optimal strategy in the sense of α-fair allocation strategies.
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4.1 Proportional fairness

PF is, as already stated, an algorithm which belongs to the so-called α-

fair allocation strategies and which is known to a achieve a good trade-off

between efficiency and fairness. It corresponds to a utility maximization

allocation that maximizes the sum of the logarithms of the rates. It is such

that any increase in the rate allocation for a user results in a decrease in the

overall throughput of the system [70][71].

Moreover, PF is known to be the only utility maximizing allocation that

is homothetic1 which simplifies the analysis of some networks [58].

PF is an opportunistic algorithm that makes it possible to exploit the

user diversity: it allocates resources primarily to users with good radio con-

ditions because they would be able to take full advantage of these resources

and finish their data transfers quickly. Resources can then be given to the

other users of the system, with worse radio conditions. Of course, some fair-

ness should be guaranteed in order for the users with good radio conditions

not to cause the starvation of the others.

Formally, let cs[u] and Zs[u] denote, respectively, the instantaneous rate

for user s, s = 1, ..., S, in time slot u, and its average throughput until time

slot u; S being the total number of users in the system.

Based on the weighted alpha rule proposed in [72] and [73], user s∗ who

would be served by PF is the user who maximizes the following weighted

ratio:

ws
cs[u]

(Zs[u])α
(4.1)

where ws is the weighted parameter for user s and α is, again, the parameter

that determines the trade-off between efficiency and fairness for the α-fair

policies, as seen in Chapter 2.

In our work, we suppose that all users have the same weight ws = 1.

Considering the PF case (α = 1), the average throughput Zs[u] is updated

according to the following set of equations [16][73]:

1A resource allocation is said to be homothetic if changing the resources available for

a given class by some factor changes the bit rate allocated to this class by the same factor

[58].
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Zs[u] =

{

(1− 1
tc
)Zs[u− 1] + 1

tc
cs[u− 1] if s = s∗

(1− 1
tc
)Zs[u− 1] if s 6= s∗

(4.2)

where tc is a low pass filter that allows to update Zs[u] every tc time slots

[45].

The system performance depends, thus, on the parameter tc. For a low

value of tc (tc → 0), the scheduler behaves like RR since it neglects the

users’s radio conditions when allocating the resources [74]. On the contrary,

with a high value of tc, the scheduler behaves as max SNR algorithm [74].

In this case, users with bad radio conditions will wait longer until a possible

improvement in their radio conditions, but not for an infinite time. The

larger the value of tc, the larger the delay for the users.

4.2 Flow-level modeling of PF

We now model the system, at the flow level, under PF, without and with

HM.

We specifically make use of the same Processor Sharing (PS) model de-

scribed in Chapter 3, along with the same performance metrics, namely

mean transfer times and blocking probabilities. What now differs is the

expression for the throughput achieved under PF. Before deriving it, let us

first start with a literature review on major implementations, and conse-

quent throughput expressions, under PF.

4.2.1 Related works

In the literature, different expressions for the throughput obtained under

PF result from the use of different metrics in choosing the user to which the

resources are allocated.

In [15], the authors consider the SNR metric and allocate the resources

to the user whose SNR is maximal. This approximation corresponds in fact

to the ideal case where all users experience symmetric fading conditions [75].

In [76], the authors make, again, use of the SNR in selecting the user

to serve. The calculation of the throughput follows two models: a first one
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where the feasible rate is considered to be a linear function of the SNR and

a second one in which the relationship is logarithmic, as is the case of the

Shannon formula.

In [77], the authors make use of the ratio of the instantaneous SNR to

the average SNR to select the user to be served. The calculations make,

again, use of a linear and logarithmic expressions, but this time using the

previously mentioned ratio of the SNRs.

As of the rate estimation, the use of the Gaussian approximation has

been shown in [78] and [79] to model very accurately the feasible rate in

the cases of Raleigh and Rician fadings. The linear and the logarithmic

models are simple and mathematically attractive but they are known to

over-estimate the feasible rate and hence the gain achieved by PF compared

to a simple time division multiplexing scheme [78][80].

In [81], the authors make use of this Gaussian approximation and show

that the gain is much lower than in the linear case but only symmetric

channels have been considered. In [80], the same approach is used, but this

time, for asymmetric channels. Using simulations, the expression of the gain

has been modified to match different fadings: Raleigh and Rician.

As of the use of PF with HM, the authors in [38] make use of PF to

determine the user who will receive the additional stream. The first user to

be served is the one who maximizes the SNR whereas the second user is the

one who maximizes the ratio of the instantaneous SNR to the average SNR,

as in [77].

In our work, we assume that resources are initially allocated to users

based on PF. If the selected user has a low SNR, we, then, use HM to

superpose, if possible, a user with higher SNR on the same subcarrier.

4.2.2 Modeling throughput under PF

We, now, derive the achievable throughput in the case of PF under a dynamic

user setting, considering a Gaussian approximation.

We will make use of the ratio given by Eqn. (4.1) to choose the user

to whom the resources will be allocated. The average rate Zs[u] is updated

using Eqn. (4.2).
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Denoting by Ijs [u] the index that indicates if user s of type j is served or

not in time slot u, we have:

Ijs [u] =

{

1 if user s of type j is served in time slot u

0 otherwise

Using the Gaussian approximation, the instantaneous data rate cjs of the

sth user of type j is characterized by its mean E[cjs] and standard deviation

σ2
cjs
, given, respectively, by:

E[cjs] =

∫ ∞

−∞
log(1 + xSNRj

s) exp
−x dx (4.3)

σ2
cjs
=

∫ ∞

−∞
log(1 + xSNRj

s)
2 exp−x dx− (E[cjs])

2 (4.4)

The mean achieved throughput cjs of user s of type j is given by:

cjs = E[Ijs [u] = 1× cjs[u]]

= Pr(Ijs [u] = 1)

∫ ∞

−∞
xf

cjs
(x|Ijs [u] = 1)dx

=

∫ ∞

−∞
xf

cjs
(x)Pr(Ijs [u] = 1|cjs[u] = x)dx

(4.5)

where f
cjs
(.) is the probability density function of the instantaneous through-

put of user s of type j and Pr(Ijs [u] = 1|cjs[u] = x) is the conditional prob-

ability that user s of type j is served in time slot u with instantaneous rate

cjs.

Considering all the classes, the mean throughput cs of a user in the cell

is given by:

cs =

J
∑

j=1

∫ ∞

−∞
Pr(j)xf

cjs
(x)Pr(Ijs [u] = 1|cjs[u] = x)dx

where Pr(j), j = 1, ..., J , is the probability that a user of type j is indeed

served and is given by:
sj

∑J
j=1 s

j
(4.6)

where sj is the number of users of type j in the system.

Using the PF metric given by Eqn. (4.1), we have:
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Pr(Ijs [u] = 1|cjs[u] = x) = Pr(∀v 6= s,
cjv [u]

cjv [u]
<

x

cjs[u]
)

=

sj
∏

v=1,v 6=s

F
cjs
(

x

cjs[u]
cjv[u])

(4.7)

where F
cjs
(.) is the cumulative distribution function of the instantaneous

throughput of user s of type j. For u large and using the Gaussian approx-

imation [81], we obtain:

sj
∏

v=1,v 6=s

F
cjs
(

x

cjs[u]
cjv[u]) =

sj
∏

v=1,v 6=s

F
cjs
(
E[cjv ]

E[cjs]
(E[cjs] + xσ

cjs
)) (4.8)

Based on the fact that, statistically, users of the same type have all the

same feasible rates, we have:

cs =

J
∑

j=1

∫ ∞

−∞
Pr(j)(E[cjs] + xσ

cjs
)
exp−

x2

2

√

(2π)
(F(0,1)(x))

sj−1dx

=
J
∑

j=1

∫ ∞

−∞
Pr(j)(

E[cjs]

sj
+ σ

cjs
x
exp−

x2

2

√

(2π)
(F(0,1)(x))

sj−1)dx

(4.9)

where F(0,1)(.) is the zero mean, unit variance, standard Normal distribution

function.

In Eqn. (4.9), E[cjs]
sj

corresponds to the rate that a user s of type j would

achieve using a fair time allocation such as RR. The gain achieved with PF

with respect to RR is then given by:

G = 1 +

∑J
j=1 Pr(j)

∫∞
−∞ σ

cjs
x exp−

x2

2 (F(0,1)(x))
sj−1dx

∑J
j=1 Pr(j)E[c

j
s]

sj

(4.10)

Please note that, in this expression, the number of users sj in each class

j is taken as the average number of users obtained under RR.

And so, in the case of PF without HM, the rate achieved by user s of

type j is given by:
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cj = G
N
∑

n=1

W

N
log2(1 +

SNRj
s,n

Γ
) (4.11)

whereG is the gain with respect to RR, given by Eqn. (4.10), and
∑N

n=1
W
N log2(1+

SNRj
s,n

Γ ) is the rate achieved under RR as well. Recall that W is the total

bandwidth and SNRj
s,n is the SNR experienced by user s of type j on sub-

carrier n and which is given by Eqn. (2.1) in Chapter 2.

4.2.3 With HM

Using HM, user k∗ of type 1 will get an additional throughput cadd each

time a user of type 2 is scheduled (by PF). It is given by:

cadd =

N
∑

n=1

W

N
log2

(

1 +
p1,HM
k∗,n |h1k∗,n|2

Γ(σ1k∗,n)
2

)

(4.12)

The peak rate c1 of user k∗ is now given by:

c1,HM = c1 + cadd × Pr(s1 ≥ 1, s2 ≥ 1)

where c1 is given by Eqn. (4.11) and Pr(s1 ≥ 1, s2 ≥ 1) is the probability

of having at least one user of each type in the system so that HM effectively

takes place.

4.3 Model validation and performance evaluation

In order to validate our analytical model and to evaluate the system per-

formance, we have used our simulator that we described in the previous

chapter, considering the same parameters and assumptions.

4.3.1 Model validation

We, first, validate our analytical model by plotting the various performance

metrics obtained numerically against the ones obtained through simulations.

Figure 4.1 shows the mean transfer time, for all the users in the system,

as a function of increased load, for the case of PF, with and without HM.

We observe a quite good match between the curves obtained through

the analytical model versus simulations, as well as the gain achieved by HM.
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Figure 4.1: Mean transfer time - all users

This gain is biased towards users of type 1, as shown in Figure 4.2, which

is expected because these users are the ones that are superposed using HM

on users of type 2. The latter achieve less gain, as illustrated in Figure 4.3.
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Figure 4.2: Mean transfer time - users of type 1

Figure 4.4 shows the blocking probability, resulting from our admission
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Figure 4.3: Mean transfer time - users of type 2

control algorithm that we described in Chapter 3. With HM, blocking is

smaller than without HM, due to the fact that with HM, users of type 1

enjoy more resources and hence leave the system earlier, which in turn leaves

more resources to users of type 2. Overall, the system empties more quickly,

and the admission opportunities increase.

4.3.2 Comparison with RR and max-min

We now compare the performance of PF with respect to RR and max-min,

with and without HM.

Figure 4.5 shows the mean transfer time for all the users in the system, as

a function of increased load, for the cases of PF, RR and max-min, without

and with HM.

Without HM, we observe that PF performs slightly better than RR and

max-min, as it obtains a higher throughput, or equivalently, a lower mean

transfer time. The reason for the better performance of PF is the oppor-

tunistic exploitation of user diversity in terms of radio conditions. The fact

that the difference is not very large is due to the fact that PF actually ex-

ploits fast fading which is less significant compared to slow fading, especially
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Figure 4.4: Blocking probability - all users
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Figure 4.5: Mean transfer time - all users

when the number of users in the system is not very large [15].

As of RR versus max-min, the former outperforms slightly the latter, as

max-min allocates more resources, in terms of time slots, to the users with

worse radio conditions.
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With HM, we observe that the performance of PF, RR and max-min im-

proves, obtaining lower mean transfer times (equivalently, higher through-

puts). The improvement is more significant for both RR and max-min,

especially max-min. This can be explained by the fact that with RR and

max-min, users of type 2, on which we superpose additional streams for users

of type 1, are served for relatively longer times than in the case of PF and

hence, they can ensure more HM opportunities for users of type 1 and so, a

higher gain for these users. The latter would thus leave the system sooner

and account for a higher overall system performance. Max-min achieves a

slightly larger gain than RR because, with max-min, users of type 2 are

allocated more time slots than users of type 1, and hence the opportunities

to perform HM are even more frequent.

These observations are in accordance with the individual performances

of the users of both types, as shown in Figures 4.6 and 4.7 for users of types

1 and 2, respectively.
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Figure 4.6: Mean transfer time - users of type 1

In effect, we observe in these figures that users of type 1 are, of course,

better off using PF, without and with HM, as, in this case, the scheduler

grants them with larger transmission opportunities compared to users of

type 2. In the case of HM however, they do not gain, relatively, much in

53



0 0.5 1 1.5 2 2.5 3

x 10
6

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Offered traffic (bps)

M
e
a
n
 T

ra
n
s
fe

r 
T

im
e
 (

s
)

RR, without HM

RR, with HM

PF, without HM

PF, with HM

Max−min, without HM

Max−min, with HM

Figure 4.7: Mean transfer time - users of type 2

the case of PF as, again, they monopolize the scheduler for longer periods of

time compared to users of type 2. Users of type 2 show a better performance

using max-min and RR, without and with HM.

Figure 4.8 shows the blocking probability in the six cases: PF, RR and

max-min, with and without HM. Here too, without HM, the blocking prob-

ability is slightly better for the case of PF than RR and max-min; the trend

is, again, inverted in the case of HM where RR and max-min outperform

PF.

In conclusion, in the case of HM, RR and max-min achieve a better

performance than PF, in terms of transfer times and blocking rates. With

a simpler implementation in the case of the cyclic scheduler RR.

4.4 Conclusion

We considered, in this chapter, the joint use of HM with PF. We modeled

the system performance under PF, and quantified the gains achieved by

adding HM, in terms of mean transfer times and blocking probabilities. We

compared the gains achieved under PF versus RR, as well as max-min, a

fair scheduler in terms of the throughput achieved by the different users in
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Figure 4.8: Blocking probability - all users

the system.

Without HM, PF performs slightly better than RR and max-min. With

HM, however, our results show a better performance for RR and max-min

which is explained by the fact that in the case of PF, users of type 2, on

which we superpose additional streams for users of type 1, have less trans-

mission opportunities and thus less superposition opportunities as well. The

argument in favor of RR is further comforted by the fact that its implemen-

tation is simpler than that of PF and max-min.
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Chapter 5

Joint use of hierarchical

modulation with cooperative

relaying

In cooperative relaying, the Base Station (BS) broadcasts a signal to the

destination, the Relay Station (RS) overhears it and forwards, it in a next

time slot, to the destination. The latter combines the two received copies of

the signal in order to reconstruct the original one.

We consider, in this chapter, the joint use of Hierarchical Modulation

(HM) and cooperative relaying, in OFDMA-based networks, in order to send

additional information to the RS so as to enable it to reconstruct a more

robust copy of the original signal. We, also, adapt the transmission from

the RS to the destination by taking advantage of the typically good radio

conditions between them so as to reduce the cost of additional resources

needed by relaying and hence improve the overall system capacity.

We model, and validate against simulations, such a system and resource

allocation schemes at the flow-level, and quantify the gains thus achieved,

in terms of throughput and blocking probability. We, eventually, propose

an enhancement to the afore mentioned scheme in order to further enhance

the overall system throughput.
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5.1 Relay-based system

In order to improve the system performance in terms of capacity and/or

coverage, relays have been proposed to OFDMA-based systems [82][83]. In

such a system, the RS relays information from the BS to the Subscriber

Station (SS), i.e., user, who suffers from poor radio conditions in its direct

link with the BS. This allows the SS to take advantage of the spatial diversity

gain without using multiple antennas.

There exists two different relay modes: a transparent mode and a non-

transparent mode. The transparent mode, shown in Figure 5.1, is used to

increase the system capacity by increasing the throughput experienced by

the SS, while the non-transparent mode, shown in Figure 5.2, is proposed

to mitigate coverage holes and enhance, thus, the system coverage.
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Figure 5.1: Transparent mode
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Figure 5.2: Non transparent mode

In order to relay information to the destination, the RS typically uses

one of two relaying techniques: Amplify and Forward (AF) or Decode and

Forward (DF) [84]. AF is a simple scheme where the RS only amplifies the

amplitude of the received signal from the BS and then forwards it to the

destination. One of the major drawbacks of this technique is the amplifica-

tion of noise. With DF, the RS first decodes the signal overheard from the

BS and then re-encodes it and transmits it to the destination. Apart from
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the extra cost and delay resulting from the decoding and encoding steps, DF

may be inefficient if the RS is not able to successfully decode the received

signal from the BS.

5.2 Use of HM with cooperative relaying

We consider, in this chapter, a transparent cooperative relaying scheme,

wherein the SS combines the twof signals received from the direct BS-SS and

indirect BS-RS-SS links so as to reconstruct a robust copy of the original

signal.

5.2.1 Motivations

HM, as described previously, allows to send an additional data stream to a

user with good radio conditions on a subcarrier initially allocated to a user

with worse radio conditions. And so, combining HM with relaying, the idea

is to use the fact that the RS enjoys typically better radio conditions with

the BS compared to the destination to send additional information to the

RS on the same subcarrier that was initially allocated to the destination.

The RS, as it enjoys good radio conditions, would be able to decode the

two signals: the primary one sent to the destination and the additional

information sent to it, and to generate a more robust copy of the initial

signal compared to the case of classical relaying where the RS will use only

the overheard signal to decode and encode a new copy of the initial signal.

This can be very useful in the case of DF where the RS may not be able to

successfully decode the overheard signal.

5.2.2 Related works

Other works studied the use of HM in cooperative relaying systems.

In [85] and [86], the authors proposed to send additional information

using HM via the indirect link in order to improve the Bit Error Rate (BER)

at reception.

In [84], and [87], the authors proposed to optimize the use of HM in

order to also minimize the BER at the destination.
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In [88], the authors studied the use of HM in the case of a multiple relay

scheme.

And in [89], the authors investigated the case of cooperative transmit

diversity based on the use of HM in the case of two sources that communicate

directly with one destination.

These works, again, focused solely on the physical layer, notably on the

BER improvement, and did not address the issues related to capacity, along

with the gains achieved, at the flow-level, for a dynamic user setting. And

this is the focus of our present work.

Moreover, these works did not consider the problem of the additional

resources needed for relaying, and which we propose to combat using link

adaptation. In [90], the authors did indeed adapt the transmission of the

relay to the radio conditions of the RS-SS link, but their work did not

make use of cooperative relaying in the sense that the destination does not

combine two copies of information, one from the direct link and one from the

indirect one, in order to reconstruct the original signal. In [91], the authors

developed a multiuser cooperative scheme where HM is used between two

destinations; the RS decodes the two overheard signals, without additional

information, and relays them to the destinations using HM also.

5.3 Proposal: HM and link adaptive relaying

We now detail the operation of HM and link adaptive relaying.

We suppose that the BS has knowledge of the Channel State Information

(CSI) of all links: BS-RSs, BS-SSs and RSs-SSs. We denote, respectively,

by SNRk, SNRsr and SNRrd, the SNRs of the BS-SS, BS-RS and RS-SS

links as shown in Figure 5.3. Index k stands for a given user of type 2 who

cannot decode his information bits on the direct link (BS-SS).
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Figure 5.3: relaying mode
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In classical cooperative relaying using DF, the BS broadcasts aM -QAM

signal A to a user k with bad radio conditions, the RS overhears it, decodes

it, encodes a new copy Ā and forwards it in the next time slot to this given

user k.

We suppose that the destination uses a simple Maximal Ratio Combining

(MRC) combiner in order to decode its signal. In this case, and using DF-

based relaying, the SNR achieved by user k after the two steps described

above is given by:

SNRk = min((SNRk + SNRcoop), SNRsr) (5.1)

where SNRcoop is equal to SNRrd if SNRk < SNRrd. Note that if SNRk >

SNRsr, relaying is useless and SNRk = SNRk.

Let us denote by BERcoop the BER achieved over the indirect link (BS-

RS-SS). It is given by:

BERcoop = 1− (1−BERsr)(1−BERrd) (5.2)

where BERsr and BERrd stand, respectively, for the BER of the BS-RS

and RS-SS links.

BERk of user k for an M -QAM system over an Additive White Gaus-

sian Noise (AWGN) channel is related to its SNRk through the following

equation [92]:

BERk = 0.2 exp(− 3SNRk

2(M − 1)
) (5.3)

Based on Eqns. (5.1), (5.2) and (5.3), we see that the quality of decoding

at the destination depends, notably, on the quality of the signal decoded

and encoded at the RS (depends notably on SNRsr and SNRrd). If the

overheard signal cannot be decoded correctly by the RS, the encoded copy,

Ā, will also be corrupted, and hence relaying will be inefficient. And so, in

order to improve the decoding at the RS, we propose the use of HM.

Using HM, the BS will be able to send two different signals, which we

term A and B, to the SS and RS, by adapting the transmission to each

entity. Signal A is the original signal sent to the SS and signal B is the

additional information sent to the RS. In this case, the RS, owing to its

good radio conditions, will be able to decode the two signals A and B while

the SS will be able to receive only signal A.
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Please note that B can be a simple copy of the initial signal A or con-

trol information that allows to ensure the success of decoding at the RS,

as considered in [85]. The latter case corresponds to a coded cooperation

scheme, with distributed channel coding [93], and allows to ensure better

error protection.

We suppose in what follows, for simplicity, that signal B contains a

second copy of the original signal A. This results in a spatial diversity gain

at the RS. Using MRC, the RS will now be able to decode the original

signal with an SNR equal to SNRk + SNRsr. Since the BER is inversely

proportional to the received SNR (Eqn. (5.3)), and because of the higher

received SNR (SNRk+SNRsr > SNRk), the RS will thus be able to decode

and encode a more robust signal Ā with a lower BER. This, in turn, will

ensure a decoding without error at the destination as well.

Moreover, using classical relaying, the RS relays the signal to the desti-

nation using the same rate (same constellation size M) as that of the over-

heard signal, which is typically low because of the worst radio conditions of

the direct link (BS-SS). The RS-SS link is, however, typically of good ra-

dio conditions, and may support higher bit rates. We thus propose to take

advantage of this fact and to forward the relayed signal Ā at a higher bit

rate, or equivalently, in a lower number of time slots than classically needed,

assuming, for instance, Time Division Multiplexing (TDM) scheduling.

Formally, if BERrd ≤ 10−2, Eqn. (5.3) can be inverted and yields the

maximum constellation size M ′ that the RS can use for a given SNRrd and

pre-fixed target BERrd as [92]:

log2(M
′) = log2(1 +

3SNRrd

2K0
)

where K0 = − ln(5BERrd). Since the RS-SS link presents good radio con-

ditions (higher SNRrd), the RS is thus able to use a higher constellation

size M ′ to serve the destination without affecting the target BER (BERrd

in this case). This, in turn, yields a higher spectral efficiency by increasing

the signal rate on the RS-SS link.

In our work, we take one time slot as our smallest time unit. In this

case, we shall assign, using TDM, β = log
2
(M ′)

log
2
(M) consecutive time slots to

each user to be served (β > 1) so that the RS to SS relaying operation is
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done using one time slot. In this one time slot, the RS actually relays β

different (robust) signals to the target destination.

Example

In order to illustrate our proposal, let us assume, without loss of general-

ity, that users with bad radio conditions are assigned 4-QAM constellations

for their direct link with the BS and that the BS-RS and RS-SS links allow

the use of 16-QAM constellations.

In classical relaying, the RS overhears the original signal A1 using 4-

QAM, in a first time slot, and generates a signal Ā1 to the SS using 4-

QAM also. This second signal, which can or cannot be decoded-encoded

successfully at the RS, will be sent to the SS in a second time slot using the

same constellation size as that of the overheard signal, 4-QAM in this case.

At the SS as well, it may or may not be decoded successfully.
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Figure 5.4: (a) classical relaying, (b) using HM-based link adaptive relaying

Using HM and link adaptive relaying, we now allow each user to be

served for β = 2 time slots. In each time slot, the RS will receive additional

information for every signal from the BS using HM, it will decode the original

signal A1 and the additional information B1 and encode a more robust copy

ĀR
1 of this signal. It then relays the 2 robust copies of the two different

signals received in the previous two time slots to the destination using a

higher bit rate, as allowed by the 16-QAM constellation. This corresponds

to one time slot for the relaying of the two robust signals (see Figure 5.4(b)),

as opposed to the case of classical relaying where two time slots are needed

to relay two different signals (not even robust copies) to the destination, as

shown in Figure 5.4(a). This gain in time slots improves the overall system

capacity as will be quantified next.
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5.4 Flow-level modeling

We, now, model both the classical relaying scheme and the HM-based link

adaptive relaying scheme.

We, again, consider the same Processor Sharing (PS) model described

in Chapter 3.

There too, let users in the system be divided, without loss of generality,

into two types: users of type 1 who enjoy good radio conditions and who are

able to decode successfully their signals, and users of type 2, who present

worse radio conditions and may not be able to decode successfully their

signals through the direct link (BS-SS) only.

Let I denote the number of RSs that are, now, added to the plain

OFDMA architecture in order to assist users who cannot decode success-

fully their signals on the direct link.

Let PR denote the probability that the user to be served does indeed

require the help of an RS to be able to successfully decode the original signal.

Let us further denote by P the probability that the user who needs the

assistance of an RS is indeed covered by an RS. This probability depends

on the number and the position of RSs in the cell. P is given by:

P = min(
I

Ithreshold
, 1)

where Ithreshold denotes the minimum number of RSs in the cell in order

to cover it all, and hence potentially be able to assist any user who needs

relaying.

In order to determine Ithreshold, we assume that the cell is represented

by a disc with, say, two regions corresponding to users with good radio

conditions (inner region) and those with worse ones (outer region). RSs are

placed at the edge of the first region as shown in Figure 5.5. Assuming that

the areas covered by RSs are tangent to each other, we obtain:

Ithreshold =
π

Φ

where Φ is equal to cos−1(1 − (r2−r1)2

2(r1)2
) and rj denotes the radius of region

j, j = 1, 2.
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Figure 5.5: RS placement

5.4.1 Using classical relaying

In the case where the destination can decode successfully the signal sent by

the BS (PR = 0), the transmission from the BS to the SS takes only one

time slot through the direct link. And so, the capacities c1 and c2 of users

of both types, 1 and 2, respectively, given by Eqn. (3.3) in Chapter 3, are

unchanged.

In the case, however, where the destination cannot decode successfully

the signal sent by the BS (PR = 1), the transmission takes two time slots:

one through the direct link and another one through the indirect one; and, in

the case of cooperative relaying, the user combines the two received signals

in order to decode his own information.

Considering TDM scheduling, time slots are classified into three possibil-

ities: one time slot to serve a user of type 1, one time slot to serve a user of

type 2 if PR = 0 and 2 time slots to serve the same user if PR = 1. And so,

given P and PR, users of type 2 get a rate equal to ((1−PR) +PPR)c2 for
s2((1−PR)+PPR)

s1+(1−PR)s2+2PRs2
of the time where sj, j = 1, 2, denotes the mean number

of users of each type in the system, and which we approximate as before by
ρ̄j

1−ρ̄ which, again, corresponds to the case with no admission control.

Without the need for relaying (successful decoding on the direct link),

users of type 2 get a rate equal to c2 for s2

s1+s2
of the time.

Consequently, the capacity c2 of users of type 2 changes, and the capacity
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given by Eqn. (3.3) in Chapter 3 will now be multiplied by the following

term:
(s1 + s2)((1 − PR) + PPR)

s1 + (1− PR)s2 + 2PRs2

The change in c2 will, in turn, impact the performance of users of type

1 as they will now have one time slot less every time the transmission to

users of type 2 uses a relay. Users of type 1 obtain a rate equal to c1 for
s1

s1+(1−PR)s2+2PRs2
of the time. On the other hand, without the need for

relaying, they obtain a rate equal to c1 for s1

s1+s2
of the time.

Consequently, the capacity for users of type 1, given by Eqn. (3.3) in

Chapter 3 under TDM will now be multiplied by:

s1 + s2

s1 + (1− PR)s2 + 2PRs2

5.4.2 Using HM-based link adaptive relaying

Considering the HM-based adaptive relaying scheme described previously,

the TDM scheduling will also be altered due to the need for resources for

relaying. As mentioned previously, the use of a resource allocation that is

adapted to the radio conditions of the RS-SS link allows us to save some

resources (in terms of time slots and power) compared to the classical relay-

ing scheme and, in this case, during only one time slot, the RS forwards β

different signals to the destination instead of only one signal. Recall that β

is an integer equal to cR

c2 , where c
R is the throughput achieved at the RS-SS

link and c2 is the capacity of users of type 2. Recall also that the ratio cR

c2
is

equal to the ratio log
2
(M ′)

log
2
(M) where M and M ′ stand for the constellation size

without and with the use of link adaptation in the RS-SS link, respectively.

Here too, time slots can be divided into 3 possibilities: β time slots to

serve a user of type 2 if PR = 0, β +1 time slots to serve a user of type 2 if

PR = 1 and β time slots to serve a user of type 1. And so, users of type 2

will get a rate equal to (βPPR + β(1− PR))c2 for s2((1−PR)+PPR)
βs1+β(1−PR)s2+(β+1)PRs2

of the time where sj, j = 1, 2, denotes, again, the mean number of users of

each type in the system.

Hence, using HM-based link adaptive relaying, the capacity for users of
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type 2, c2, given by Eqn. (3.3) in Chapter 3, will now be multiplied by:

βPPR + β(1− PR)

βs1 + β(1− PR)s2 + (β + 1)PRs2
(s1 + s2)

As of users of type 1, their capacity c1, given by Eqn. (3.3) in Chapter

3, will now be multiplied by a new term given by:

β(s1 + s2)

βs1 + β(1− PR)s2 + (β + 1)PRs2

5.5 Proposal for enhancement

We propose, now, to take advantage of the good radio conditions of users

who are close to the BS to send them a new additional stream using HM.

So far, the HM-based adaptive relaying scheme did send the additional

information to the RS using a low modulation rate (4-QAM in our example

above). The BS-RS link is, however, typically of good radio conditions,

which allows the use of a higher modulation rate, for instance 16-QAM, to

transmit the second level of hierarchy in the HM operation.

In this case, the second level of hierarchy of the HM operation can be

used to transmit, in addition to the additional information B sent to the

RS and meant to the user with bad radio conditions (type 2), a new extra

signal C to a user with good radio conditions (type 1), as shown in Figure

5.6.
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Figure 5.6: Enhanced HM-based adaptive relaying scheme

This can be achieved by sharing the number of subcarriers N equally

between the two signals in this second level of hierarchy. And so, over the

two time slots (β = 2), a user of type 1 will now receive an additional rate

equal to

βcadd1 (5.4)
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where cadd1 is given by:

cadd1 =

N/2
∑

n=1

W

N
log2

(

1 +
p1k∗,n|h1k∗,n|2

Γ(σ1k∗,n)
2

)

(5.5)

where p1k∗,n denotes the amount of power given by Eqn. (2.7) in Chapter 2.

The capacity of a user of type 2 remains unchanged compared to the case

of HM-based link adaptive relaying, whereas the rate that a user of type 1

can achieve will vary. In fact, considering TDM, the time is again divided

into three parts: β time slots to serve a user of type 2 if PR = 0 with rate

equal to c2, β +1 time slots to serve a user of type 2 with rate equal to βc2

and users of type 1 with rate equal to βcadd1 if PR = 1 and β time slots to

serve a user of type 1 with rate equal to c1.

Users of type 1 will, now, be served with a rate equal to βc1+βcadd1 for
s1β(1+ cadd1

c1
PR)

βs1+β(1−PR)s2+(β+1)PRs2
of the time. Consequently, the capacity for users

of type 1, given by Eqn. (3.3) in Chapter 3, will now be multiplied by:

(s1 + s2)β(1 + cadd1

c1
PR)

βs1 + β(1− PR)s2 + (β + 1)PRs2

where cadd1 is the additional rate that a user of type 1 can achieve in each

of the β time slots that are allocated to user of type 2 given by Eqn. (5.5).

5.6 Model validation and performance evaluation

We, now, validate our analytical model, investigate the flow-level perfor-

mance of the HM-based link adaptive relaying scheme, in terms of mean

transfer times and blocking rates, and quantify the gains achieved using the

enhancement we further propose to this scheme.

Note that the physical layer performance, in terms of BER, is beyond

the scope of our work.

In our simulations, we make use of our simulator described in Chapter

3, with the same system parameters.

We assume, however, that users of type 2 need RS assistance (i.e., PR =

1) and that we have a sufficient number of RSs in the cell to cover theses

users (i.e., P = 1). We also assume that the BS and RS use, respectively,
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4-QAM and 16-QAM signal modulation to serve users of type 2. Users of

type 1 use 16-QAM signal modulation. Based on TDM, each user will be

served for β = 2 time slots in each cycle.

Figures 5.7, 5.8 and 5.9 show the mean transfer time for all users in the

system, users of type 1 and users of type 2, respectively, as a function of an

increasing offered traffic. The curves show both analytical and simulation

results for the cases of the HM-based link adaptive relaying scheme versus

classical relaying.
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Figure 5.7: Mean transfer time - all users

We observe, first, a good match between the analytical model and the

simulation results for the two schemes.

We observe, second, that the HM-based link adaptive relaying scheme

allows a gain, in terms of mean transfer times, for users of both types,

as compared to the classical relaying scheme. This is due to the use of

HM and also to the use of the resource allocation strategy that adapts the

modulation scheme to the radio conditions on the RS-SS link. Indeed, in

this case, relays use less resources, in terms of time, to assist users with

worse radio conditions; the resources thus freed will be used by other users

in the system to finish their services earlier which allows to increase the

overall system capacity.
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Figure 5.8: Mean transfer time - users of type 1
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Figure 5.9: Mean transfer time - users of type 2

We observe, third, that the gain is larger as the system becomes more

loaded, and this, again, for all users. This is due to multiuser diversity.

Figure 5.10 shows the blocking probability for the two schemes. Here too,

the blocking probability is better for the HM-based link adaptive relaying
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scheme, which means a higher admission rate, because, again, users of both

types finish their service earlier and hence leave more room to yet other

users to be admitted to the system.
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Figure 5.10: Blocking probability - all users

We, now, turn to the impact of the number of RSs on the performance

of our relay-based system. Indeed, in the previous figures, we assumed that

the number of RSs was large enough so as to assist all users with bad radio

conditions (i.e., P = 1). In a real case, P can be less than 1. We show,

in Figures 5.11 and 5.12, the load in the system (given by Eqn. (3.1) in

Chapter 3) as well as the blocking rate as a function of the number of RSs,

both for classical relaying and HM-based adaptive link relaying respectively.

We observe that both measures decrease when the number of relays

increases. This is due to the additional resources that users with bad radio

conditions can get using relaying, with a clear advantage to the case of HM

and adaptive link relaying over the classical one.

We, eventually, investigate the performance of the proposed enhance-

ment as compared to the HM-based adaptive relaying scheme. We show in

Figures 5.13, 5.14 and 5.15 the mean transfer time for all the users in the

system, as well as for users of type 1 and users of type 2, respectively. We

observe that the enhanced scheme achieves the lowest mean transfer time,
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Figure 5.12: Blocking probability

and this is due to the additional throughput received by users of good radio

conditions who will now finish their service earlier (Figure 5.14) and free

resources to the other users in the system (Figure 5.15).

The same result holds for the blocking rate also, as shown in Figure 5.16,
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Figure 5.13: Mean transfer time - all users
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Figure 5.14: Mean transfer time - users of type 1

for the same reasons detailed above for the case of HM-based relaying over

the classical scheme.
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Figure 5.15: Mean transfer time - users of type 2
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Figure 5.16: Blocking probability - all users

5.7 Conclusion

We considered, in this chapter, the joint use of HM with cooperative relaying

in OFDMA-based systems.

We, specifically, made use of HM to reconstruct a more robust signal at
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the RS owing to the sending of an additional information from the BS to the

RS. We, further, proposed the use of link adaptation between the RS and

SS in order to reduce the cost of additional resources needed for relaying

and hence improve the overall system capacity.

Our numerical results enabled us to validate our analytical model and

to quantify the gains obtained by such a joint use of HM and adaptive

relaying, in terms of mean transfer times and blocking rates, as compared

to the classical relaying scheme.

We also proposed an enhancement to the HM-based adaptive relaying

scheme which takes advantage of the good radio conditions of the BS-RS

link so as to send extra information to other users in the cell using higher

modulation rate. This, in turn, allows to further increase the overall system

capacity.

In the next chapter, we turn to the case where relays are present in the

system but users do no need them to decode their direct signals. As such,

relaying could be both useless and inefficient. Unless HM is used.
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Chapter 6

Non-cooperative relaying

with hierarchical modulation

Relay Stations (RS) are generally used to convey information to users who

are unable to decode the direct signal from the Base Station (BS) success-

fully. In the case where the users are able to successfully decode the direct

signal without the help of relays, the use of the latter can only decrease their

performance because they will consume, uselessly, additional resources. If,

however, Hierarchical Modulation (HM) is jointly used, the overall perfor-

mance of the relay-based system can be enhanced even if the users are able

to decode the direct signal successfully, without the need for relays. This is

the rationale behind this chapter where we study the joint use of HM and

relaying, with a focus on the non-cooperative case in which the destination

either decodes the direct signal or the indirect one, and does not combine

two copies of the signal (direct and indirect) to produce the original one.

6.1 Proposal: joint use of HM and non-cooperative

relaying

In the literature, the works that study the use of HM in a relay-based system

assume a cooperative setting, as described in the previous chapter, wherein

the RS relays the same or additional information to the Subscriber Station

(SS) as the one sent directly from the BS to the SS; the latter cannot decode
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successfully the signal received through the direct link (BS-SS), but will

need to combine both copies of the signal, direct and indirect (BS-RS-SS),

to reconstruct the original one.

Our aim in this chapter is to propose a new algorithm in which we

account also for the case of non-cooperative relaying in conjunction with

HM, in order to enhance the system performance for a downlink OFDMA

cell with a single BS.

We consider the same system described in the previous chapter. We

assume, again, by reference to Figure 6.1, that users with good radio con-

ditions, typically belonging to the inner region, can decode successfully the

signal sent directly from the BS, whereas users belonging to the outer re-

gion may or may not do so. In the case of non-successful decoding, a relay,

whenever available, will be used to relay the information from the BS to the

SS in the outer region.

��

��
��

��

��

Figure 6.1: OFDMA system

We suppose that the BS has knowledge of the Channel State Information

(CSI) of all links: BS-RSs, BS-SSs and RSs-SSs.

Again, let PR and P denote, respectively, the probability that the user

to be served does indeed require the help of an RS to be able to successfully

decode the original signal and the probability that the user who needs the

assistance of an RS is indeed covered by an RS.

As indicated previously, in the case the SS (of type 2) is unable to suc-

cessfully decode the signal sent directly from the BS (PR = 1), the BS

transmits, in a first step, a signal to the RS, and the latter forwards the

received signal to the SS in a second step. And so, the SS will receive two

copies of the same signal after two steps, which it combines in a cooperative
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manner.

In the case the direct link between the BS and SS of both types is good

enough for the SS to successfully decode the signal (PR = 0), we propose

the following scheme:

1. In a first step, using HM, the BS sends the sum of two different signals:

one to the RS using 16- QAM constellation (owing to its good radio

conditions) and one to the SS of type 2 using 4-QAM constellation,

as shown in Figure 6.2 (First step). The resulting signal is a 64-QAM

constellation (as shown in Figure 2.5 in Chapter 2). At the reception

and as described in Chapter 2, each entity (RS and SS) uses its own

decoding technique to extract its signal.

2. In a second step, based on the fact that the RS presents, typically,

good radio conditions with the SS of type 2, the RS transmits the

received signal to this SS using 16-QAM constellation, as shown in

Figure 6.2 (Second step).
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Figure 6.2: Hierarchical modulation-based relay scheme

6.2 Flow-level modeling

We now model our proposal which accounts for both cooperative and non-

cooperative relaying using, again, the same Processor Sharing (PS) model

described in Chapter 3. Only the rates cj , j = 1, 2, of users of type j,

j = 1, 2, will vary in this case.

The classical Time Division Multiplexing (TDM) scheduling, shown in

Figure 6.3(a), will now be altered as shown in Figure 6.3(b). The latter

illustrates two cases for a user of type 2:

• PR = 1, the user of type 2 cannot decode the direct signal from the

BS (time slot designated by ×), it combines, in the next time slot,
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the two received copies from the BS and the RS so as to decode the

original signal with capacity c2.

• PR = 0, the user of type 2 decodes successfully the direct signal in the

first time slot with capacity c2, as given in Chapter 3 by Eqn. (3.3),

and, thanks to HM, it receives from the RS an extra signal in the next

time slot with capacity cR given by:

cR =

N
∑

n=1

W

N
log2(1 +

pRn |hRn |2
Γ(σR

n )
2
) (6.1)

where pRn , h
R
n and σR

n , denote, respectively, the power, channel gain

and variance of the AWGN with zero mean of the RS on subcarrier n.
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Figure 6.3: (a) Classical TDM scheme and (b) HM-based relaying scheme

In both cases, the capacities cj , j=1,2, given by Eqn. (3.3) for the two

types of users, will change because of the resources that the RS will get.

Given P and PR, a user of type 2 obtains a rate equal to PPRc2 in the

case of a cooperative scheme (PR = 1) and equal to (1+αP )(1−PR)c2 in our

case of non-cooperative relaying (PR = 0). α is an integer equal to cR

c2
and

cR is as given by Eqn. (6.1). Considering TDM (as shown in Figure 6.3(b)),

users of type 2 can achieve a rate equal to c2 for s2(PPR+(1+αP )(1−PR))
s1+2(1−PR)s2+2PRs2

of

the time where sj is the mean number of users of type j present in the cell

approximated again by ρ̄j

1−ρ̄ .

Due to the fact that in simple TDM (as shown in Figure 6.3(a)), users

of type 2 get a rate equal to c2 for s2

s1+s2
of the time, the capacity for users

of type 2, given by Eqn. (3.3), will now be multiplied by:

PPR + (1 + αP )(1 − PR)

s1 + 2(1− PR)s2 + 2PRs2
(s1 + s2) (6.2)
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The use of relaying impacts also the performance of users of type 1

as they will now have one time slot less every time the transmission to

user of type 2 uses a relay. Users of type 1 obtain a rate equal to c1 for
s1

s1+2(1−PR)s2+2PRs2
of the time. Consequently, the capacity for users of type

1, given by Eqn. (3.3), will now be multiplied by:

s1 + s2

s1 + 2(1 − PR)s2 + 2PRs2
(6.3)

6.3 Model validation and performance evaluation

We, now, validate our analytical model and investigate the performance of

the HM-based non-cooperative relaying scheme. For this, we use the same

simulator, for the downlink OFDMA system, described in Chapter 3.

In order to assess the performance of the HM-based relay scheme which

applies in the case of successful decoding of the signal from the direct link by

users of type 2, we take PR = 0 (this case corresponds to non-cooperative

relaying). We also assume that P = 1 which means that relays are deployed

in sufficient number to assist users of type 2.

Figures 6.4 and 6.5 show the mean transfer time and the blocking prob-

ability for all users in the system, respectively, as a function of an increasing

offered traffic. The curves show both analytical and simulation results for

the case of the HM-based relaying scheme. We observe a good match be-

tween the analytical and simulation curves, which validates our model.

We next show in Figures 6.6, 6.7 and 6.8 the mean transfer time for all

users in the system, users of type 1 only and users of type 2 only, respec-

tively, as a function of an increasing offered traffic. We plot three curves

corresponding to three cases: i. HM-based relaying scheme, ii. plain TDM

scheme with HM but without the use of relays, in which case users of type

1 receive an additional throughput whenever users of type 2 are served (and

which we investigated in Chapter 3) and iii. plain TDM scheme without

HM and without relays. Recall that we consider that users of type 2 can

successfully decode the direct signal from the BS (PR = 0), and so, we do

not plot the case with relaying when we do not make use of HM, which is,

as stated previously, both useless and inefficient.
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Figure 6.4: Mean transfer time - all users
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Figure 6.5: Blocking probability - all users

We observe in Figure 6.6 that the HM-based relaying scheme achieves a

better performance than the other two schemes, in terms of mean transfer

time, due to the additional throughput obtained by users of type 2. The

latter achieve indeed a large gain, as shown in Figure 6.8. As of users of
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type 1 (good radio conditions), they achieve the best performance in the

case of classical HM, as shown in Figure 6.7, as in this case, they will be

superposed on subcarriers initially allocated to users of type 2, and hence

receive maximal additional throughput. This implies that assisting users

of type 2, using jointly HM and relaying, is more beneficial to the global

system than assisting users of type 1 through the use of HM. This is due to

the fact that the overall system performance depends more heavily on the

performance of users with bad radio conditions (type 2).

We eventually observe that the gain is larger as the system becomes more

loaded. This is due, again, to multiuser diversity.
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Figure 6.6: Mean transfer time - all users

Figure 6.9 shows the blocking probability as a function of the offered

traffic for the three above-mentioned cases. Here too, the blocking probabil-

ity is lower for the HM-based relay scheme, which means a higher admission

rate. This improvement results from the fact the mean transfer time is lower

in this case, which means that the system empties faster than in the other

two cases.
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Figure 6.7: Mean transfer time - users of type 1
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Figure 6.8: Mean transfer time - users of type 2

6.4 Conclusion

We considered, in this chapter, the use of HM in a non-cooperative relay-

based OFDMA system. This scheme allows users with worse radio condi-

tions to obtain an additional rate via the indirect link BS-RS-SS, in addi-
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Figure 6.9: Blocking probability - all users

tion to the one obtained through the direct one BS-SS. We modeled such

a system, validated our model against simulations and quantified the gains

obtained by the joint HM-relay scheme, at the individual and global levels,

as compared to plain TDM, with and without using HM.
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Chapter 7

Conclusion

We investigated, in this work, the use of Hierarchical Modulation (HM) in an

OFDMA-based networks, with and without relays. HM is an old technique

which was introduced in digital broadcast systems in order to increase the

spectral efficiency by exploiting the multiuser diversity, without any extra

power cost. It allows to send an additional stream to a user, with good

radio conditions, on a subcarrier that was initially allocated to carry a basic

stream to a user with worse radio conditions. A small amount of power

allocated to the first stream will be allocated to the additional one, without

affecting the rate of the first one.

We carried out our study at the flow-level for a dynamic user configu-

ration where users come to the system at random time epochs and leave it

after a finite service duration, corresponding in our case to the completion

of their file transfers. This reflects a realistic behavior of such systems, as

opposed to a static user scenario, as is the case of most works on HM found

in the literature. Moreover, this flow-level study enabled us to quantify sys-

tem level performance metrics, such as mean transfer times and blocking

probabilities, as opposed to more common lower layer ones.

In the first chapter, we described the principle of HM and classified the

major works pertaining to it in the literature. We also formally defined the

flow-level approach and reported on its related works.

In the second chapter, we considered the flow-level modeling of HM, for

a Time Division Multiplexing (TDM) Round Robin (RR) scheduler. We
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specifically modeled and quantified, both analytically and via simulations,

the gain thus achieved and its variation according to the user class distri-

bution in the system. We showed that users with good radio conditions

will get an additional throughput that will allow them to finish their service

earlier. This, in turn, allows users with lower radio conditions to enjoy more

resources yielding to a higher spectral efficiency and hence an increase in

the overall system capacity. We, also, studied the impact of the user dis-

tribution in the cell and showed that the maximum gain is obtained when

both types of users present in the system are of equal proportions.

We eventually extended the use of HM to the case where users with bad

radio conditions are also superposed on those with good radio conditions as

well as to the case where users of one type can also be superposed on those

of their own type as well, and showed that the gain is even larger in these

cases, especially the second one.

In the third chapter, we investigated the HM-based system performance

under Proportional Fairness (PF), a scheduling algorithm of the so-called α−
fair strategies. PF is an opportunistic algorithm which allocates resources

to users with good radio conditions, without sacrificing fairness towards the

other users of the system. It achieves a good trade-off between efficiency and

fairness among all α-fair strategies, which are themselves proven to achieve

maximal system stability.

We modeled such a system and compared the gain achieved under PF

versus RR as well as Max-min, a fair scheduler in terms of the throughput

achieved by all users in the system. We showed that, in the presence of HM,

a simple cyclic service, such as RR, yields a better performance than PF,

along with less complex implementation.

In the last two chapters, we considered the use of HM in relay-based

OFDMA networks. We investigated in the fifth chapter the use of HM in a

cooperative relaying scheme where a Relay Station (RS) is required to serve

users with bad radio conditions. We, first, made use of HM in order to send

additional information to the RS so as to enable it to reconstruct a more

robust copy of the original signal, and, second, adapted the transmission

from the RS to the destination by taking advantage of the typically good

radio conditions between them so as to reduce the cost, in terms of additional
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resources, needed by relaying and hence improve the overall system capacity.

We also proposed an enhancement to the proposed HM-based adaptive

relaying scheme which takes advantage of the good radio conditions of users

who are close to the base station so as to allow them to receive an additional

throughput. This, in turn, allows to further increase the overall system

capacity.

In the sixth chapter, we considered the use of HM with non-cooperative

relaying, where the RS is not useful as such, i.e., users are able to decode

successfully their original signals sent from the base station. We have shown

that using HM, the use of relays turns out to be beneficial at the individual

and global levels, as compared to classical TDM scheme (without need for

relaying) or yet the classical TDM scheme using HM.

In the future, we shall focus on the following perspectives:

• Consider the use of HM in a Multiple-Input Multiple-Output (MIMO)

system.

• Study the impact of imperfect CSI, due to propagation delays, speed

or yet estimation errors, on system performance.

• Investigate the impact of the low pass filter tc on system performance

in the case of the use of HM with PF.

• Consider the buffer constraint in resource allocation in the case of

α-fair allocation strategies with HM.

• Propose a resource allocation scheme wherein instead of allocating,

initially, the resources based on a given algorithm and, then, search for

a possible user to share the subcarrier, using HM, with the designated

user, one can incorporate the possible use of HM in the first initial

decision of the scheduler as well.

• Characterize the system stability and fairness in the case of using HM

with α-fair allocation strategies.

• Investigate the impact of the number and position of relays on system

performance.
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• Investigate the problem of power allocation when using HM and relays.

• Consider the use of HM with multi-relays scheme in order to further

improve the overall system throughput.
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Chapitre 1

Introduction

L’évolution pertinente des technologies et la modification radicale des

demandes et des exigences des clients ont abouti à une croissance des ser-

vices de communication sans fil. Plusieurs techniques d’accès se basant sur

un multiplexage temporel, fréquentiel et par code ont été proposées. Parmi

ces techniques, nous citons l’Orthogonal Frequency Division Multiplexing

(OFDM) qui a été définit pour les réseaux à haut débit.

Dans un système OFDM, la bande de fréquence est divisée en des mul-

tiples sous-porteuses. Les utilisateurs présents dans le système se partagent

ces sous-porteuses pour échanger les données avec la station de base.

Plusieurs techniques d’accès basées sur l’OFDM ont été proposées en vue

de partager la bande entre les utilisateurs. Orthogonal Frequency Division

Multiple Access (OFDMA) représente une de ces techniques, elle permet de

gérer le spectre d’une manière plus efficace en tirant profit de la diversité

d’utilisateurs, grâce à laquelle une mauvaise sous-porteuse pour un utilisa-

teur est susceptible d’être bonne pour un autre.

La plupart des algorithmes d’allocation des ressources proposés dans la

littérature respectent une orthogonalité parfaite lors de l’allocation : une

sous-porteuse est allouée à un seul utilisateur et aucun autre utilisateur ne

pourra l’utiliser en même temps.

Cependant un résultat très important a été démontré par Costa en pré-

cisant que la capacité d’un canal à Bruit Blanc Additif Gaussien (BBAG)

ne varie pas si nous envoyons sur le même canal une information adjacente.
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Des schémas simples de codage/décodage sont présents dans la littérature

dans le cas d’une diffusion de deux types d’informations sur le même canal

sans perte de données. Le codage superposé est aussi appelé modulation

hiérarchique (MH) ou aussi modulation non uniforme.

Nous proposons dans cette thèse d’exploiter la MH en vue d’améliorer

d’avantage la capacité du système en tirant profit de la diversité d’utilisa-

teurs. MH permet, dans ce cas, de transmettre un flux supplémentaire à

un utilisateur de bonnes conditions radio sur une sous-porteuse initialement

allouée à un utilisateur de mauvaises conditions radio.

Dans la littérature, la plupart des travaux qui se sont intéressés à l’utili-

sation de la MH se sont concentrés seulement sur les performances en termes

de couche basse avec un nombre fixe d’utilisateurs dans le système corres-

pondant à une configuration statique. Toutefois, cette configuration ne re-

flète pas la dynamicité du nombre d’utilisateurs dans un tel système, où les

utilisateurs arrivent selon une loi aléatoire et partent après avoir fini leurs

services.

Dans cette thèse, nous exposons l’étude des performances de l’utilisation

de la modulation hiérarchique avec des configurations dynamiques d’utilisa-

teurs correspondant à une étude au niveau flux. Cela nous permet d’évaluer

les performances en termes de nouvelles métriques à savoir le temps moyen

de transfert et la probabilité de blocage qui sont importants pour l’utilisateur

et pour l’opérateur.
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Chapitre 2

Modélisation au niveau flux

de l’utilisation de la

modulation hiérarchique

dans un système OFDMA

Dans ce chapitre, nous étudions les performances de l’utilisation de la

modulation hiérarchique (MH) dans un système OFDMA. Les ressources

sont initialement allouées aux utilisateurs en utilisant l’algorithme Round

Robin. Notre étude sera faite au niveau flux, pour une configuration dyna-

mique des utilisateurs.

2.1 Système

Nous considérons la voie descendante d’un système OFDMA avec une

bande passante W divisée en N sous-porteuses. Nous supposons que les

utilisateurs présents dans la cellule sont divisés en J groupes selon leurs

conditions radio comme indiqué par la figure 2.1.

Chaque classe d’utilisateurs j, j = 1, ..., J , utilise N j(s) sous-porteuses

pour un temps moyen de transfert T j . s représente un vecteur mentionnant

le nombre d’utilisateurs sj de type j, j = 1, ..., J .

Le temps de service T depend de la quantité de ressources allouée aux
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Figure 2.1 – Les différentes régions

utilisateurs qui dépend à son tour du nombre d’utilisateurs présents dans le

système ainsi que de la manière dont ces derniers vont en profiter.

2.1.1 Analyse du modèle ”Processor Sharing”

Nous considérons que les utilisateurs arrivent au système selon une loi de

Poisson de moyenne λ. Le nombre d’utilisateur dans le système est modélisé

en utilisant une châıne de markov à temps continue avec un vecteur s men-

tionnant le nombre d’utilisateurs de chaque type. Ce modèle peut être décrit

par une file ”Processor Sharing” (PS) avec S utilisateurs dans le système.

S =
∑

j s
j.

Un algorithme de contrôle d’admission, basé sur le nombre maximal

d’utilisateurs admis, est utilisé. Seulement smax utilisateurs seront acceptés

afin de garantir à chaque utilisateur un nombre minimum de sous-porteuses

nmin égal à
N

smax
.

Notons par ρ̄ la charge totale du système et par ρ̄j la charge correspon-

dante à la région j , j = 1, ..., J . On a :

ρ̄ =

J
∑

j=1

ρ̄j (2.1)

La distribution des utilisateurs dans le système est donnée par :

π(x) =
ρ̄x

1 + ρ̄+ ...+ ρ̄smax
(2.2)
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pour 0 ≤ x ≤ smax.

ρ̄j = ρj/cj ; ρj = ρπ((rj)2 − (rj−1)2) ; ρ = λE[F ], rj est le rayon de la

région j, E[F ] est la taille moyenne du fichier et cj est le débit maximal

qu’un utilisateur s de type j peut obtenir en utilisant toutes les ressources

disponibles, donné par la formule suivante :

cj =
N
∑

n=1

W

N
log2(1 +

pjs,n|h
j
s,n|2

Γ(σj
s,n)2

) (2.3)

où pjs,n est le montant de puissance alloué à l’utilisateur s de type j sur la

sous-porteuse n, hjs,n est le gain du canal radio et σ
j
s,n représente la variance

du bruit.

2.1.2 Les métriques de performances

En considérant l’equation Eqn. (2.2), le temps moyen de transfert T j

pour un utilisateur de type j avec un fichier de taille moyenne E[F ] est

donné par :

T j = E[F ]
1− (smax + 1)ρ̄smax + smaxρ̄

(smax+1)

cj(1− ρ̄)(1− ρ̄smax)
(2.4)

Le temps moyen de transfert global T est obtenu par :

T =

∑J
j=1 T

jλj

∑J
j=1 λ

j
(2.5)

La probabilité de blocage B pour un nouvel utilisateur, basée sur notre

schéma de contrôle d’admission décrit précédemment, est donnée par :

B =
ρ̄smax

1 + ρ̄+ ...+ ρ̄smax
(2.6)

2.2 Utilisation de la MH

Nous considérons que les utilisateurs dans le système sont divisés en deux

groupes : le premier groupe correspond aux utilisateurs proches de la station

de base et qui présentent de bonnes conditions radio et le deuxième groupe

correspond aux utilisateurs lointains ayant de mauvaises conditions radio.
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Après avoir allouer les N sous-porteuses en se basant sur l’algorithme

Round Robin, nous procédons à une deuxième allocation qui vise à trou-

ver éventuellement un utilisateur de bonnes conditions radio pour partager

chaque sous-canal déjà attribué à un utilisateur lointain. Tout cela doit se

faire sans toutefois augmenter le montant total de puissance alloué à la sous-

porteuse à partager ni diminuer le débit de l’utilisateur lointain.

Dans ce cas, les utilisateurs de type 1 vont recevoir un débit supplémen-

taire c1,HM obtenu par :

c1,HM =

N
∑

n=1

W

N
log2(1 +

p1,HM
k∗,n |h1k∗,n|

2

Γ(σ1k∗,n)
2

)Pr(s1 > 0, s2 > 0)
s2

s1
(2.7)

où sj est le nombre moyen d’utilisateur de type j presents dans la cellule

approximé par ρ̄j

1−ρ̄ .

La probabilité Pr(s1 > 0, s2 > 0) représente le fait d’avoir au moins un

utilisateur de type 1 et un utilisateur de type 2, condition nécessaire pour

appliquer la modulation hiérarchique. Elle est approximée par l’expression

suivante :

π(s1, s2) =
(s1 + s2)!

s1!s2!
(ρ̄1)s

1

(ρ̄2)s
2

(1− ρ̄)

2.3 Evaluation des performances

La figure 2.2 représente le temps moyen de transfert global dans le system

en fonction du traffic offert. Les valeurs du traffic offert correspondent à des

charges de l’ordre de 0.1 à 0.8. Les courbes correspondent aux résultats

théoriques (notés par PS), résultats de simulations ainsi que la solution

exacte (noté par markovian) avec et sans utilisation de la MH.

Nous remarquons que les courbes des résultats de simulations et des

résultats théoriques se suivent ce qui nous permet de valider notre étude

analytique.

Nous observons aussi que l’utilisation de la MH permet d’augmenter le

débit total de la cellule. Le gain, ainsi obtenu, augmente en fonction de la

charge du système et ceci est due à l’exploitation de la diversité d’utilisateurs.

Nous étudions maintenant la variation du gain obtenu en utilisant la

MH en fonction de la distribution des utilisateurs dans le système. Nous
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Figure 2.2 – Temps moyen de transfert global

représentons dans la figure 2.3 la variation du gain résultant de l’utilisation

de la MH pour trois scénarios différents :

– Scénario 1 : 25% des utilisateurs sont de type 1 et 75% des utilisateurs

sont de type 2 ;

– Scénario 2 : 50% des utilisateurs sont de type 1 et 50% des utilisateurs

sont de type 2 ;

– Scénario 3 : 75% des utilisateurs sont de type 1 et 25% des utilisateurs

sont de type 2.

Nous observons que le gain est plus important dans le deuxième scena-

rio. En effet, dans le cas où on a plus d’utilisateurs de type 1 on a moins

d’utilisateurs de type 2 et donc moins de possibilité d’appliquer la MH et

dans le cas où on a plus d’utilisateurs de type 2 le gain obtenu ainsi n’est

pas si important puisque on n’a pas un nombre suffisant d’utilisateurs de

type 1 à aider.

2.3.1 Extensions

Nous proposons dans ce paragraphe deux extensions permettant d’amé-

liorer d’avantage le débit total en utilisant la MH.
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Figure 2.3 – Gain obtenu

Dans la premiere extension, à chaque fois où un utilisateur proche de la

station de base (de type 1) est servi, nous proposons de chercher le meilleur

utilisateur lointain pour partager la même sous-porteuse. Nous utilisons tou-

jours la modulation 4/64-HQAM.

La seconde extension permet de généraliser l’utilisation de la MH. Nous

cherchons pour chaque utilisateur, de type 1 ou 2, un utilisateur de type 1 ou

de type 2 pour partager les mêmes ressources en utilisant des modulations

4/16-HQAM et 4/64-HQAM.

La figure 2.4 représente le gain obtenu pour les deux extensions par rap-

port au cas classique d’utilisation de la MH. La deuxième extension permet

d’améliorer d’avantage le débit total par rapport à la première extension.

Cette première proposition permet à son tour d’avoir un débit plus impor-

tant par rapport au cas classique d’utilisation de la MH.

2.4 Conclusion

Dans ce premier chapitre, nous avons modélisé, au niveau flux, l’utilisa-

tion de la modulation hiérarchique dans les systèmes OFDMA. En considé-

rant que les ressources sont initialement allouées avec l’algorithme Round
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Figure 2.4 – Gain Obtenu

Robin, nous avons évalué le gain obtenu et proposé deux extensions permet-

tant d’améliorer d’avantage le débit total du système.

Dans le prochain chapitre nous nous intéresserons au cas de l’utilisa-

tion de la modulation hiérarchique avec l’algorithme proportional fairness

toujours en considérant une configuration dynamique d’utilisateurs dans le

système.
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Chapitre 3

Utilisation de la modulation

hiérarchique avec

l’algorithme proportional

fairness

Dans le chapitre précédent nous avons étudié l’utilisation de la modu-

lation hiérarchique avec l’algorithme Round Robin. Cet algorithme permet

d’avoir une équité en termes d’accès au ressources mais ne permet pas d’ex-

ploiter la diversité d’utilisateurs dans le système causant une faible efficacité

spectrale. Dans ce chapitre nous nous intéressons à l’utilisation de la modu-

lation hiérarchique avec l’algorithme proportional fairness, un algorithme de

la famille α-fair algorithmes qui permet d’exploiter la diversité d’utilisateurs

en allouant d’une façon opportuniste les ressources disponibles sans toutefois

sacrifier l’équité entre utilisateurs.

3.1 Proportional fairness

Proportional fairness (PF) est un algorithme qui permet d’assurer un

bon compromis entre efficacité et équité entre les utilisateurs.

Nous notons par cs[u] and Zs[u], respectivement, le débit instantané de

l’utilisateur s, s = 1, ..., S et son débit moyen obtenu jusqu’au time slot u ;
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S représente le nombre maximal d’utilisateur dans le système.

En se basant sur la règle ”weighted alpha”, l’utilisateur s∗ à servir, est

celui qui maximise le rapport suivant :

ws
cs[u]

(Zs[u])α
(3.1)

où ws est un paramètre de pondération pour l’utilisateur s et α représente

le paramètre qui définit l’équité lors de l’allocation des ressources.

Dans notre travail, nous considérons que tous les utilisateurs ont le même

poids (ws = 1). Dans le cas du PF (α = 1), le débit moyen Zs[u] est mis à

jour selon les equations suivantes :

Zs[u] =

{

(1− 1
tc
)Zs[u− 1] + 1

tc
cs[u− 1] si s = s∗

(1− 1
tc
)Zs[u− 1] si s 6= s∗

(3.2)

tc représente un filtre qui indique le nombre de time slots après lesquels

Zs[u] est mis à jour.

3.2 Modélisation au niveau flux

Dans ce paragraphe nous proposons la modélisation au niveau flux de

l’allocation des ressources en utilisant PF avec et sans utilisation de la Mo-

dulation Hiérarchique (MH). Pour cela, nous utiliserons le modèle Processor

Sharing (PS) décrit dans le chapitre précédent.

3.2.1 PF sans utilisation de la MH

Le débit qu’un utilisateur s de type j peut obtenir est donné par :

cj = G

N
∑

n=1

W

N
log2(1 +

SNRj
s,n

Γ
) (3.3)

G est le gain obtenu dans le cas de l’utilisation de l’algorithme PF par

rapport au cas du Round Robin, il est donné par :

G = 1 +

∑J
j=1 Pr(j)

∫

∞

−∞
σ
cjs
x exp−

x2

2 (F(0,1)(x))
sj−1dx

∑J
j=1 Pr(j)E[c

j
s]

sj

(3.4)
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∑N
n=1

W
N log2(1+

SNRj
s,n

Γ ) est le débit obtenu avec Round Robin. Rappe-

lons que W représente la bande passante et que SNRj
s,n représente le SNR

de l’utilisateur s de type j sur la sous-porteuse n.

sj représente le nombre moyen d’utilisateurs de type j dans le système.

3.2.2 PF avec utilisation de la MH

En utilisant la MH, les utilisateurs de type 1 vont recevoir un débit

supplémentaire cadd à chaque fois où un utilisateur de type 2 est servi. Ce

débit est donné par :

cadd =
N
∑

n=1

W

N
log2

(

1 +
p1,HM
k∗,n |h1k∗,n|

2

Γ(σ1k∗,n)
2

)

(3.5)

Le débit maximal qu’un utilisateur de type 1 peut obtenir dans ce cas

est donné par :

c1,HM = c1 + cadd × Pr(s1 ≥ 1, s2 ≥ 1)

où c1 est le débit obtenu dans le cas sans utilisation de la MH et Pr(s1 ≥

1, s2 ≥ 1) est la probabilité d’avoir au moins un utilisateur de chaque type.

3.3 Evaluation des performances

Nous allons maintenant valider notre étude théorique par des simula-

tions. Nous nous intéresserons aussi au gain obtenu dans le cas de PF, en

utilisant la MH, par rapport aux deux algorithmes : Round Robin et max-

min.

3.3.1 Validation de l’étude analytique

La figure 3.1 représente la variation du temps moyen de transfert pour

tous les utilisateurs en fonction du traffic offert avec et sans utilisation de la

MH.

Nous observons que les résultats de simulations valident les résultats ob-

tenus analytiquement. Nous remarquons aussi un gain obtenu en utilisant

la MH. Ce gain est obtenu pour les deux types d’utilisateurs. Ceux de type
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Figure 3.1 – Temps moyen de transfert global

1 vont bénéficier directement d’un débit supplémentaire à chaque fois où

un utilisateur de type 2 est servi et vont donc quitter le système rapide-

ment (voir figure 3.2). Ceci permet aux utilisateurs de type 2 de profiter

d’avantages des ressources libérées (voir figure 3.3).
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La figure 3.4 illustre la variation de la probabilité de blocage résultante

du schéma de contrôle d’admission décrit dans le chapitre précédent.

nous remarquons que l’utilisation de la MH permet de diminuer la proba-

bilité de blocage permettant ainsi d’augmenter la capacité totale du système.
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3.3.2 Comparison avec RR et max-min

Nous allons maintenant comparer les performances de l’utilisation de la

MH avec PF par rapport aux deux algorithmes : Round Robin et max-min.

La figure 3.5 illustre la variation du temps moyen de transfert en fonction

du traffic offert pour les 3 algorithmes, avec et sans utilisation de la MH.
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Figure 3.5 – Temps moyen de transfert global

Sans utilisation de la MH, nous remarquons que PF permet de minimi-

ser le temps moyen de transfert par rapport aux deux autres algorithmes.

Toutefois avec la MH, la tendance est inversée. En effet, avec Round Robin,

les utilisateurs de type 2 ont beaucoup plus d’opportunités d’etre servis par

rapport au PF.

Les mêmes résultats sont observés pour la probabilité de blocage comme

il est illustré dans la figure 3.6.

3.4 Conclusion

Dans ce chapitre nous avons modélisé au niveau flux l’utilisation de la

modulation hiérarchique avec l’algorithme proportional fairness. Nous avons

tout d’abord validé notre modèle analytique par des simulations. Ensuite
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nous avons quantifié le gain obtenu avec utilisation de la modulation hié-

rarchique. Enfin nous avons comparé les performances de l’utilisation de la

modulation hiérarchique avec proportional fairness par rapport aux deux

algorithmes : Round Robin et max-min. Sans modulation hiérarchique, pro-

portional fairness permet de minimiser le temps moyen de transfert et la

tendance s’inverse en utilisant la modulation hiérarchique.

19



Chapitre 4

Utilisation de la modulation

hiérarchique dans un cas de

relayage coopératif

Dans ce chapitre nous nous intéresserons au cas de l’utilisation de la

modulation hiérarchique dans un système OFDMA avec relayage coopératif.

Un relais est utilisé pour assister un utilisateur de mauvaises conditions radio

et qui ne peut pas décoder correctement le signal transmis par la station de

base. Dans ce cas, la destination va recevoir deux copies du même signal

qu’il va combiner afin de décoder son propre signal.

Dans ce chapitre, nous allons exploiter la modulation hiérarchique afin

de transmettre un signal additionnel au relais en vue de décoder une ver-

sion plus robuste du signal original. Ce signal va être ensuite relayé à la

destination. Nous proposons aussi d’adapter la modulation utilisée sur le

lien relais-destination afin de diminuer le coût des ressources additionnelles

utilisées lors du relayage.

Nous allons modéliser et valider avec des simulations notre système au

niveau flux. De plus, nous allons proposer une extension permettant d’amé-

liorer le débit total.
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4.1 Utilisation de la modulation hiérarchique et

de l’adaptation de lien en relayage

Nous supposons que la Station de Base (SB) a toutes les informations

sur les SNRs de tous les liens : SB-relais, SB-SSs and relais-SSs.

Dans le cas classique du relayage cooperative, le relais est capable de rece-

voir le signal émis par la SB vers la destination. Nous proposons maintenant

grace à l’utilisation de la Modulation Hiérarchique (MH) de transmettre un

signal supplémentaire au relais. Le relais dans ce cas, est capable de décoder

les deux signaux, ce qui va lui permettre de décoder une copie plus robuste.

Ce dernier signal va être transmis par la suite à la destination, lui per-

mettant ainsi de décoder à son tour un signal plus robuste.

Nous allons maintenant nous intéresser à l’adaptation du débit transmis

vers la destination sur le lien relais-destination. Nous proposons donc d’uti-

liser une modulation plus efficace permettant d’augmenter le débit. Notons

que généralement le relais utilise la même modulation que celle utilisée sur

le lien SB-destination. La constellation utilisée est moins efficace (en termes

d’efficacité spectrale) à cause des mauvaises conditions radio du lien SB-

destination. Notons parM la constellation utilisée sur le lien SB-destination

et par M ′ la constellation maximale que nous pouvons utiliser sur le lien

relais-destination.

En utilisant une modulation adaptative au niveau du lien relais-destination,

le coût des ressources additionnelles est diminué. Considérant un schéma

d’accès temporel, on propose d’allouer pour chaque utilisateur β =
log

2
(M ′)

log
2
(M)

time slots. Dans ce cas, le relais va utiliser 1 seul time slot pour relayer β

signaux robustes à la destination.

4.2 Modélisation au niveau flux

Nous proposons maintenant de modéliser notre système au niveau flux.

Nous utiliserons le même modèle Processor Sharing (PS) décrit dans le pre-

mier chapitre.

Nous considérons que les utilisateurs sont divisés en deux groupes : des

utilisateurs de type 1 proches de la station de base et des utilisateurs de
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type 2 lointains de la station de base.

Nous supposons que les utilisateurs lointains peuvent ne pas décoder

correctement les signaux émis par la SB. Nous supposons aussi que I relais

sont introduits dans la cellule.

Notons par PR la probabilité que l’utilisateur à servir a besoin d’être

assisté par un relais et par P la probabilité d’etre sous couverture d’un

relais.

4.2.1 Cas classique de relayage

Dans le cas d’un système de coopération classique le débit c2 des utili-

sateurs de type 2, donné par Eqn. (2.3), est maintenant multiplié par :

(s1 + s2)((1 − PR) + PPR)

s1 + (1− PR)s2 + 2PRs2

Ce changement de débit des utilisateurs de type 2 cause à son tour un

changement du débit des utilisateurs de type 1. Le débit c1, donné par Eqn.

(2.3), est maintenant multiplié par :

s1 + s2

s1 + (1− PR)s2 + 2PRs2

4.2.2 Cas d’utilisation de la MH et d’adaptation du lien

En utilisant la MH et l’adaptation de lien, les débits des deux types

d’utilisateurs vont changer. Le débit c2 des utilisateurs de type 2, donné par

Eqn. (2.3), est maintenant multiplié par :

βPPR + β(1− PR)

βs1 + β(1− PR)s2 + (β + 1)PRs2
(s1 + s2)

Le débit c1 des utilisateurs de type 1, donné par Eqn. (2.3), est mainte-

nant multiplié par :

β(s1 + s2)

βs1 + β(1− PR)s2 + (β + 1)PRs2
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4.3 Proposition d’amélioration de performances

Nous proposons maintenant une extension permettant d’améliorer d’avan-

tage le débit total du système. Nous proposons d’exploiter les bonnes condi-

tions radio des utilisateurs de type 1 pour leurs envoyer un débit supplé-

mentaire. Dans ce cas, en utilisant la MH, la SB va pouvoir transmettre

un signal additionnel vers le relais et un autre signal vers un utilisateur de

bonnes conditions radio comme le montre la figure 4.1.
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Figure 4.1 – Utilisation de la MH et de l’adaption de lien

A chaque fois où un utilisateur de type 2 est servi, les utilisateurs de

type 1 recevrons un débit supplémentaires donné par :

cadd1 =

N/2
∑

n=1

W

N
log2

(

1 +
pk∗,n|hk∗,n|

2

Γ(σk∗,n)2

)

Le débit total des utilisateurs de type 1, donné par Eqn. (2.3), est main-

tenant multiplié par :

(s1 + s2)β(1 + cadd1

c1 PR)

βs1 + β(1− PR)s2 + (β + 1)PRs2

4.4 Evaluation des performances

Nous proposons maintenant de valider notre modélisation analytique et

de quantifier le gain ainsi obtenu. Nous considérons que les utilisateurs de

type 1 utilisent la modulation 16-QAM et que les utilisateurs de type 2

utilisent la modulation 4-QAM. Ces derniers peuvent ou pas décoder cor-

rectement leurs signaux transmis par la SB. Nous supposons aussi que nous

avons un nombre suffisant de relais pour pouvoir assister tous les utilisateurs

de type 2.

La figure 4.2 illustre la variation du temps moyen de transfert en fonction

du traffic offert.
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Les courbes représentent les résultats théoriques et les résultats de simu-

lations pour le cas de relayage classique et pour le cas d’utilisation de la MH

et d’adaptation de lien.
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Figure 4.2 – Temps moyen de transfert global

Nous remarquons que les résultats de simulations permettent de valider

nos résultats analytiques.

Nous observons aussi un gain obtenu par notre proposition par rapport

au cas classique. La figure 4.3 montre la variation de la probabilité de blocage

pour les deux cas mentionnés précédemment. Notre proposition permet aussi

de diminuer la probabilité de blocage permettant ainsi d’améliorer d’avan-

tage la capacité totale du système.

Les figures 4.4 et 4.5 illustrent la variation du temps moyen de transfert

et le taux de blocage en fonction du traffic offert pour les deux algorithmes :

utilisation de la MH et d’adaptation de lien et notre extension.

Nous remarquons que notre extension permet d’améliorer les perfor-

mances par rapport au cas d’utilisation de la MH et d’adaptation de lien.
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Figure 4.3 – Probabilité de blocage

0.8 1 1.2 1.4 1.6 1.8 2

x 10
6

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Offered traffic (bps)

M
e
a
n
 T

ra
n
s
fe

r 
T

im
e
 (

s
)

HM−based adaptive link relaying

Enhanced HM−based adaptive link relaying

Figure 4.4 – Temps moyen de transfert global

4.5 Conclusion

Dans ce chapitre nous avons modélisé au niveau flux l’utilisation de la

modulation hiérarchique dans un système OFDMA avec relais. Nous nous

sommes intéressés au cas du relayage coopératif où les utilisateurs de mau-
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Figure 4.5 – Probabilité de blocage

vaises conditions radio ont besoin des relais pour pouvoir décoder leurs

propres signaux.

Nous avons montré que l’utilisation de la modulation hiérarchique et

l’adaptation de la modulation sur le lien relais-destination permettent d’amé-

liorer le débit total du système par rapport au cas de coopération classique.

Nous avons aussi proposé une extension permettant de transmettre un

débit supplémentaire aux utilisateurs de type 1 en exploitant leurs bonnes

conditions radio. Cela permet d’améliorer les performances du système en

termes de débit total et de probabilité de blocage.
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Chapitre 5

Utilisation de la modulation

hiérarchique dans le cas du

relayage non-coopératif

Dans ce chapitre nous proposons d’exploiter la modulation hiérarchique

dans le cas d’un system où les relais ne sont pas utilisés pour assister les

utilisateurs lointains afin de décoder leurs propres signaux émis par la station

de base.

Nous évaluons les performances de notre système au niveau flux en

termes de temps moyen de transfert et de probabilité de blocage.

5.1 Utilisation de la modulation hiérarchique

Généralement les relais sont utilisés pour assister les utilisateurs de mau-

vaises conditions radio afin qu’ils puissent décoder sans erreur leurs propres

signaux envoyés par la station de base. Nous proposons, dans le cas ou les

utilisateurs peuvent décoder leurs signaux en provenance de la station de

base d’utiliser la Modulation Hiérarchique (MH) afin d’améliorer le débit

total. Le schéma proposé est le suivant :

1. Dans la première étape nous proposons de transmettre deux signaux :

un pour la destination et un pour le relais. Ceci est possible grâce à

l’utilisation de la MH.
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2. Dans la deuxième étape nous proposons de transmettre l’information

reçue par le relais à son utilisateur (nous considérons dans notre cas

le même utilisateur choisi dans la première étape).

La figure suivante résume notre proposition.
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Figure 5.1 – Utilisation de la MH

5.2 Modélisation au niveau flux

Nous allons maintenant modéliser notre système au niveau flux tout en

considérant une une configuration dynamique des utilisateurs. Pour cela,

nous utiliserons le même système Processor Sharing décrit dans le premier

chapitre.

Nous considérons aussi les mêmes probabilités P et PR décrites dans le

chapitre précédent.

Le débit des utilisateurs de type 2, donné par Eqn. (2.3), est maintenant

multiplié par :
PPR + (1 + αP )(1 − PR)

s1 + 2(1− PR)s2 + 2PRs2
(s1 + s2) (5.1)

Le débit des utilisateurs de type 1, donné par Eqn. (2.3), est maintenant

multiplié par :
s1 + s2

s1 + 2(1 − PR)s2 + 2PRs2
(5.2)

Nous supposons que tous les utilisateurs de type 2 sont capable de dé-

coder leurs propres signaux sans assistance des relais.

Les deux figures 5.2 et 5.3 illustrent la variation du temps moyen de

transfert ainsi que le taux de blocage en fonction du traffic offert.

Nous remarquons que les deux courbes se suivent ce qui nous permet de

valider notre modèle analytique.

Nous représentons sur les deux figures 5.4 et 5.5 la variation du temps

moyen de transfert et la probabilité de blocage pour 3 cas : notre schéma
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Figure 5.2 – Temps moyen de transfert global
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Figure 5.3 – Probabilité de blocage

d’utilisation de MH avec les relais, cas du Round Robin sans utilisation de

la MH et le cas du Round Robin avec MH.

Nous observons que notre proposition permet de diminuer le temps moyen

de transfert et le taux de blocage par rapport aux deux autres algorithmes.
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5.3 Conclusion

Nous avons considéré dans ce chapitre l’utilisation de la modulation

hiérarchique dans un système OFDMA avec relais où les utilisateurs sont

capables de décoder correctement leurs signaux transmis par la station de
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base. Nous avons proposé d’utiliser la modulation hiérarchique afin de trans-

mettre un signal supplémentaire aux utilisateurs de mauvaises conditions

radio. Nous avons modélisé au niveau flux notre proposition, et nous avons

quantifié le gain obtenu par rapport aux deux cas : Round Robin avec et

sans utilisation de la modulation hiérarchique.
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Chapitre 6

Conclusion

Nous avons proposé dans ce travail d’exploiter la modulation hiérar-

chique dans les systèmes OFDMA. Nous avons, tout d’abord, commencé

par utiliser la modulation hiérarchique dans le cas où les ressources sont

initialement allouées avec l’algorithme Round Robin. Nous avons modélisé

et quantifié le gain ainsi obtenu. Nous avons aussi proposé deux extensions

permettant d’améliorer le débit total du système. Nous avons ensuite étudié

l’impact de l’utilisation de la modulation hiérarchique sur le proportional

fairness. Nous avons modélisé notre système au niveau flux et nous avons

comparé les performances obtenues aux deux algorithmes Round Robin et

max-min. Nous avons montré que l’algorithme Round Robin permet d’avoir

de bonnes performances par rapport au proportional fairness dans le cas

d’utilisation de la modulation hiérarchique.

Dans la deuxième partie de la thèse, nous avons considéré l’utilisation

de la modulation hiérarchique dans un système OFDMA avec relais. Nous

avons étudié deux modes de relayage : un mode coopératif et un mode non-

coopératif. Dans le cas coopératif, nous avons proposé d’utiliser la modula-

tion hiérarchique afin d’envoyer un signal supplémentaire à la station relais

pour lui permettre d’encoder un signal plus robuste par rapport au signal

encodé dans le cas du ralayage coopératif classique. Nous avons aussi pro-

posé d’adapter le débit utilisé sur le lien relais-destination en utilisant une

modulation plus efficace et nous avons montré que ceci permet de diminuer

le coûts des ressources utilisées pour le relayage.
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Dans le cas non-coopératif, nous avons utilisé la modulation hiérarchique

afin de transmettre un signal supplémentaire aux les utilisateurs de mau-

vaises conditions radio. Nous avons modélisé au niveau flux notre propo-

sition et nous l’avons comparée aux deux algorithmes : Round Robin sans

utilisation de la modulation hiérarchique et Round Robin avec utilisation

de la modulation hiérarchique. Nous avons montré, dans ce cas, que notre

proposition permet d’avoir de meilleures performances par rapport aux deux

autres algorithmes.
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