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Chapter 1

Introduction

This chapter presents the general context and the motivation of my Ph.D.
preparation. It gives a brief introduction to interval arithmetic together with
its advantages as well as a discussion on the main obstacles to its application.
Interval arithmetic always provides reliable results but suffers from low perfor-
mance with respect to floating-point arithmetic. Moreover, a naive application
of interval arithmetic does not provide a sharp enclosure of the exact result, or
can even fail to provide guaranteed results. In this chapter, we present some
properties of interval arithmetic, which will serve as the basis to derive efficient
implementations of interval algorithms in the following chapters.

1.1 Motivation

Floating-point arithmetic is used for scientific computing purpose and it allows to obtain
accurate results at a very fast speed. In many cases, floating-point arithmetic provides
results of a quality which is satisfactory for user demand. However, with its well-known
effect of rounding errors, computed results are rarely exact. Each number being encoded
by a finite number of digits, the set of floating-point numbers is indeed discrete and thus
cannot represent all real values. Meanwhile the result of a mathematical operation between
real numbers or floating-point numbers is a real value and in many cases is not representable
by another floating-point number. Thus, to be able to be encoded by another floating-point
number, the computed result takes as value a floating-point number which is close to the
exact result. More precisely, the computed result is rounded to a nearby floating-point
value. The difference between the floating-point value and the exact value is called the
rounding error.

These computed results are indeed approximate results. To reduce the effect of round-
ing errors, one can increase the computing precision. The higher the computing precision
is, the smaller the rounding errors are. However, increasing the computing precision means
increasing the storage space as well as increasing significantly the computing time. There-
fore, fixed finite precision is chosen to gain performance. The most common formats are
IEEE single and double precisions. Using the IEEE double precision, which is encoded by
64 bits with 1 sign bit, 11 exponent bits, and 52 mantissa bits, the effect of rounding errors
in many applications is negligible. Nevertheless, in some cases, it is needed to assess how
accurate the computed results are.

There exists a number of techniques for assessing the effect of rounding errors. Firstly,
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2 CHAPTER 1. INTRODUCTION

an a priori error bound upon the computed result can be obtained by performing numer-
ical analysis. This error bound is based on the theory of perturbations [Hig02], and is
usually estimated using the condition number which measures the stability of results with
respect to small changes in inputs. Nevertheless, when the problem is ill-conditioned, these
condition-based error bounds are usually pessimistic and can give only an overview of how
accurate the computed results could be expected, regardless of which computation model
is employed. In some cases, a rigorous assessment of result accuracy is needed.

Another option is to use running error analysis, which yields an a posteriori error bound
simultaneously with the computed approximate result [Hig02, Wil60, Lan04]. Running
error computation is based on the rounding error model: |x ◦ y − fl(x ◦ y)| ≤ ε|fl(x ◦ y)|,
where ε is the machine relative error. Running error computation uses the actual computed
intermediate quantities, therefore a running error bound is usually smaller than an a priori
error bound. However, running error computation depends on every specific problem.
Each individual problem needs to have its own model of computing running errors. This
is disadvantageous when the problem in question is of high complexity.

Interval arithmetic is designed to automate this process of computing reliable results, as
stated in the dissertation of R. E. Moore entitled "Interval Arithmetic and Automatic Error
Analysis in Digital Computing" [Moo63] which is the most popular among the pioneers to
introduce interval arithmetic in the early 60s. Interval arithmetic does not aim directly at
improving the accuracy of computations, but at providing a certificate of accuracy. The
fundamental principle of interval arithmetic is to enclose all quantities which are not known
exactly during computations. Using intervals to represent data, and interval arithmetic to
perform computations, one obtains not an approximation but a range of values in which
lies the exact result. With this enclosure, one gets a certificate of accuracy, i.e. a bound
on the distance between the exact result and the computed result. This computed result
is said to be verified in the sense that a value which is not included in the computed range
cannot be the exact result.

Interval arithmetic always provides verified results. Nevertheless, if the computed en-
closure is too large, then the provided certificate is of no use. Therefore, accuracy is of
great concern when developing numerical methods that yield reliable results using interval
arithmetic.

Interval arithmetic allows to obtain certification for computed results. Meanwhile,
arbitrary precision allows to increase the accuracy of computations by reducing the impact
of rounding errors. The combination of these two components provides accurate results
accompanied by a sharp error bound.

On the one hand, having to compute an enclosure of all possible values, interval arith-
metic suffers from low performance. The ratio of execution time of interval arithmetic with
respect to floating-point arithmetic is 4 in theory, as this can be seen on the formula for
interval multiplication. In practice, this factor is much higher if care is not taken when im-
plementing it. Moreover, using arbitrary precision also introduces an important overhead
in execution time. Although interval arithmetic is able to obtain reliable results endowed
with a certificate of accuracy, if the computation time is too long then it is not of much
use.

On the other hand, for many problems which have been solved efficiently in floating-
point arithmetic, when porting to interval arithmetic, simply replacing floating-point op-
erations by their interval counterparts does not lead to an efficient algorithm and mostly
does not provide results of high precision, or it can even fail to provide guaranteed results.
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Therefore, I proceeded the Ph.D. preparation with the aim of obtaining an efficient
implementation of interval arithmetic for some numerical problems. "Efficient" means
computing enclosures of small relative width at a cost of reasonable execution time, which
is of a constant modest factor with respect to computing approximate results using floating-
point arithmetic. Additionally, increasing the accuracy is likely to increase the computation
time. Hence, in some cases, a trade-off between accuracy and speed is mandatory.

As a first step toward providing a general methodology to obtain an efficient imple-
mentation of interval arithmetic, the 3 years of my PhD preparation succeeded to provide
some techniques to improve the efficiency of interval arithmetic for several problems in
numerical linear algebra, as well as some new tradeoffs between accuracy and speed.

1.2 Description of the document

In the context of this Ph.D., we propose several accurate algorithms and efficient implemen-
tations in verified linear algebra using interval arithmetic. Two fundamental problems are
addressed, namely the multiplication of interval matrices and the verification of floating-
point solutions of linear systems.

For the multiplication of interval matrices, we propose two algorithms which are based
respectively on endpoints and midpoint-radius representations of intervals [NR10, Ngu].
These algorithms offer new trade-offs between speed and accuracy. Indeed, they are less
accurate but much faster than the natural algorithm, the speedup is of order 10 for matrices
of dimensions 100×100 and might attain order 100 for matrices of dimensions 1000×1000.
On the other hand, they are slower than the fastest algorithm (proposed by S. M. Rump),
and the factor of execution time is around 2, but they provide sharper bounds of the
exact results with an overestimation factor less than 1.18, compared to 1.5 for the fastest
algorithm.

To verify the floating-point solution of a linear system, we adapt floating-point iterative
refinements to interval arithmetic [NR]. By using alternately floating-point and interval
refinements, our method provides an accurate solution together with a tight error bound
upon it. To reduce the slowdown due to the intensive use of interval operations, we intro-
duce a relaxation technique, which helps to reduce drastically the algorithm’s execution
time. Additionally, the use of extended precision for the approximate solution yields so-
lutions which are guaranteed to almost the last bit at a cost of an acceptable overhead of
execution time.

This document is organized as follows: the rest of this first chapter briefly introduces
interval arithmetic together with some of its properties. A more thorough introduction to
interval arithmetic and its applications can be found in [Moo63, MB79, MKC09, JKDW01,
Neu90, HKKK08]. The second chapter presents algorithms for implementing the multipli-
cation of interval matrices. The third chapter is devoted to the underlying approach to
verify a linear system of equations. Chapter 4 presents the relaxation technique to improve
the performance of the algorithm presented in chapter 3. Chapter 5 studies the effect of
the computing precisions on the accuracy of computed results.
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1.3 Interval arithmetic
Denote by R the set of real numbers. A real interval is a closed connected subset of R,
which is of the form

a = [a, a] a, a ∈ R ∪ {−∞,+∞}
where a ≤ a. In particular, if a = a then a is said to be a thin interval, or a degenerate
interval. If a = −a then a is centered in zero.

The set of real intervals is denoted by IR. Interval arithmetic defines operations over
IR.

Notation. In this document, boldface letters denote intervals, lower case letters denote
scalars and vectors, upper case letters denote matrices.

1.3.1 Operations

An interval algebraic operation is defined by taking all the possible results of the corre-
sponding operation, applied to all the possible pairs of real values taken from the input
intervals. Interval operations must always obey the fundamental property of isotonicity,
regardless of representation or implementation:

∀a ∈ a ∀b ∈ b . . . f(a, b, . . .) ∈ f(a,b, . . .).

Convex hull

The convex hull of a set of real values is the smallest interval which includes all these real
values. Let S be a set of real values then the convex hull of S, denoted by �, is defined by

�S = [min(S), max(S)] .

Additionally, let a = [a, a] ∈ IR,b =
[
b, b
]
∈ IR be two intervals, then the hull of these

two intervals is defined as

�(a,b) =
[
min(a, b), max(a, b)

]
.

Unary operations

For a = [a, a] ∈ IR, a unary operation f on a is defined as

f(a) = �{f(a) a ∈ a}.

Table 1.1 lists some unary interval operations: the formula are established using the mono-
tonicity of the operations when possible.

It is easy to prove the isotonicity of these operations. Let us take for example the case
of the square operation. For all a ∈ a, then a ≤ a ≤ a:

• if a ≥ 0 then 0 ≤ a ≤ a ≤ a ⇒ 0 ≤ a2 ≤ a2 ≤ a2, hence a2 ∈ [a2, a2];

• if a ≤ 0 then a ≤ a ≤ a ≤ 0 ⇒ 0 ≤ a2 ≤ a2 ≤ a2, hence a2 ∈ [a2, a2];

• if a < 0 < a. Because a ≤ a ≤ a then |a| ≤ max(|a|, |a|) ⇒ a2 ≤ max(|a2|, |a2|). It
is always true that a2 ≥ 0. Hence a2 ∈ [0, max(a2, a2)]. Furthermore, as 0, a and a
belong to a, 0, a2 and a2 belong to a2, hence [0, max(a2, a2)] is the tightest interval.
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Negation −a = [−a,−a]
Square a2 = [a2, a2] if a ≥ 0

a2 = [a2, a2] if a ≤ 0
a2 = [0, max(a2, a2)] if a < 0 < a

Inverse 1/a = [1/a, 1/a] if a > 0 or a < 0
1/a = [−∞,∞] if a < 0 < a
1/a = [1/a,∞] if a = 0
1/a = [−∞, 1/a] if a = 0

Table 1.1: Unary interval operations.

Binary operations

Let a = [a, a] ∈ IR,b =
[
b, b
]
∈ IR be two intervals. A binary operation ◦ ∈ {+ − ∗/}

between a and b is defined as

a ◦ b = �{a ◦ b a ∈ a, b ∈ b}.

Addition
Due to its monotonicity, the addition of two intervals can be computed by adding their

corresponding endpoints:
a + b =

[
a+ b, a+ b

]
.

The isotonicity of the addition is directly deduced from its monotonicity.
Subtraction
Similarly to the addition, the subtraction between two intervals is computed by

a− b =
[
a− b, a− b

]
.

Multiplication
The multiplication of two intervals is formed by taking the minimum and maximum

values of the four products between their two pairs of endpoints

a ∗ b =
[
min(a ∗ b, a ∗ b, a ∗ b, a ∗ b), max(a ∗ b, a ∗ b, a ∗ b, a ∗ b)

]
.

Therefore, an interval multiplication requires four punctual products and six compar-
isons. Otherwise, one can reduce the number of punctual products and comparisons by
inspecting the sign of input intervals. For example, if a ≥ 0 then

a ∗ b =
[
min(a ∗ b, a ∗ b), max(a ∗ b, a ∗ b)

]
.

We can then inspect the sign of endpoints of b:

• if b ≥ 0 then a ∗ b =
[
a ∗ b, a ∗ b

]
.

• if b ≤ 0 then a ∗ b =
[
a ∗ b, a ∗ b

]
.

• if b < 0 < b then a ∗ b =
[
a ∗ b, a ∗ b

]
.
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The worst case is when a < 0 < a and b < 0 < b, in this case we say that a and b
contain 0 in their interior. Then

a ∗ b =
[
min(a ∗ b, a ∗ b), max(a ∗ b, a ∗ b)

]
,

we still have to compute all the four punctual products, except that only two comparisons
are needed instead of six. This explains that the cost of interval arithmetic is 4 times the
cost of real arithmetic.

Note that, different from real number operations, an interval square is not equivalent
to a multiplication of an interval by itself. For a ∈ IR, it is always true that a2 ⊆ a ∗ a,
and equality holds when a does not contain 0 in its interior. For example, if a = [1, 2]
then a2 = [1, 4], and a ∗ a = [1, 4]. Hence, a2 = a ∗ a. Meanwhile, if a = [−1, 2] then by
definition a2 = [0, 4] whereas a ∗ a = [−2, 4].

Division
Interval division is defined via multiplication and inverse, see Table 1.1. Let a ∈ IR,b ∈

IR be two intervals then
a/b = a ∗ (1/b).

Set operations

Intervals are connected closed set of real values, hence some set operations on intervals
apply to intervals.

Infimum/supremum
The infimum and supremum of an interval are respectively its inferior and superior

endpoints. For a = [a, a] ∈ IR, then

inf(a) = a,

sup(a) = a.

Maximal magnitude value, denoted by mag(.) or |.|, is the maximal absolute value
of all real numbers taken from the interval. For a = [a, a] ∈ IR, then

mag(a) = max{|a| : a ∈ a}
= max(|a|, |a|).

Otherwise, the maximal magnitude value can be computed by the following proposition.

Proposition 1.3.1. For a = [a, a] ∈ IR, it holds that

|a| = max(−a, a).

Proof. We prove that max(−a, a) = max(|a|, |a|). There are three possible cases:

• If a ≥ 0 then a ≥ a ≥ 0 ≥ −a. Hence max(|a|, |a|) = a, and max(−a, a) = a. It
implies that max(−a, a) = max(|a|, |a|).

• If a ≤ 0 then a ≤ a ≤ 0 ≤ −a. Hence max(|a|, |a|) = −a, and max(−a, a) = −a =
max(|a|, |a|).

• If a < 0 < a then −a = |a|, a = |a|. Hence max(−a, a) = max(|a|, |a|).
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Minimal magnitude value, denoted by mig(.) or 〈.〉, is the minimal absolute value
of all real numbers taken from the interval. For a = [a, a] ∈ IR, then

mig(a) = min{|a| : a ∈ a}

=

{
0 if a < 0 < a,
min(|a|, |a|) otherwise.

We can also compute the minimal magnitude value by the following proposition.

Proposition 1.3.2. For a = [a, a] ∈ IR, it holds that

〈a〉 = max(0, max(a,−a)).

The proof is by inspecting the same three cases as in the proof of Proposition 1.3.1.
Midpoint

mid(a) =
1

2
(a+ a).

Radius

rad(a) =
1

2
(a− a).

1.3.2 Algebraic properties

Let a,b, c ∈ IR be three intervals. The following laws are true:

1. neutral and unit elements: a + 0 = a and a ∗ 1 = a,

2. commutativity: a + b = b + a and a ∗ b = b ∗ a,

3. associativity: (a + b) + c = a + (b + c) and (a ∗ b) ∗ c = a ∗ (b ∗ c),

4. sub-distributivity: a ∗ (b + c) ⊆ a ∗ b + a ∗ c.

The sub-distributivity property is one of the important sources of overestimation in
interval arithmetic.

Example 1. Let a = [1, 2], b = [−1, 2], c = [2, 3].

a ∗ b + a ∗ c = [1, 2] ∗ [−1, 2] + [1, 2] ∗ [2, 3] = [−2, 4] + [2, 6] = [0, 10]

a ∗ (b + c) = [1, 2] ∗ ([−1, 2] + [2, 3]) = [1, 2] ∗ [1, 5] = [1, 10] .

One can see that a ∗ (b + c) ⊂ a ∗ b + a ∗ c and the inclusion is strict.
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1.3.3 Absolute value properties

Some properties of the absolute value for real numbers can be extended to intervals.

Proposition 1.3.3. For a,b ∈ IR, the following properties hold:

(1) | − a| = |a| and 〈−a〉 = 〈a〉,

(2) triangular inequality: |a| − |b| ≤ |a± b| ≤ |a|+ |b|,

(3) |a ∗ b| = |a| ∗ |b|,

(4) 〈a± b〉 ≤ 〈a〉+ 〈b〉,

(5) 〈a ∗ b〉 = 〈a〉 ∗ 〈b〉.

Proof. (1),(2),(3),(5) can be deduced directly from the properties of the real absolute value.
Let us prove (4). For all a ∈ a, b ∈ b, we have

|a| − |b| ≤ |a± b| ≤ |a|+ |b| |a ∗ b| = |a| ∗ |b|.

Let â ∈ a, b̂ ∈ b such that |â| = 〈a〉 and |b̂| = 〈b〉. It is obvious that â ± b̂ ∈ a ± b.
Therefore 〈a± b〉 ≤ |â± b̂| ≤ |â|+ |b̂| ≤ 〈a〉+ 〈b〉. It implies (4).

Note that the following inequality is not always true: 〈a〉−〈b〉 ≤ 〈a±b〉. For example,
if a = [1, 2] and b = [−1, 2] then 〈a〉 − 〈b〉 = 1− 0 = 1. Meanwhile, 〈a + b〉 = 〈[0, 4]〉 = 0.
Hence, 〈a〉− 〈b〉 > 〈a+b〉. On the other hand, if a ≥ 0 and b ≥ 0 then 〈a+b〉 = a+ b =
〈a〉+ 〈b〉 ≥ 〈a〉 − 〈b〉.

1.3.4 Midpoint and radius properties

Both addition and subtraction increase the width of intervals

rad(a± b) = rad(a) + rad(b).

The following proposition assesses the width of interval multiplication.

Proposition 1.3.4. [MKC09] For a,b ∈ IR, the following properties hold:

(1) |a| = |mid(a)|+ rad(a),

(2) rad(a ∗ b) = |a| ∗ rad(b) if a is thin or b is centered in zero,

(3) rad(a ∗ b) ≤ |mid(a)| ∗ rad(b) + rad(a) ∗ |mid(b)|+ rad(a) ∗ rad(b),

(4) rad(a ∗ b) ≤ |a| ∗ rad(b) + rad(a) ∗ |b|,

(5) rad(a ∗ b) ≥ rad(a) ∗ rad(b) + 〈a〉 ∗ rad(b) + rad(a) ∗ 〈b〉.

Proof.

(1) By definition, |a| = max(|a|, |a|) = max(|mid(a)−rad(a)|, |mid(a)+rad(a)|) = |mid(a)|+
rad(a).
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(2) If a is thin, i.e a = a then a ∗ b is equal to either
[
a ∗ b, a ∗ b

]
or
[
a ∗ b, a ∗ b

]
, which

implies that rad(a∗b) = 1/2|a∗b−a∗b| = 1/2|a(b−b)| = |a|∗1/2|b−b| = |a|∗rad(b).
If b is centered in zero, i.e −b = b = rad(b) = |b|, then for all a ∈ a, b ∈ b we
have a ∗ b = −a ∗ b, |b| ≤ |b|, and −|a| ∗ |b| ≤ |a ∗ b| ≤ |a| ∗ |b|, which implies that
a∗b = [−|a| ∗ |b|, |a| ∗ |b|]. Hence a∗b = �{a∗b, a ∈ a} = �{[−|a| ∗ |b|, |a| ∗ |b|] , a ∈
a} = [−|a| ∗ |b|, |a| ∗ |b|] ⇒ rad(a ∗ b) = |a| ∗ |b| = |a| ∗ rad(b) and mid(a ∗ b) = 0.

(3) This proof is established by differentiating the cases where a ≥ 0, a ≤ 0 and a 3 0
and similarly for b. When an interval contains 0, one must furthermore distinguish
according to the sign of the midpoint of the interval. The cases where the two intervals
do not contain 0 and where one interval contains 0 are detailed below, the other cases
are similar.
When a ≤ 0 and b ≥ 0, then the formula which applies for the product a ∗ b is
a ∗ b = [a ∗ b, a ∗ b] and thus rad(a ∗ b) = 1

2
(a ∗ b− a ∗ b). The right-hand side of the

inequality can be calculated and simplified into 1
4
(a∗ b−3a∗ b+a∗ b+a∗ b). Checking

whether rad(a ∗ b) ≤ 1
4
(a ∗ b− 3a ∗ b+ a ∗ b+ a ∗ b) is equivalent to checking whether

(a− a) ∗ (b− b) ≥ 0, which holds.
When a ≥ 0 and b 3 0, then the formula which applies for the product a ∗ b is
a∗b = [a∗b, a∗b] and thus rad(a∗b) = 1

2
a∗(b−b). To be able to calculate and simplify

the right-hand side of the inequality, one must distinguish further according to the sign
of mid(b). If mid(b) ≥ 0 then this right-hand side is equal to 1

4
(−a∗b−a∗b−a∗b+3a∗b).

Checking whether rad(a∗b) ≤ 1
4
(−a∗ b−a∗ b−a∗ b+ 3a∗ b) is equivalent to checking

whether (a−a)∗ (b+b) ≥ 0, which holds since mid(b) = 1
2
(b+b) is assumed to be non-

negative. If mid(b) ≤ 0 then this right-hand side is equal to 1
4
(a∗b+a∗b−3a∗b+a∗b).

Checking whether rad(a ∗b) ≤ 1
4
(a ∗ b+ a ∗ b− 3a ∗ b+ a ∗ b) is equivalent to checking

whether −(a− a) ∗ (b + b) ≥ 0, which holds since mid(b) = 1
2
(b + b) is assumed to be

non-positive.

(4) Inequality (3) can also be written as rad(a ∗ b) ≤ (|mid(a)| + rad(a)) ∗ |mid(b)| +
rad(a) ∗ rad(b), and using (1) one gets

rad(a ∗ b) ≤ |a| ∗ |mid(b)|+ rad(a) ∗ rad(b)

≤ |a| ∗ |mid(b)|+ rad(a) ∗ |mid(b)|+ rad(a) ∗ rad(b).

Using (1) again, one gets a formula with a right-hand side symmetric in a and b:
rad(a ∗ b) ≤ |a| ∗ rad(b) + rad(a) ∗ |b|.

(5) Let α = sign(mid(a)) ∗ rad(a), β = sign(mid(b))rad(b). Then all of mid(a)± α ∈ a,
mid(b)± β ∈ b, and mid(a) ∗ mid(b), mid(a) ∗ β, α ∗ mid(b), α ∗ β have the same sign.

• If 0 ∈ a and 0 ∈ b then 〈a〉 = 0 and 〈b〉 = 0. Both (mid(a) + α) ∗ (mid(b) + β)
and (mid(a) + α) ∗ (mid(b)− β) are included in a ∗ b, hence
rad(a ∗ b) ≥ 1/2|(mid(a) + α) ∗ (mid(b) + β)− (mid(a) + α) ∗ (mid(b)− β)|

≥ |mid(a) ∗ β + α ∗ β|
≥ |mid(a)| ∗ |β|+ |α| ∗ |β| ≥ |α| ∗ |β|
≥ rad(a) ∗ rad(b)

≥ rad(a) ∗ rad(b) + 〈a〉 ∗ rad(b) + rad(a) ∗ 〈b〉.
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• If 0 ∈ a and 0 /∈ b then 〈a〉 = 0. Moreover, (mid(a) + rad(a)) ∗ mid(b) ∈ a ∗ b,
and (mid(a)− rad(a)) ∗ mid(b) ∈ a ∗ b, hence,

rad(a ∗ b) ≥ 1/2|(mid(a) + rad(a)) ∗ mid(b)− (mid(a)− rad(a)) ∗ mid(b)|
≥ |rad(a) ∗ mid(b)| = rad(a) ∗ |mid(b)|.

As |mid(b)| = 〈b〉+ rad(b), then

rad(a ∗ b) ≥ rad(a) ∗ (〈b〉+ rad(b))

≥ rad(a) ∗ 〈b〉+ rad(a) ∗ rad(b)

≥ rad(a) ∗ rad(b) + rad(a) ∗ 〈b〉+ 〈a〉 ∗ rad(b).

• The case 0 /∈ a and 0 ∈ b is similar, as a and b play symmetric roles.
• If 0 /∈ a and 0 /∈ b. Again, |mid(a)| = 〈a〉 + rad(a), |mid(b)| = 〈b〉 + rad(b).

Both (mid(a) +α) ∗ (mid(b) + β) and (mid(a)−α) ∗ (mid(b)− β) are included in
a ∗ b, hence, thanks to the sign conditions imposed on α and β,

rad(a ∗ b) ≥ 1/2|(mid(a) + α) ∗ (mid(b) + β)− (mid(a)− α) ∗ (mid(b)− β)|
≥ |mid(a) ∗ β + α ∗ mid(b)|
≥ |mid(a)| ∗ |β|+ |α| ∗ |mid(b)|
≥ (〈a〉+ rad(a)) ∗ rad(b) + rad(a) ∗ (〈b〉+ rad(b))

≥ rad(a) ∗ rad(b) + 〈a〉 ∗ rad(b) + rad(a) ∗ 〈b〉.

There is no cancellation in interval arithmetic. For every non-degenerate interval
a ∈ IR, then a − a strictly contains 0. This phenomenon is called sub-cancellation. By
definition, a − a = [a− a, a− a], hence the result is in fact an interval which is centered
in zero. For example, if a = [1, 2], then a − a = [−1, 1]. Another way of expressing the
sub-cancellation property is: (a− b) + b ⊇ a.

Similarly, division is not the inverse of the multiplication: for every non-degenerate
interval a ∈ IR, then a/a strictly contains 1. For example, if a = [1, 2], then a/a =
[1/2, 2] 3 1.

Proposition 1.3.5. For a ∈ IR,b ∈ IR, such that b does not contain zero, γ ∈ R and
γ 6= 0, the following holds

(1) |a/b| = |a|/〈b〉,

(2) rad(a/γ) = rad(a)/|γ|,

(3) rad(a/b) ≥ rad(a)/〈b〉,

(4) |mid(a/b)| ≤ |mid(a)|/〈b〉.
Proof. (1) is trivial. If γ > 0 then a/γ = [a/γ, a/γ], hence rad(a/γ) = 1/2(a/γ − a/γ) =
1/2(a − a)/γ = rad(a)/|γ|. On the other hand, if γ < 0 then a/γ = [a/γ, a/γ], hence
rad(a/γ) = 1/2(a/γ − a/γ) = 1/2(a − a)/(−γ) = rad(a)/|γ|. Therefore we have (2). Let
b ∈ b such that |b| = 〈b〉, then a/b ⊆ a/b. Hence rad(a/b) ≥ rad(a/b) = rad(a)/|b|,
which implies (3). Following Proposition 1.3.4, |mid(a/b)| = |a/b|−|rad(a/b)|. Therefore,
following (1) and (3), |mid(a/b)| = |a|/〈b〉 − |rad(a/b)| ≤ |a|/〈b〉 − rad(a)/〈b〉 ≤ (|a| −
rad(a))/〈b〉. Moreover, |a| − rad(a) = |mid(a)|, thus we have (4).
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1.3.5 Variable dependency

Sub-cancellation and sub-distributivity properties are in fact the simplest cases of the de-
pendency problem in interval arithmetic. When an expression is evaluated in floating-point
arithmetic, each occurrence of the same variable takes exactly the same value. Differently,
when the expression is evaluated using interval arithmetic, each occurrence of a variable
represents a range of values. The computation assumes implicitly that the quantity in each
occurrence of a variable varies independently from the quantities in other occurrences of
the same variable. It means that we no longer have the dependency between occurrences
of a single variable when evaluating an interval expression whereas, in fact, they are cor-
related. That leads to an unwanted expansion of the computed result even if each interval
operation is evaluated exactly. The difference between the interval arithmetic evaluation
and the actual range of an expression is called overestimation.

Consider the following example of interval expression evaluation:

x2 − 2x where x = [1, 2] .

Performing interval operations, we have x2 = [1, 4], 2x = [2, 4], and finally x2 − 2x =
[−3, 2].

Meanwhile, if we rewrite the above expression as follows

(x− 1)2 − 1

then the computed result is: [0, 1]2 − 1 = [−1, 0].
As this can be seen in the above example, mathematically equivalent forms give different

results when they are evaluated in interval arithmetic. That is because by rewriting the
expression, the dependency between variables is expressed differently. One rule to obtain
an optimal result is to rewrite the expression in such a way that each variable appears
only once in the expression. In the above example, the variable x appears only once in the
second expression, thus the result computed by the second expression is sharper than that
computed by the first expression, and it is even exactly the range of this expression.

Nevertheless, not all expressions can be rewritten that way. Therefore the dependency
problem is a major source of overestimation. Another source of overestimation comes from
the so-called wrapping effect when computing in multiple dimensions.

1.3.6 Wrapping effect

The wrapping effect is the overestimation due to the enclosure of multidimensional sets by
the Cartesian product of intervals, i.e. geometrically, by boxes with sides parallel to the
axes.

Example 2. Let x = {[4, 6] , [−1, 1]} ∈ IR2 be a box whose coordinates are the two
intervals x1 = [4, 6], and x2 = [−1, 1]. This Cartesian product of intervals x is depicted by
the black box in Figure 1.1.

Let us now rotate x by a rotation matrix A =

(
4/5 −3/5
3/5 4/5

)
and then rotate it back

by the inverse matrix A−1 =

(
4/5 3/5
−3/5 4/5

)
.
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x’

x’’x

x 1

x 2

Figure 1.1: Wrapping effect.

In theory, x should not change after these two rotations. However, this computation
performed using interval arithmetic gives a result which is a larger interval vector x′′ includ-
ing x inside its interior. After the first rotation, we get an interval vector x′, represented
by the gray box in Figure 1.1.

x′ =

(
4/5 −3/5
3/5 4/5

)(
[4, 6]

[−1, 1]

)
=

(
[13/5, 27/5]
[8/5, 22/5]

)
.

This box x′ wraps the exact image of x (dotted lines) in a box whose sides are parallel
to the axes. After the second rotation, we get the final result, represented by the white
box

x′′ =

(
4/5 3/5
−3/5 4/5

)(
[13/5, 27/5]
[8/5, 22/5]

)
=

(
[76/25, 174/25]
[−49/25, 49/25]

)
.

One can see on Figure 1.1 that x′′ is much larger than x. The factor of overestimation
of x′′ with respect to x is f = {49/25, 49/25}, which means that each side of the original
box has been expanded by a factor of nearly 2.

1.3.7 Implementation

Interval arithmetic is implemented on computers using floating-point arithmetic. The most
common representation of intervals uses their endpoints. Each endpoint of an interval is
encoded by one floating-point number. Therefore, we have a new set of intervals whose
endpoints are discrete

IF = {[a, a] ∈ IR, a, a ∈ F}.
Using floating-point arithmetic, we have to handle the problem of rounding errors.

In the presence of rounding errors, the exactness of endpoint computations is no longer
guaranteed. Let us consider, for example, the addition of two intervals. The result’s upper
bound is, by definition, the sum of the upper bounds of the two summands, which is a
real number and in most cases not representable by a floating-point number. Hence, to
guarantee the isotonicity property, we adapt the definition to operations on IF.

Definition 1.3.6. For x ∈ IF,y ∈ IF, the result of an operation x ◦ y, ◦ ∈ {+ − ∗/} is
the smallest interval z ∈ IF containing

{z = x ◦ y x ∈ x, y ∈ y}.
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Directed rounding modes

To satisfy the principle of inclusion, the upper bound of the computed result must be
greater than or equal to the upper bound of the exact interval result. Similarly, the lower
bound of the computed result must be smaller than or equal to the lower bound of the
exact interval result. Therefore, one straightforward and effective way to handle rounding
errors when implementing interval arithmetic is to used directed rounding modes, namely
the upward rounding mode for the upper bound and the downward rounding mode for the
lower bound.

In upward rounding mode, the result of an arithmetic operation is the smallest floating-
point number which is greater than or equal to the exact result. In downward rounding
mode, the result of an arithmetic operation is the greatest floating-point number which is
smaller than or equal to the exact result. In this document, the following rounding modes
are used:

4 upward rounding mode,
5 downward rounding mode.

For ranges of arithmetic operations, directed rounding modes allow to obtain a rigorous
and tight enclosure of the exact result interval.

Let a = [a, a] ∈ IF,b =
[
b, b
]
∈ IF. Using directed rounding modes, basic interval

arithmetic operations can easily be implemented.
Addition

a⊕ b =
[
5 (a+ b) ,4

(
a+ b

)]
.

The isotonicity of this operation is simple. For all a ∈ a, b ∈ b, it is obvious that

5 (a+ b) ≤ a+ b ≤ a+ b ≤ a+ b ≤ 4
(
a+ b

)
.

Hence, a + b ∈ a + b ⊂ a⊕ b. In much the same way, we can prove the isotonicity of
the following operations.

Subtraction
a	 b =

[
5
(
a− b

)
,4 (a− b)

]
.

Multiplication

a⊗ b =
[
min(5 (a ∗ b) ,5

(
a ∗ b

)
,5 (a ∗ b) ,5

(
a ∗ b

)
),

max(4 (a ∗ b) ,4
(
a ∗ b

)
,4 (a ∗ b) ,4

(
a ∗ b

)
)
]
.

In exact arithmetic, an interval multiplication requires four punctual products. How-
ever, when floating-point arithmetic is used to implement interval arithmetic, each sub-
product must be computed twice, once in downward rounding mode and once in upward
rounding mode. Hence, in total, an interval multiplication requires eight floating-point
products. As with real interval arithmetic, one can inspect the sign of input intervals to
reduce the number of sub-products. This solution suffers from low performance due to
branching and testing the sign of floating-point numbers.

For the rest of the document, we will refer to this implementation as directed interval
arithmetic.
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Successor and predecessor

Directed rounding modes might not be supported on some architectures. For example,
on the Synergistic Processor Elements of the IBM Cell Broadband Engine Architecture
[KDH+05], only the rounding mode toward zero, also called truncation rounding mode, is
supported for IEEE single precision. In addition, some programming languages, Java for
example, do not support functions for changing rounding modes. In these cases, interval
arithmetic can be implemented using predecessor and successor functions.

Predecessor and successor functions consist in computing respectively the previous and
the next floating-point number with respect to a given floating-point number. Hence, they
are used to simulate downward and upward rounding modes. Work on predecessor and
successor functions, or interval arithmetic in rounding to nearest can be found in [RZBM09].
One advantage of this approach over directed rounding mode interval arithmetic is that
it does not require any rounding mode changes. Hence, it triggers no context switching
during computation and can be better pipelined. Nevertheless, this approach suffers from
a significant overhead of execution time introduced by predecessor and successor functions.

In this document, we assume that directed rounding mode interval arithmetic is used.
We will show that the problem of changing rounding mode can be overcome for operations
on matrices and vectors.

Implementation issues

In IEEE 754-1985 processors, i.e. on most processors including IA-32 [Int07], changing the
rounding mode of floating-point operations is done by changing the value of some global
register. This requires flushing the floating-point pipeline: all the floating-point operations
initiated beforehand must be terminated before performing the new ones with the new
rounding mode. Therefore changing rounding mode frequently as required to implement
interval arithmetic will lead to a dramatic slowdown in performance: in practice, the
computation is slowed down compared to its floating-point counterpart, by a factor between
20 and 50 [Rum99a].

This problem can be eradicated in more recent instruction sets which allow to change
rounding-mode per-instruction without penalty [MBdD+10]. Unfortunately, this feature
can be accessed only from low-level programming language by manipulating directly the
instruction word, not from current high level languages which are designed to be compliant
with the IEEE 754-1985 [IEE85] standard. The new IEEE 754-2008 [IEE08] standard for
floating-point arithmetic corrects this issue. However, it may take some time before it is
fully supported.

Otherwise, the inclusion property of interval arithmetic usually requires obtaining the
maximal and minimal values from intermediate results, e.g. interval multiplication or
square. These maximum and minimum functions require themselves at least a comparison
followed by a selection of the right value. They are usually coded by a test and branch or on
some particular processors, such as the CELL processor, by comparison and bit selection.
These max and min functions introduce a significant overhead of execution time.

With the obstacles mentioned above, a lot of work is needed in order to obtain an
efficient interval arithmetic implementation, which is well pipelined and parallelized. It may
even require redesigning and reimplementing everything from scratch. That is not desirable,
as there exists a number of efficient implementations for the floating-point versions of
the corresponding algorithms which have been well optimized and parallelized. A more
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realistic solution is to exploit these existing optimized implementations to obtain an efficient
implementation for interval arithmetic. This idea is the foundation of my Ph.D., targeting
at an efficient implementation for verified linear algebra using interval arithmetic.

1.3.8 Implementation environment

During my Ph.D. preparation, I used the IntLab library, which is a library in MatLab
developed by professor S.M. Rump [Rum99b] for interval arithmetic, to implement our
algorithms. The main reason is that the IntLab library is based on BLAS and uses di-
rected rounding modes to implement interval arithmetic. The BLAS (Basic Linear Algebra
Subprograms) [LHKK79] are routines that provide standard building blocks for perform-
ing basic vector and matrix operations. To my knowledge, IntLab is the most efficient
implementation of interval arithmetic for linear algebra. Its extensive use of the BLAS
routines is the main key to achieve high speed for interval computations. Another main
advantage of using the BLAS routines is that a code using the BLAS routines can run fast
on a variety of computers. Since the BLAS routines are widely available, it is supported
by a vast majority of processors. Manufacturers usually provide very fast, well optimized
implementations of the BLAS routines for their specific computers.

Another reason to choose IntLab as the implementation environment is its ease of use.
Since IntLab is a library in MatLab, which is an interactive programming environment,
algorithms can be implemented in MatLab in such a way that is close to pseudo-code.
Especially matrix operations are expressed in a very simple and straightforward way.

Nevertheless, the algorithms presented in this document are not restricted to be imple-
mented using the IntLab library. The implementations presented in this document, which
use the IntLab library, are only reference implementations to demonstrate the correctness
as well as the performance of these algorithms. Otherwise, the presented algorithms can
be implemented using any optimized BLAS library, in any programming language which
supports functions for changing rounding modes.

1.4 Conclusion

Interval arithmetic paves the way for a new powerful tool to obtain verified results in scien-
tific computing. Instead of giving an approximation, algorithms using interval arithmetic
provide an enclosure of the results. It means that the exact results are guaranteed to
be included in the computed results. On the contrary, a value not included in the com-
puted results can never be the exact result. Therefore using interval arithmetic provides
some level of certification. The accuracy of computed results can also be easily checked by
assessing the width of computed intervals.

Nevertheless, there are obstacles that prevent interval arithmetic from being broadly
used. Firstly, interval computations usually provide results of large width. Some impor-
tant sources of overestimation can be named here: variable dependency and wrapping
effects. A naive application of interval arithmetic to existing algorithms for floating-point
arithmetic does not, in general case, provide sharp enclosures of the results. The width of
intervals explodes very fast if care is not taken when implementing an algorithm in interval
arithmetic.
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Secondly, to ensure the isotonicity property of interval computations, redundant oper-
ations must be performed to obtain the convex hull of the exact results. Therefore the
factor of interval arithmetic with respect to floating-point arithmetic in terms of execution
time in theory is 4. It is even much worse in implementation when rounding errors and
parallelism are taken into account.

Although some general techniques are available, such as making use of original punctual
data or performing as many as possible real operations without having to change rounding
mode, the way to obtain an efficient algorithm depends on every specific problem. More-
over, for many problems there is no perfect solution to both these two obstacles, i.e. there
is no algorithm which provides very sharp enclosures and at the same time runs very fast.
Therefore a tradeoff between accuracy and performance must usually be made.

In the context of this thesis, we deal with two fundamental problems of linear algebra,
that are the multiplication of interval matrices (Chapter 2) and the verification of floating-
point solutions of linear systems of equations (Chapter 3, 4 and 5). Nonetheless, techniques
introduced in this document are applicable to other problems as well since they are based
on interval properties such as symmetry and sub-distributivity.



Chapter 2

Interval matrix multiplication

This chapter presents two new algorithms for the multiplication of interval
matrices, which are based on endpoints and midpoint-radius representations of
interval respectively. These algorithms are based on a decomposition of inter-
vals into two parts, one which is centered in zero, and the other which captures
the largest part not containing zero in its interior. They are implemented using
9 and 7 floating-point matrix products respectively. They are a bit slower than
the most efficient algorithm, to my knowledge, proposed by S. M. Rump, which
costs only 4 floating-point matrix products. Nonetheless, the overestimation
factor of the results computed by the two new algorithms is always bounded
by 1.18, compared to 1.5 for Rump’s algorithm. Both algorithms are imple-
mented using IntLab, which is a BLAS-based library for interval arithmetic, to
demonstrate their performance.

2.1 Introduction

In this chapter we study the case of matrix multiplication which involves O(n3) operations
on O(n2) data. Interval matrix product implemented by the natural algorithm provides
good results in terms of accuracy but suffers from low performance in terms of execution
time. An idea is to exploit existing libraries which are well optimized for floating-point
matrix operations such as BLAS, ATLAS, etc. Rump [Rum99a] proposed an efficient algo-
rithm to calculate the interval matrix multiplication with a cost of 4 floating-point matrix
products. The factor of overestimation in the worst case of this algorithm is 1.5. In this
chapter, we propose a new algorithm which offers a trade-off between performance and
accuracy: this algorithm costs 7 floating-point matrix products with a factor of overesti-
mation in the worst case of 1.18.

2.2 State of the art

LetA,B ∈ IRn×n. The product betweenA andB is also an interval matrix whose elements
are defined as

Ci,j =
n∑
k=1

Ai,k ∗Bk,j. (2.1)

17
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Using floating-point arithmetic to implement interval arithmetic, we have to deal with
rounding errors. Let A,B ∈ IFn×n, the product between A and B cannot be represented
exactly by an interval matrix which is in IFn×n. In fact, to compute the product between
A and B we compute an interval matrix C ∈ IFn×n which includes the exact product

n∑
k=1

Ai,k ∗Bk,j ⊆ Ci,j.

It should be noted here that a Strassen-like algorithm [vzGG03, chap.12], [Hig02,
chap.23], [Str69, Hig90] in order to obtain a fast implementation of matrix multiplication,
which costs O(nω) floating-point operations with ω < 3, cannot be applied to interval arith-
metic [CK04], as such algorithms are based on identities such as (a+ b)∗x+ b∗ (−x+y) =
a∗x+b∗y where a, b, x, y ∈ R, which do not hold in interval arithmetic. For a,b,x,y ∈ IR,
we only have that (a + b) ∗ x + b ∗ (−x + y) ⊇ a ∗ x + b ∗ y, since the two expressions
are mathematically equivalent meanwhile in the second expression each variable appears
only once hence the second expression provides the optimal result of the expression, which
implies the inclusion. For example, if a = [0, 1] ,b = [−1, 1] ,x = [0, 1] ,y = [−1, 1] then,
a ∗ x+ b ∗ y = [−1, 2], meanwhile (a+ b) ∗ x+ b ∗ (−x+ y) = [−3, 4] is much larger than
a ∗x+b ∗y. Therefore a recursive application of Strassen-like formula leads to a very fast
increase of the width of result components.

Using natural algorithm (2.1), the computation of each result element requires n interval
products and n interval additions. Moreover, given that interval arithmetic is implemented
on computer using floating-point arithmetic and directed rounding mode as explained
in Section 1.3.7, each interval addition requires two floating-point additions, meanwhile
each interval product requires eight floating-point products. Hence, in total formula (2.1)
requires 8n3 floating-point products and 2n3 floating-point additions.

The problem is that, using directed interval arithmetic for each interval operation, we
have to switch between upward and downward rounding modes to compute the upper and
lower bounds respectively. Moreover, the interval product uses max and min functions
which are costly. Otherwise, we can test the sign of input intervals to reduce the number
of floating-point products. But testing the sign is costly also. These problems make the
natural algorithm difficult to be pipelined and to be parallelized. For instance, Rump’s
approach is faster than the BIAS approach [Knu06] which is based on the natural algorithm
by a factor 20 to 100 [Rum99a].

To overcome this problem, Rump proposes in [Rum99a] an algorithm to compute ef-
ficiently an interval matrix product. His idea is to (i) perform as many floating-point
operations as possible without having to change rounding mode, and to (ii) sacrifice a bit
the result accuracy in order to improve significantly the performance.

In reality, the fastest algorithm to compute the multiplication of interval matrices is
provided by Ogita et al [OO05]. This algorithm is also based on Rump’s algorithm and
relaxes the radius computation to gain speed: it is 2 times faster in comparison with Rump’s
algorithm. Nevertheless, the accuracy of the results computed by Ogita’s algorithm is
pessimistic with an overestimation factor up to 5. Therefore we consider here only Rump’s
algorithm. Note that the matrices in question here are non-degenerate. Algorithms to
enclose a product of point matrices can be found in [Rum99a, OOO10].

Rump’s algorithm is based on midpoint-radius representation of intervals: each interval
is represented by its midpoint and its radius. Let a = 〈â, α〉 and b =

〈
b̂, β
〉
be two intervals
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represented in midpoint-radius format, with â, b̂ be the midpoints of a,b respectively, and
α, β be the radii of a,b respectively. The basic operations are defined as follows: a⊕ b =

〈
â+ b̂, α + β

〉
,

a� b =
〈
â ∗ b̂, |â| ∗ β + |b̂| ∗ α + α ∗ β

〉
.

(2.2)

The isotonicity of (2.2) is clear. For all a ∈ a and b ∈ b, we have:

|a− â| ≤ α and |b− b̂| ≤ β.

Hence

a ∗ b− â ∗ b̂ = â ∗ (b− b̂) + (a− â) ∗ b̂+ (a− â) ∗ (b− b̂)
⇒ |a ∗ b− â ∗ b̂| ≤ |â ∗ (b− b̂)|+ |(a− â) ∗ b̂|+ |(a− â) ∗ (b− b̂)|

≤ |â| ∗ β + |b̂| ∗ α + α ∗ β
⇒ a ∗ b ∈

〈
â ∗ b̂, |â| ∗ β + |b̂| ∗ α + α ∗ β

〉
∈ a� b.

Regarding the exactness of operations, it can easily be verified that a⊕b = a+b. For the
case of multiplication, except for the case where either one of the two multipliers is punctual
or is centered in zero, (2.2) always provides overestimated results. The overestimation
factor of this formula is provided in Proposition 2.2.2 [Rum99a]:

Definition 2.2.1. A real interval a = 〈a, α〉 not containing 0 is said to be of relative
precision e, 0 ≤ e ∈ R, if

α ≤ e ∗ |a|.

A real interval containing 0 is said to be of relative precision 1.

Proposition 2.2.2. Let a = 〈â, α〉 ∈ IR,b =
〈
b̂, β
〉
∈ IR, and denote the overestimation

of a� b as defined by (2.2) with respect to a ∗ b by

ρ =
rad(a� b)

rad(a ∗ b)
,

where 0/0 is interpreted as 1. Then the following holds.

1. It always holds that ρ ≤ 1.5.

2. If one of the intervals a and b is of relative precision e, then

ρ ≤ 1 +
e

1 + e
.

3. If interval a is of relative precision e, and b is of relative precision f , then

ρ ≤ 1 +
ef

1 + e
.

All estimations are sharp.
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Matrix operations can be defined in the same way as scalar operations. Suppose that
each interval matrix is represented by two punctual matrices, one representing the mid-
points and the other representing the radius. LetA = 〈A,Λ〉 ∈ IRn×n, B = 〈B,Σ〉 ∈ IRn×n{

A⊕B = 〈A+B,Λ + Σ〉 ,
A�B = 〈A ∗B, |A| ∗ Σ + |B| ∗ Λ + Λ ∗ Σ〉 . (2.3)

The main advantage of Rump’s algorithm is that using formula (2.3), an interval matrix
product can be computed by performing merely point matrix products. It means that the
interval matrix product as defined by formula (2.3) can be implemented using existing
optimized libraries for floating-point matrix operations, and can benefit from pipelined or
parallelized implementations.

Nonetheless, care must be taken when implementing (2.3) in finite precision. Indeed, in
the presence of rounding errors, one cannot compute exactly the product of two floating-
point matrices. Therefore, firstly, we have to enclose the midpoint of the result by comput-
ing it following (2.3) twice, in downward and upward rounding modes. Secondly, to guaran-
tee the property of isotonicity, we must compute an upper bound of the radius. According to
(2.3), the expression to compute the radius involves only products of non-negative matrices.
Thus an upper bound of the radius can be obtained by simply evaluating in upward round-
ing mode. Additionally, (2.3) can be rewritten asA�B = 〈A ∗B, (|A|+ Λ) ∗ Σ + |B| ∗ Λ〉.
Therefore, in total, the implementation of Rump’s algorithm in finite precision to compute
an interval matrix product requires only 4 floating-point matrix products together with a
few rounding mode changes.

In regard to accuracy, the addition A⊕B is always exactly equal to A + B in infinite
precision. For the case of multiplication:

A ∗B =

{
n∑
k=1

Ai,k ∗Bk,j, i = 1 : n, j = 1 : n

}

⊆

{
n∑
k=1

Ai,k �Bk,j, i = 1 : n, j = 1 : n

}

⊆

{
n∑
k=1

〈Ai,k ∗Bk,j, |Ai,k| ∗ Σk,j + Λi,k ∗ |Bk,j|+ Λi,k ∗ Σk,j〉 , i = 1 : n, j = 1 : n

}

⊆

{〈
n∑
k=1

Ai,k ∗Bk,j,

n∑
k=1

|Ai,k| ∗ Σk,j + Λi,k ∗ |Bk,j|+ Λi,k ∗ Σk,j

〉}
⊆ 〈A ∗B, |A| ∗ Σ + |B| ∗ Λ + Λ ∗ Σ〉
⊆ A�B.

The overestimation factor of the interval matrix product defined by (2.3) is also given
in [Rum99a]:

Proposition 2.2.3. For A an interval matrix with all components of relative precision e,
and for B an interval matrix with all components of relative precision f , the overestimation
of each component of the result of multiplication is bounded by

1 +
ef

e+ f
.

In any case, the overestimation is uniformly bounded by 1.5.
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The overestimation factor of 1.5 can be achieved, as in the following example.

Example 3. Let’s compute the following interval matrix product by both the natural
algorithm and Rump’s algorithm:

(
[0, 4] [0, 2]
[0, 2] [0, 4]

)
∗
(

[0, 2] [0, 2]
[0, 2] [0, 2]

)
=

(
[0, 12] [0, 12]
[0, 12] [0, 12]

)
.(

[0, 4] [0, 2]
[0, 2] [0, 4]

)
�
(

[0, 2] [0, 2]
[0, 2] [0, 2]

)
=

(
〈2, 2〉 〈1, 1〉
〈1, 1〉 〈2, 2〉

)
�
(
〈1, 1〉 〈1, 1〉
〈1, 1〉 〈1, 1〉

)
=

(
〈3, 9〉 〈3, 9〉
〈3, 9〉 〈3, 9〉

)
=

(
[−6, 12] [−6, 12]
[−6, 12] [−6, 12]

)
.

The overestimation factor of each component is ρ = 18/12 = 1.5.

In practice, the factor between results computed by (2.3) and those computed by (2.1)
is interestingly much smaller than this bound, and in many cases close to 1. In some cases
when the majority of input elements are small, i.e their radius is small with respect to their
midpoint, the matrix product computed by (2.3) is even sharper than that computed by
(2.1).

On the other hand, if all components of A and B are of large relative precision e ≈ 1,
then the overestimation of each component of the result computed by (2.3) is close to 1.5.
This might not be acceptable in some applications, for example in global optimization. In
the following sections we will introduce new algorithms to reduce this overestimation factor
while not deteriorating significantly the performance.

2.3 Algorithm 1 using endpoints representation

In this section, we assume that each interval matrix is represented by two real matrices,
one representing the lower bound and the other representing the upper bound. First, we
study some special cases.

2.3.1 Special cases

If some information about the input matrices is known in advance, then we can efficiently
compute the multiplication using the natural algorithm (2.1) without any overestimation.

Centered-in-zero multiplier

Let a = [a, a] ∈ IR be a centered-in-zero interval, meaning that a = −a and a > 0. Let
b =

[
b, b
]
be an interval, then the product between a and b can be computed by

a ∗ b =
[
a ∗ max(|b|, |b|), a ∗ max(|b|, |b|)

]
= [−a ∗ mag (b) , a ∗ mag (b)] .
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Note that this formula is still valid in the presence of rounding errors, with a ∗ mag (b)
being computed in upward rounding mode. Indeed, suppose that c = 4(a ∗ mag (b)) then
c ≥ a ∗ mag (b), which implies −c ≤ −a ∗ mag (b) ≤ a ∗ mag (b) ≤ c. Hence a ∗ b ⊆ [−c, c].

Due to the symmetry, the interval multiplication can be computed by one punctual
multiplication for the upper bound, followed by one negation to compute the lower bound.
This also holds for a matrix product.

Let A =
[
A,A

]
∈ IRn×n be a centered-in-zero interval matrix, i.e. A = −A and A > 0.

Let B =
[
B,B

]
be an interval matrix, then the product betweenA and B can be computed

by
A ∗B =

[
−A ∗ mag (B) , A ∗ mag (B)

]
. (2.4)

The implementation in floating-point arithmetic simply sets the rounding mode to
upward before computing A ∗ mag (B).

The lower bound is opposite to the upper bound, hence the product A ∗ B requires
only one punctual matrix product.

Non-negative multiplier

Let a = [a, a] ∈ IR be an interval where a ≥ a ≥ 0. Let b =
[
b, b
]
∈ IR be an interval,

then
max(a ∗ b, a ∗ b) = a ∗ b, max(a ∗ b, a ∗ b) = a ∗ b,
min(a ∗ b, a ∗ b) = a ∗ b, min(a ∗ b, a ∗ b) = a ∗ b.

Hence

sup(a ∗ b) = max(a ∗ b, a ∗ b),
inf(a ∗ b) = min(a ∗ b, a ∗ b).

Denote by x+ =

{
x if x ≥ 0
0 if x < 0

and x− =

{
0 if x ≥ 0
x if x < 0

.

It is easy to verify that

max(a ∗ b, a ∗ b) = a ∗ b+ + a ∗ b−

min(a ∗ b, a ∗ b) = a ∗ b− + a ∗ b+

⇒ a ∗ b =
[
a ∗ b− + a ∗ b+, a ∗ b+ + a ∗ b−

]
.

By induction on the dimension of the matrices, we can generalize this formula to matrix
multiplication.

Proposition 2.3.1. For A =
[
A,A

]
∈ IRn×n, with Ai,j ≥ 0 for all 1 ≤ i ≤ n, 1 ≤ j ≤ n,

and B =
[
B,B

]
∈ IRn×n, the multiplication is computed by

A ∗B =
[
A ∗B− + A ∗B+, A ∗B+

+ A ∗B−
]
. (2.5)

Hence, in this case, an interval matrix product requires four punctual matrix products.
Similarly, when A is non-positive, the multiplication is also computed by four punctual

matrix products:

A ∗B =
[
A ∗B− + A ∗B+

, A ∗B+ + A ∗B−
]
. (2.6)
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Not containing zero multiplier

More generally, if one multiplier does not contain zero then we can combine the two previous
subcases.

For a ∈ IR, denote by

a+ = {a ∈ a | a ≥ 0},
a− = {a ∈ a | a ≤ 0}

where the empty interval is replaced by 0.

Proposition 2.3.2. If a does not contain zero then for any b ∈ IR

a ∗ b = a+ ∗ b + a− ∗ b.

Proof. a does not contain zero, hence

• if a ≥ 0 then a+ = a and a− = 0, which gives a+ ∗b+ a− ∗b = a ∗b+ 0 ∗b = a ∗b;

• if a ≤ 0 then a+ = 0 and a− = a, which gives a+ ∗b+ a− ∗b = 0 ∗b+ a ∗b = a ∗b.

Proposition 2.3.2 means that the computation of the interval multiplication in this case
requires eight punctual multiplications.

We can generalize Proposition 2.3.2 to matrix multiplication by induction. One matrix
does not contain zero if each element of this matrix does not contain zero.

Proposition 2.3.3. For A ∈ IRn×n not containing zero, and B ∈ IRn×n, the multiplication
A ∗B can be computed by eight punctual matrix multiplications:

A ∗B =A+ ∗B + A− ∗B

=
[
A+ ∗B− + A+ ∗B+,A+ ∗B+

+ A+ ∗B−
]

+
[
A− ∗B− + A− ∗B+

,A− ∗B+ + A− ∗B−
]

=
[
A+ ∗B− + A+ ∗B+ + A− ∗B− + A− ∗B+

,

A+ ∗B+
+ A+ ∗B− + A− ∗B+ + A− ∗B−

]
.

Note that all the formulae for these special cases provide results without overestimation.

2.3.2 General case

When no information about the input matrices is known in advance, then to compute
exactly the matrix multiplication, it is mandatory to use the natural algorithm (2.1), which
is not efficient. Rump’s algorithm can be seen as decomposing input matrices into two parts,
one punctual part and one centered-in-zero part, then computing sub-products which can
be computed exactly and efficiently, and finally accumulating all the sub-products. Even
though each sub-product can be computed exactly, the final computed result is an enclosure
of the exact result because of the sub-distributivity property of interval arithmetic.
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Let A = 〈A,Λ〉 ∈ IRn×n and B = 〈B,Σ〉 ∈ IRn×n, we have that

A = A+ 〈0,Λ〉
B = B + 〈0,Σ〉

⇒ A ∗B = (A+ 〈0,Λ〉) ∗ (B + 〈0,Σ〉)
⊆ A ∗B + A ∗ 〈0,Σ〉+ 〈0,Λ〉 ∗B + 〈0,Λ〉 ∗ 〈0,Σ〉
⊆ 〈A ∗B, 0〉+ 〈0, |A| ∗ Σ〉+ 〈0,Λ ∗ |B|〉+ 〈0,Λ ∗ Σ〉
⊆ 〈A ∗B, |A| ∗ Σ + Λ ∗ |B|+ Λ ∗ Σ〉 .

With this decomposition, the overestimation in the worst case is 1.5. Our idea is to
find another decomposition such that:

• sub-products can be efficiently computed, and

• the overestimation is small.

As we can see in Section 2.3.1, an interval product can be efficiently computed when
one of the two multipliers is centered in zero or does not contain zero. This leads to our
following proposition of decomposition.

Proposition 2.3.4. Let A be an interval matrix. If A is decomposed into two interval
matrices A0 and A∗ which satisfy:

if 0 ≤ Ai,j ≤ Ai,j then A0
i,j = 0, A∗i,j = Ai,j

if Ai,j ≤ Ai,j ≤ 0 then A0
i,j = 0, A∗i,j = Ai,j

if Ai,j < 0 < |Ai,j| ≤ Ai,j then A0
i,j =

[
Ai,j,−Ai,j

]
, A∗i,j =

[
0, Ai,j + Ai,j

]
if Ai,j < 0 < Ai,j < |Ai,j| then A0

i,j =
[
−Ai,j, Ai,j

]
, A∗i,j =

[
Ai,j + Ai,j, 0

]
(2.7)

then

(1) A0 is centered in zero,

(2) A∗ does not contain zero,

(3) A0 + A∗ = A, and

(4) mag(A0) + mag(A∗) = mag (A).

Proof. Easily deduced from the formulae of decomposition.

Proposition 2.3.5. Let A and B two interval matrices and (A0,A∗) a decomposition of
A by Proposition 2.3.4. Let C the interval matrix being computed by

C = A0 ∗B + A∗ ∗B, (2.8)

then A ∗B is contained in C. Denote A~B = C.

Proof. Following Proposition 2.3.4: A = A0+A∗. Interval multiplication is sub-distributive,
hence

A ∗B = (A0 + A∗) ∗B ⊆ A0 ∗B + A∗ ∗B = C.
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Moreover, A0 is centered in zero and A∗ does not contain zero, according to Section
2.3.1, A0∗B and A∗∗B can be computed exactly using respectively one and eight punctual
matrix products. Hence, it requires in total nine punctual matrix products to compute an
enclosure of A ∗ B by Proposition 2.3.5. Nevertheless, because of the sub-distributivity,
the result computed by this proposition is always an overestimation of the exact result.

The following theorem provides the overestimation factor of this algorithm in case of
scalar inputs.

Theorem 2.3.6. For a ∈ IR,b ∈ IR, with a being decomposed, following Proposition
2.3.4, into two parts: a = a0 +a∗, the overestimation of a~b = a0 ∗b+a∗ ∗b with respect
to a ∗ b is defined as

ρ1 =
diam(a~ b)

diam(a ∗ b)
.

The following holds:

(1) ρ1 is always bounded by 4− 2
√

2;

(2) if either a or b is centered in zero then ρ1 = 1;

(3) if either a or b does not contain zero then ρ1 = 1.

Proof. We will first prove the property (2).
If a is centered in zero then a∗ = 0 → a ∗ b = a0 ∗ b. Thus the result is exact, i.e.

ρ = 1.
If b is centered in zero then

a ∗ b =
[
−mag (a) ∗ b, mag (a) ∗ b

]
a0 ∗ b + a∗ ∗ b =

[
−mag(a0) ∗ b, mag(a0) ∗ b

]
+
[
−mag(a∗) ∗ b, mag(a∗) ∗ b

]
=
[
−(mag(a0) + mag(a∗)) ∗ b, (mag(a0) + mag(a∗)) ∗ b

]
.

Moreover, following Proposition 2.3.4

mag(a0) + mag(a∗) = mag (a) ,

which implies that a~ b = a ∗ b, or ρ1 = 1. Hence, property (2) is true.
Properties (1) and (3) can be proven by inspecting subcases related to the values of a

and b. There are two cases for the value of a, which are “a does not contain zero” and “a
contains zero”.

If a does not contain zero then a0 = 0⇒ a ∗ b = a∗ ∗ b⇒ ρ1 = 1.
If a contains zero. It means that a < 0 < a. The case a < |a| is similar to the case

a > |a|, hence without loss of generality suppose that a > |a|. Following Proposition 2.3.4,
a0 = [a,−a] and a∗ = [0, a+ a]. Hence, following Proposition 2.3.5

a~ b = a0 ∗ b + a∗ ∗ b
= [a,−a] ∗ b + [0, a+ a] ∗ b
= [a ∗ mag (b) ,−a ∗ mag (b)] + [0, a+ a] ∗ b.

There are four subcases for the value of b, which are b ≥ 0, b ≤ 0, b > |b| > 0 > b,
and |b| > b > 0 > b.
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1. Case b ≥ 0

mag (b) = b
⇒ a~ b = [a ∗ mag (b) ,−a ∗ mag (b)] + [0, a+ a] ∗ b

=
[
a ∗ b,−a ∗ b

]
+
[
0, (a+ a) ∗ b

]
=

[
a ∗ b, a ∗ b

]
.

Meanwhile, b ≥ 0→ a ∗ b =
[
a ∗ b, a ∗ b

]
. Hence a~ b = a ∗ b. It means that there

is no overestimation in this case, i.e ρ1 = 1.

2. Case b ≤ 0: this case is similar to the case b ≥ 0. It means that if a contains zero
but b does not contain zero then ρ1 = 1. Hence property (3) is true.

3. Case b > 0 > b and b ≥ |b| → mag (b) = b and (a+ a) ∗ b < 0 < (a+ a) ∗ b. Hence

a~ b = [a ∗ mag (b) ,−a ∗ mag (b)] + [0, a+ a] ∗ b
=

[
a ∗ b,−a ∗ b

]
+
[
(a+ a) ∗ b, (a+ a) ∗ b

]
=

[
(a+ a) ∗ b+ a ∗ b, a ∗ b

]
⇒ diam(a~ b) = a ∗ b− ((a+ a) ∗ b+ a ∗ b)

= a ∗ b ∗ (1− a/a− b/b− a/a ∗ b/b).

As a > 0 > a > −a and b > 0 > b > −b

a ∗ b < 0

a ∗ b < 0 < a ∗ b < a ∗ b
⇒ a ∗ b =

[
min(a ∗ b, a ∗ b), a ∗ b

]
⇒ diam(a ∗ b) = a ∗ b− min(a ∗ b, a ∗ b)

= a ∗ b ∗ (1− min(a/a, b/b)).

Denote by M = max(|a|/a, |b|/b) and m = min(|a|/a, |b|/b) then
0 < m ≤M ≤ 1,

min(a/a, b/b) = −M,

a/a+ b/b = −m−M,

a/a ∗ b/b = m ∗M.

(2.9)

The factor of overestimation is computed by:

ρ1 =
diam(a~ b)

diam(a ∗ b)

ρ1 =
1− a/a− b/b− a/a ∗ b/b

1− min(a/a, b/b)

ρ1 =
1 +M +m−Mm

1 +M

ρ1 = 1 +
m(1−M)

1 +M

ρ1 ≤ 1 +
M(1−M)

1 +M
≡ f(M).
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By studying the variations of the function f(M), with M varying between 0 and 1,
we obtain that f(M) ≤ 4− 2

√
2. Equality holds when M =

√
2− 1.

Hence, ρ1 ≤ 4− 2
√

2. Equality holds when a/a = b/b = 1−
√

2.

4. Case b > 0 > b and b < |b|: this case is similar to the case b > 0 > b and b ≥
|b|. By denoting by M = max(|a|/a, b/|b|) and m = min(|a|/a, b/|b|), the factor of
overestimation in this case is

ρ1 = 1 +
m(1−M)

1 +M
,

which is also bounded by ρ1 ≤ 4− 2
√

2. Equality holds when a/a = b/b = 1−
√

2.

We can also generalize this theorem to the case of matrix multiplication.

Theorem 2.3.7. For A ∈ IRn×n,B ∈ IRn×n, the overestimation factor of each component
of the multiplication defined by Proposition 2.3.5 is bounded by

ρ ≤ 4− 2
√

2.

Moreover, if all the components of either A or B do not contain zero then all the computed
components are exacts.

Proof. By induction from Theorem 2.3.6 and from the fact that

diam(a + b) = diam(a) + diam(b).

Hence, it is clear that the overestimation in the worst case of our algorithm, which is
4− 2

√
2 ≈ 1.18, is smaller than the overestimation in the worst case of Rump’s algorithm,

which is 1.5. For each individual pair of inputs, the following proposition gives a rough
comparison between the two algorithms.

Proposition 2.3.8. For a = [a, a] = 〈a, α〉 ∈ IR, b =
[
b, b
]

= 〈b, β〉 ∈ IR

a~ b ⊆ a� b.

Equality holds when either one of the two inputs is punctual or centered in zero.

Proof. We distinguish between two cases for the values of a and b:

1. Either a or b does not contain zero.

In this case, following Theorem 2.3.6, the overestimation of a ~ b is ρ1 = 1, or in
other words there is no overestimation. Hence, it is obvious that

a~ b ⊆ a� b.

2. Both a and b contain zero. There are four possible sub-cases where:
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(a) a ≥ |a| > 0 > a and b ≥ |b| > 0 > b,

(b) a ≥ |a| > 0 > a and b < 0 < b ≤ |b|,

(c) a < 0 < a ≤ |a| and b ≥ |b| > 0 > b,

(d) a < 0 < a ≤ |a| and b < 0 < b ≤ |b|.

We will consider here only the first sub-case. The proof of the other 3 sub-cases is
similar.

[a, a] and 〈a, α〉 represent the same interval, i.e.{
a = a− α
a = a+ α

and

{
a = 1/2 ∗ (a+ a)
α = 1/2 ∗ (a− a).

Similarly we have{
b = b− β
b = b+ β

and

{
b = 1/2 ∗ (b+ b)

β = 1/2 ∗ (b− b).

We have a ≥ |a| > 0 > a, b ≥ |b| > 0 > b hence α > a > 0 and β > b > 0.

a� b as defined by (2.2) is

mid(a� b) = a ∗ b,
rad(a� b) = |a| ∗ β + α ∗ |b|+ α ∗ β

= a ∗ β + α ∗ b+ α ∗ β.

As mentioned in the proof of Theorem 2.3.6, when a ≥ |a| > 0 > a and b ≥ |b| >
0 > b, a~ b is

a~ b =
[
(a+ a) ∗ b+ a ∗ b, a ∗ b

]
= [2 ∗ a ∗ (b− β) + (a− α) ∗ (b+ β), (a+ α) ∗ (b+ β)]

= [3 ∗ a ∗ b− a ∗ β − α ∗ β − α ∗ β, a ∗ b+ a ∗ β + α ∗ b+ α ∗ β]

= [2 ∗ a ∗ b+ mid(a� b)− rad(a� b), mid(a� b) + rad(a� b)]

⊆ [mid(a� b)− rad(a� b), mid(a� b) + rad(a� b)] as a ∗ b > 0

⊆ a� b.

This proposition can be generalized to the multiplication of interval matrices by in-
duction on row and column indices and by the fact that if a′ ⊆ a and b′ ⊆ b then
a′ + b′ ⊆ a + b. Therefore Proposition 2.3.5 always provides sharper results than those
computed by Rump’s proposition.
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2.3.3 Implementation

We will now detail the implementation of the formula given in Proposition 2.3.5. Using
floating-point arithmetic to implement interval arithmetic, we have to deal with rounding
errors.

For the matrix decomposition as defined by Proposition 2.3.4, the only source of round-
ing error is the addition between the two bounds, as the rest can be expressed in terms of
max and min functions which are free of rounding errors. Hereafter, MatLab notations are
used to describe algorithms: = means assignment. Operations take place between scalars,
vectors or matrices as long as their dimensions agree. Indeed, to increase the parallelism
of algorithm, instead of using loops, we will express algorithms solely in terms of matrix
operations, using MatLab-like syntax.

Let A =
[
A,A

]
∈ IFn×n be an interval matrix, the following algorithm decomposes A

into two parts as defined by Proposition 2.3.4. All operations are componentwise.

Algorithm 2.1 Decomposition algorithm for endpoint intervals

A0 = max(min(−A,A), 0)

A1 = 5(A+ A0)

A2 = 4(A− A0)

The validity of this algorithm is given by the following proposition.

Proposition 2.3.9. Let A =
[
A,A

]
∈ IFn×n be an interval matrix. For A0, A1, A2 ∈ Fn×n

being computed by Algorithm 2.1, it holds that

1. A0 = [−A0, A0],

2. A∗ ⊆ [A1, A2].

Proof. We will inspect several subcases for the component Ai,j, 1 ≤ i, j ≤ n of A:

• If 0 ≤ Ai,j ≤ Ai,j, then A0
i,j = 0 and A∗i,j = Ai,j. For A0i,j we have

A0i,j = max(min(−Ai,j, Ai,j), 0) = max(−Ai,j, 0) = 0.

Since the floating-point addition or subtraction of 0 is exact, then{
A1i,j = 5(Ai,j + A0i,j) = Ai,j
A2i,j = 4(Ai,j − A0i,j) = Ai,j

Hence [−A0i,j, A0i,j] = 0 = A0
i,j, and [A1i,j, A2i,j] =

[
Ai,j, Ai,j

]
= A∗i,j.

• If Ai,j ≤ Ai,j ≤ 0, then A0
i,j = 0 and A∗i,j = Ai,j. For A0i,j we have

A0i,j = max(min(−Ai,j, Ai,j), 0) = max(Ai,j, 0) = 0.

Therefore A1i,j = Ai,j and A2i,j = Ai,j. Hence [−A0i,j, A0i,j] = 0 = A0
i,j, and

[A1i,j, A2i,j] =
[
Ai,j, Ai,j

]
= A∗i,j.
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• If Ai,j < 0 < |Ai,j| < Ai,j, then A0
i,j =

[
Ai,j,−Ai,j

]
, and A∗i,j =

[
0, Ai,j + Ai,j

]
.

A0i,j = max(min(−Ai,j, Ai,j), 0) = max(−Ai,j, 0) = −Ai,j
⇒ A1i,j = 5(Ai,j + A0i,j) = 5(Ai,j − Ai,j) = 0,

A2i,j = 4(Ai,j − A0i,j) = 4(Ai,j + Ai,j).

It is obvious that 4(Ai,j +Ai,j) ≥ Ai,j +Ai,j ⇒
[
0, Ai,j + Ai,j

]
⊆
[
0,4(Ai,j + Ai,j)

]
.

Hence, A∗i,j ⊆ [A1i,j, A2i,j], and [−A0i,j, A0i,j] =
[
Ai,j,−Ai,j

]
= A0

i,j.

• If Ai,j < 0 < Ai,j < |Ai,j|, then A0
i,j =

[
−Ai,j, Ai,j

]
, and A∗i,j =

[
Ai,j + Ai,j, 0

]
.

A0i,j = max(min(−Ai,j, Ai,j), 0) = max(Ai,j, 0) = Ai,j

⇒ A1i,j = 5(Ai,j + A0i,j) = 5(Ai,j + Ai,j),

A2i,j = 4(Ai,j − A0i,j) = 0.

Again, it is obvious that5(Ai,j+Ai,j) ≤ Ai,j+Ai,j⇒
[
Ai,j + Ai,j, 0

]
⊆
[
5(Ai,j + Ai,j), 0

]
.

Hence, A∗i,j ⊆ [A1i,j, A2i,j], and [−A0i,j, A0i,j] =
[
−Ai,j, Ai,j

]
= A0

i,j.

Now we have to compute the two sub-products, which are [−A0, A0]∗B and [A1, A2]∗B.
Following Section 2.3.1,

[−A0, A0] ∗B = [−A0 ∗ mag (B) , A0 ∗ mag (B)] .

Hence to compute [−A0, A0] ∗B, it is only needed to compute its upper bound, which is
A0 ∗mag (B). In the presence of rounding errors, it must be computed in upward rounding
mode.

To compute the multiplication [A1, A2] ∗B using Proposition 2.3.3, it is needed to get
the negative and positive parts of the two bounds of [A1, A2] and B.

For a ∈ F, it is true that a− = min(a, 0) and a+ = max(a, 0).
For a = [a, a] ∈ IF and a does not contain zero, it is true that

a+ = max(a, 0),

a+ = max(a, 0),

a− = min(a, 0),

a− = min(a, 0).

Hence, using Proposition 2.3.3 we can compute the multiplication [A1, A2] ∗B by:

inf([A1, A2] ∗B) = 5(max(A2, 0) ∗ min(B, 0) + max(A1, 0) ∗ max(B, 0)

+ min(A2, 0) ∗ min(B, 0) + min(A1, 0) ∗ max(B, 0)),

sup([A1, A2] ∗B) = 4(max(A2, 0) ∗ max(B, 0) + max(A1, 0) ∗ min(B, 0)

+ min(A2, 0) ∗ max(B, 0) + min(A1, 0) ∗ min(B, 0)).

Finally, the full algorithm is implemented in MatLab as a function called igemm using
the IntLab library as follows.
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1 function R = igemm(A, B)
2 A0 = max(0 ,min(−A. in f ,A. sup ) ) ;
3 setround (−1) ;
4 A1 = A. i n f + A0 ;
5 setround (1 ) ;
6 A2 = A. sup − A0 ;

8 A2a = max(A2 , 0 ) ;
9 A2i = min(A2 , 0 ) ;

10 A1a = max(A1 , 0 ) ;
11 A1i = min(A1 , 0 ) ;

13 B2 = B. sup ;
14 B1 = B. i n f ;
15 B2a = max(B2 , 0 ) ;
16 B2i = min(B2 , 0 ) ;
17 B1a = max(B1 , 0 ) ;
18 B1i = min(B1 , 0 ) ;

20 zeroA = a l l ( a l l (A0 == 0) ) ;
21 i f ( zeroA )
22 A0 = zeros ( s ize (A0 , 1 ) , s ize (B, 2 ) ) ;
23 else
24 A0 = A0 ∗ max(−B. in f , B. sup ) ;
25 end

27 RU = A2a ∗ B2a + A1a ∗ B2i + A2i ∗ B1a + A1i ∗ B1i + A0 ;
28 setround (−1) ;
29 RI = A2a ∗ B1i + A1a ∗ B1a + A2i ∗ B2i + A1i ∗ B2a − A0 ;

31 R = in f sup (RI ,RU) ;
32 end

The IntLab library uses endpoints format to represent real intervals. Each real interval
term (scalar, vector, or matrix) is represented by two floating-point terms of the same size,
one for the lower bound and one for the upper bound. One can obtain the lower bound and
the upper bound of each interval term by using the getter functions, which are .inf and
.sup respectively. Beside basic functions of MatLab, we use here some additional functions:

• setround(rnd) to change the rounding mode according to the input parameter rnd:
1 means upward rounding mode, −1 means downward rounding mode, and 0 means
to-nearest rounding mode;

• infsup(P1, P2) to construct an interval matrix whose lower bound and upper bound
is respectively P1 and P2;

• zeros(m,n) to construct a matrix of m× n null components;

• all(X == 0) to test if all elements of X are non-zero. Indeed, if X is a vector, it
returns 1 if and only if none of the elements of X is zero. If X is a matrix, all(X)
operates on the column of X, returning a row vector of logical 1’s and 0’s.

Lines 2–6 perform the decomposition following Algorithm 2.1, which requires 2 rounding
mode changes. Then we do not change the rounding mode and keep the upward rounding
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Figure 2.1: Performance of igemm.
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mode for the following lines: this has no impact on lines 8–22, and it is the required
rounding mode for line 24 which consists in computing A0 ∗ mag(B), and line 27 which
computes the upper bound of the result. Then we change to downward rounding mode to
compute the lower bound of the result in line 29. In total, this implementation uses only
3 changes of rounding mode.

Practical performance

The igemm function uses in total 9 floating-point matrix products, along with some matrix
operations of order O(n2) to manipulate data. Hence, in theory, the factor in terms of
execution time between igemm and a floating-point matrix product is 9.

In practice, when the matrix dimension is small, the difference between operations of
orderO(n2) and operations of orderO(n3) is small. That is not only because the theoretical
factor n is small, but also that operations of order O(n3) better exploit memory locality
and parallelism.

Test matrices for this set of experiments as well as other experiments in this section
are generated by function rand(n) from MatLab, given n the dimension of the matrix.
This function returns a matrix of size n × n whose components are uniformly distributed
random numbers between 0 and 1.

Since the igemm function uses only a small constant number of BLAS level 3 routines,
the overhead in execution time introduced by the interpretation is negligible. It means that
there is almost no difference in performance in terms of execution time between a MatLab
implementation and other implementations on C or FORTRAN programming language.

As shown on Figure 2.1, when the matrix dimension is small, i.e smaller than 100, the
execution time of igemm with respect to a floating-point matrix multiplication, marked by
the × symbol, is high. Nevertheless, when the matrix dimension gets higher, this factor
gets smaller and gets close to the theoretical factor.

The same phenomenon can be observed with Rump’s algorithm, marked by the +
symbol.

In the implementation, for some special cases, we can reduce the number of floating-
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point matrix products by inspecting the signs of input matrices. For example, if A is a
non-negative matrix then, following Proposition 2.3.1, the interval multiplication requires
only four punctual multiplications. Furthermore, if the upper bound of all the components
of B are of the same sign then either B− or B+ is zero. Hence, in total it requires only
three punctual matrix multiplications.

The best case is when all the components of A are of the same sign, and all the
components of B are of the same sign, though it is not a very common case. In this
case, we need only two punctual matrix multiplications to implement an interval matrix
multiplication.

Implementation issues

Following Proposition 2.3.8, results computed by this algorithm are always included in
results computed by the IntLab library. Especially when one of the multiplier does not
contain zero, then there is no overestimation with this algorithm. For the implementation
using floating-point arithmetic, we face the problem of rounding errors. Therefore, when
the input data are of small relative precision, then results computed by the IntLab library
are curiously even tighter than results computed by this algorithm. This can be explained
by the following example.

Denote by ε the relative machine error for double precision, which is 2−53, then 1 +
2ε, 1 + 4ε and 1 + 6ε are floating-point numbers but 1 + ε, 1 + 3ε and 1 + 5ε are not.
Let’s consider the interval multiplication a ∗ b where a = [1− 2ε, 1 + 2ε] = 〈1, 2ε〉, b =
[1 + 2ε, 1 + 6ε] = 〈1 + 4ε, 2ε〉.

Using the natural algorithm

a ∗ b = [5((1− 2ε) ∗ (1 + 2ε)),4((1 + 2ε) ∗ (1 + 6ε))]

=
[
5(1− 4ε2),4(1 + 8ε+ 12ε2)

]
= [1− ε, 1 + 10ε] .

Using the midpoint-radius representation

mid(a� b) = [5(1 ∗ (1 + 4ε)),4(1 ∗ (1 + 4ε))]

= 1 + 4ε,

rad(a� b) = 4(2ε ∗ (1 + 4ε+ 2ε) + 1 ∗ 2ε)

= 4(4ε+ 12ε2)

= 4ε ∗ (1 + 4ε).

Without having to transform back to endpoints representation, we can see that

diam(a� b) = 8ε ∗ (1 + 4ε) < 11ε = diam(a ∗ b).

This example is somewhat tricky, but its purpose is to show that, taking into account
rounding errors, algorithms’ behavior is different from that of the mathematical model.
Hence, although in theory our algorithm is shown to be always better than Rump’s algo-
rithm in terms of accuracy, in practice it is only true when the intervals’ width is large
enough.

In the following section, we will explore another algorithm which takes advantage of
the decomposition proposition, and which is less prone to rounding errors.
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2.4 Algorithm 2 using midpoint-radius representation

The interval matrix multiplication algorithm addressed in the previous section is based
on the representation of intervals by endpoints. Using this representation, the product
between one interval matrix, which does not contain zero in its interior, and another
interval matrix requires 8 floating-point matrix products. In general, an interval matrix
multiplication as defined by Proposition 2.3.5 requires 9 punctual matrix multiplications.
The overestimation in the worst case of this algorithm is 4− 2

√
2 ≈ 1.18.

In this section, we introduce another algorithm, which is based on the midpoint-radius
representation, to compute the product of two interval matrices. This algorithm also uses
the decomposition of one multiplier matrices into two parts, one which does not contain
zero and the other which is centered in zero.

2.4.1 Scalar interval product

Let us first consider the case of the scalar interval product.
Let a = 〈a, α〉 and b = 〈b, β〉 be two intervals in midpoint-radius representation. Let

us split the problem into four cases where a ≥ 0, a < 0, 0 ≤ a < α, and −α < a ≤ 0.
For each case, we apply the decomposition proposition to compute the product of a and
b, and to eventually deduce a homogeneous formula in midpoint-radius format for all the
four cases.

Case a ≥ 0

When a ≥ 0, a+ α ≥ 0 and a− α ≥ 0. Therefore

sup(a ∗ b) = max((a+ α) ∗ (b+ β), (a− α) ∗ (b+ β))

= a ∗ (b+ β) + max{a ∗ (b+ β),−α ∗ (b+ β)}
= a ∗ (b+ β) + α ∗ |b+ β|,

inf(a ∗ b) = min((a+ α) ∗ (b− β), (a− α) ∗ (b− β))

= a ∗ (b− β) + min(α ∗ (b− β),−α ∗ (b− β))

= a ∗ (b− β)− α ∗ |b− β|.

Hence

mid(a ∗ b) =
sup(a ∗ b) + inf(a ∗ b)

2

=
a ∗ (b+ β) + α ∗ |b+ β|+ a ∗ (b− β)− α ∗ |b− β|

2

= a ∗ b+ α ∗ |b+ β| − |b− β|
2

,

rad(a ∗ b) =
sup(a ∗ b)− inf(a ∗ b)

2

=
a ∗ (b+ β) + α ∗ |b+ β| − (a ∗ (b− β)− α ∗ |b− β|)

2

= a ∗ β + α ∗ |b+ β|+ |b− β|
2

.
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Case a < 0

When a < 0, a+ α < 0 and a− α < 0. Therefore

sup(a ∗ b) = max{(a+ α) ∗ (b− β), (a− α) ∗ (b− β)}
= a ∗ (b− β) + max{α ∗ (b− β),−α ∗ (b− β)}
= a ∗ (b− β) + α ∗ |b− β|,

inf(a ∗ b) = min{(a+ α) ∗ (b+ β), (a− α) ∗ (b+ β)}
= a ∗ (b+ β) + min{α ∗ (b+ β),−α ∗ (b+ β)}
= a ∗ (b− β)− α ∗ |b+ β|.

Hence

mid(a ∗ b) =
sup(a ∗ b) + inf(a ∗ b)

2

=
a ∗ (b− β) + α ∗ |b− β|+ a ∗ (b+ β)− α ∗ |b+ β|

2

= a ∗ b− α ∗ |b+ β| − |b− β|
2

,

rad(a ∗ b) =
sup(a ∗ b)− inf(a ∗ b)

2

=
a ∗ (b− β) + α ∗ |b− β| − (a ∗ (b+ β)− α ∗ |b− β|)

2

= −a ∗ β + α ∗ |b+ β|+ |b− β|
2

.

Denote by sign(a) the sign of a, these two cases where a does not contain zero can be
rewritten by the same formula{

mid(a ∗ b) = a ∗ b+ sign(a) ∗ α ∗ |b+β|−|b−β|
2

,

rad(a ∗ b) = |a| ∗ β + α ∗ |b+β|+|b−β|
2

.

Moreover β ≥ 0, hence

• If b > β ≥ 0 then
{
|b+ β|+ |b− β| = 2 ∗ b,
|b+ β| − |b− β| = 2 ∗ β.

• If β ≥ b ≥ 0 then
{
|b+ β|+ |b− β| = 2 ∗ β,
|b+ β| − |b− β| = 2 ∗ b.

• If 0 ≥ b ≥ −β then
{
|b+ β|+ |b− β| = 2 ∗ β,
|b+ β| − |b− β| = −2 ∗ b.

• If b < −β ≤ 0 then
{
|b+ β|+ |b− β| = −2 ∗ b,
|b+ β| − |b− β| = −2 ∗ β.

It is easy to deduce that

|b+ β|+ |b− β|
2

= max(|b|, β),

|b+ β| − |b− β|
2

= sign(b) ∗ min(|b|, β).
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Therefore {
mid(a ∗ b) = a ∗ b+ sign(a) ∗ α ∗ sign(b) ∗ min(|b|, β),
rad(a ∗ b) = |a| ∗ β + α ∗ max(|b|, β).

(2.10)

Case 0 ≤ a < α

We have a− α < 0 < |a− α| < a+ α. Using the technique of decomposition from section
2.3, a = 〈a, α〉 = [a− α, a+ α] is decomposed into two parts as follows:

a0 = [a− α, α− a] = 〈0, α− a〉 ,
a∗ = [0, 2 ∗ a] = 〈a, a〉 .

As a0 is centered in zero, mid(a0 ∗ b) = 0 and

rad(a0 ∗ b) = (α− a) ∗ mag(b)

= (α− a) ∗ (|b|+ β).

Moreover, a∗ does not contain zero, and following (2.10){
mid(a∗ ∗ b) = a ∗ b+ a ∗ sign(b) ∗ min(|b|, β),
rad(a∗ ∗ b) = a ∗ β + a ∗ max(|b|, β).

Due to the sub-distributivity property of interval arithmetic, we have

a ∗ b ⊆ a0 ∗ b + a∗ ∗ b ≡ a~ b

where

mid(a~ b) = mid(a∗ ∗ b) + mid(a0 ∗ b)
= a ∗ b+ a ∗ sign(b) ∗ min(|b|, β),

rad(a~ b) = rad(a∗ ∗ b) + rad(a0 ∗ b)
= a ∗ β + a ∗ max(|b|, β) + (α− a) ∗ (|b|+ β)
= a ∗ β + α ∗ |b|+ α ∗ β − a ∗ (|b|+ β − max(|b|, β))
= a ∗ β + α ∗ |b|+ α ∗ β − a ∗ min(|b|, β).

Case 0 ≥ a > −α

We have a− α < 0 < a+ α < |a− α|. Using the technique of decomposition from section
2.3, a is decomposed into two parts as follows:

a0 = [−(a+ α), α + a] = 〈0, a+ α〉 ,
a∗ = [2 ∗ a, 0] = 〈a,−a〉 .

As a0 is centered in zero, mid(a0 ∗ b) = 0 and

rad(a0 ∗ b) = (α + a) ∗ mag(b)

= (α + a) ∗ (|b|+ β).

Again, a∗ does not contain zero, following (2.10)

mid(a∗ ∗ b) = a ∗ b+ sign(a) ∗ (−a) ∗ sign(b) ∗ min(|b|, β)
= a ∗ b+ a ∗ sign(b) ∗ min(|b|, β),

rad(a∗ ∗ b) = |a| ∗ β − a ∗ max(|b|, β).
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Due to the sub-distributive property of interval arithmetic, we have

a ∗ b ⊆ a0 ∗ b + a∗ ∗ b ≡ a~ b

where

mid(a~ b) = a ∗ b+ a ∗ sign(b) ∗ min(|b|, β),
rad(a~ b) = |a| ∗ β − a ∗ max(|b|, β) + (α + a) ∗ (|b|+ β)

= |a| ∗ β + α ∗ |b|+ α ∗ β + a ∗ (|b|+ β − max(|b|, β))
= |a| ∗ β + α ∗ |b|+ α ∗ β − |a| ∗ min(|b|, β).

Hence, the last two cases where 0 ≤ a < α or 0 ≥ a > −α can be rewritten in the same
formula {

mid(a~ b) = a ∗ b+ a ∗ sign(b) ∗ min(|b|, β),
rad(a~ b) = |a| ∗ β + α ∗ |b|+ α ∗ β − |a| ∗ min(|b|, β).

(2.11)

Let’s now compare the two formulae (2.10) and (2.11) to deduce a homogeneous formula
for the general case. Let us recall Formula (2.10) for the case where a does not contain
zero: {

mid(a ∗ b) = a ∗ b+ sign(a) ∗ α ∗ sign(b) ∗ min(|b|, β),
rad(a ∗ b) = |a| ∗ β + α ∗ max(|b|, β).

If a does not contain zero, then min(|a|, α) = α.
Otherwise, if a contains zero, then min(|a|, α) = |a|. Hence a = sign(a) ∗ |a| =

sign(a) ∗ min(|a|, α).
Therefore, the midpoint of the two formulae (2.10) and (2.11) can be rewritten in the

same form:

mid(a~ b) = a ∗ b+ sign(a) ∗ min(|a|, α) ∗ sign(b) ∗ min(|b|, β).

Moreover, when a does not contain zero

rad(a ∗ b) = |a| ∗ β + α ∗ max(|b|, β)

= |a| ∗ β + α ∗ (|b|+ β − min(|b|, β))

= |a| ∗ β + α ∗ |b|+ α ∗ β − α ∗ min(|b|, β))

= |a| ∗ β + α ∗ |b|+ α ∗ β − min(|a|, α) ∗ min(|b|, β).

Finally, these two formulae can be rewritten in the same form for both cases, whether
a contains zero or not:

{
mid(a~ b) = a ∗ b+ sign(a) ∗ min(|a|, α) ∗ sign(b) ∗ min(|b|, β),
rad(a~ b) = |a| ∗ β + α ∗ |b|+ α ∗ β − min(|a|, α) ∗ min(|b|, β).

(2.12)

Denote by
{

mmr(a) = sign(a) ∗ min(|a|, α)
mmr(b) = sign(b) ∗ min(|b|, β)

then (2.12) is rewritten by:{
mid(a~ b) = a ∗ b+ mmr(a) ∗ mmr(b),
rad(a~ b) = |a| ∗ β + α ∗ |b|+ α ∗ β − |mmr(a)| ∗ |mmr(b)|. (2.13)
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This formula differs from Rump’s algorithm (2.2) only by the term mmr(a) ∗ mmr(b). It
can be considered as a correction term to Rump’s algorithm. Using this correction term
and the fact that |mmr(a) ∗ mmr(b)| ≤ |mmr(a)| ∗ |mmr(b)|, it is easy to deduce that a~ b is
always included in a�b for all a ∈ IR and b ∈ IR. The following proposition provides an
estimation of the accuracy of a~ b.

Proposition 2.4.1. Let a,b be two intervals. The product between a and b as defined by
(2.13) is:

• equal to the exact product when a or b does not contain zero,

• an enclosure of the exact product with an overestimation factor of less than or equal
to 4− 2

√
2 when both a and b contain zero in its interior.

Proof. Using the decomposition proposition to deduce the formula, the overestimation
factor can also easily be deduced from the previous section.

2.4.2 Matrix and vector operations

Formula (2.13) for the product of two intervals can be generalized to matrix and vector
operations.

Proposition 2.4.2. For A = 〈A,Λ〉 ∈ IRm×n, B = 〈B,Σ〉 ∈ IRn×k, the multiplication
A~B is defined as{

mid(A~B) = A ∗B + mmr(A) ∗ mmr(B),
rad(A~B) = |A| ∗ Σ + Λ ∗ |B|+ Λ ∗ Σ− |mmr(A)| ∗ |mmr(B)|. (2.14)

Then A ∗B ⊆ A~B.

Proof. Matrix and vector operations are both based on dot product. Therefore, the iso-
tonicity of (2.14) can be proven by considering the case of the interval dot product.

Let a and b be two vectors of n intervals.

a ∗ bT =
n∑
i=1

ai ∗ bi

⊆
n∑
i=1

ai ~ bi

⊆
n∑
i=1

〈ai ∗ bi + mmr(ai) ∗ mmr(bi), |ai| ∗ βi + αi ∗ |bi|+ αi ∗ βi − |mmr(ai)| ∗ |mmr(bi)|〉

⊆

〈
n∑
i=1

ai ∗ bi + mmr(ai) ∗ mmr(bi),

n∑
i=1

|ai| ∗ βi + αi ∗ |bi|+ αi ∗ βi − |mmr(ai)| ∗ |mmr(bi)|

〉
⊆
〈
a ∗ bT + mmr(a) ∗ mmr(b)T , |a| ∗ βT + α ∗ |b|T + α ∗ βT − |mmr(a)| ∗ |mmr(b)|T

〉
⊆a~ bT .
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Let a and b be two vectors of n intervals. Because there is no overestimation in interval
addition, and thus diam(x + y) = diam(x)+diam(y), by induction arguments, we can prove
that

diam(a~ b) ≤ (4− 2
√

2) ∗ diam(a ∗ b).

Moreover, if no component of a contains zero, then a~ b = a ∗ b. By consequence, we
get the following theorem.

Theorem 2.4.3. For A = 〈A,Λ〉 ∈ IRm×n, B = 〈B,Σ〉 ∈ IRn×k, the multiplication A~B
is defined as (2.14). It holds that:

1. the overestimation for each component of A~B is always bounded by 4− 2
√

2;

2. if no component of A or B contains zero, then there is no overestimation.

2.4.3 Implementation

To implement this algorithm, we first have to implement the function mmr. Getting the
sign of a matrix is often costly, hence instead of using the original formula we will use an
alternate formula which employs only maximum and minimum functions.

Proposition 2.4.4. For a = 〈a, α〉 ∈ IR

mmr(a) = min(α, max(a,−α)).

Proof. The equivalence of this alternative formula and the original formula can be checked
by inspecting all possible relative positions of a with respect to 0 and α.

1. If a ≥ 0 then sign(a) = 1 and a = |a|. Hence

min(α, max(a,−α)) = min(α, a) = sign(a) ∗ min(|a|, α) = mmr(a).

2. If a < 0 then sign(a) = −1 and max(a,−α) = max(−|a|,−α) = −min(|a|, α) < 0 <
α. Hence

min(α, max(a,−α)) = −min(|a|, α) = sign(a) ∗ min(|a|, α) = mmr(a).

The implementation in IntLab of the function mmr, using the previous proposition,
exhibits some minor improvement. It is faster than the straightforward implementation
using the original formula by a factor 4/3.

Although IntLab library supports both endpoints and midpoint-radius representations
of interval, for real input data, intervals are exposed to the user in endpoints format.
Midpoint-radius format is only used internally for complex data. Hence, to implement our
algorithm, we have to transform the input data from endpoints representation to midpoint-
radius representation before performing computations, and finally transform results from
midpoint-radius representation back to endpoints representation for output.

Using floating-point arithmetic to implement interval arithmetic, rounding errors must
be taken care of when transforming interval data. Transforming from midpoint-radius
representation to endpoints representation is simple.
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Proposition 2.4.5. For a = 〈a, α〉 ∈ IF an interval in midpoint-radius representation, an
enclosing endpoints representation is an interval [a, a] being computed by:

a = 5(a− α),

a = 4(a+ α).

It holds that a ⊆ [a, a].

To transform intervals from endpoints representation to midpoint-radius representation,
we use an algorithm from Intlab library [Rum], which is due to Oishi [Ois98].

Proposition 2.4.6. For a = [a, a] ∈ IF an interval in endpoints representation, an en-
closing midpoint-radius representation is an interval 〈a, α〉 being computed by:

a = 4(a+ a) ∗ 0.5,

α = 4(a− a).

It is true that a ⊆ 〈a, α〉.

The isotonicity of this algorithm is given below.

Proof. Using directed rounding mode, we have that:

α = 4(a− a) ≥ a− a.

Hence, a− α ≤ a.
Moreover

a = 4(a+ a) ∗ 0.5 ≥ (a+ a) ∗ 0.5.

Hence a+ α ≥ a+ (a− a) ≥ 2 ∗ a− a ≥ (a+ a)− a = a.
Combining this with a−α ≤ a, we get a−α ≤ a ≤ a ≤ a+α and thus a ⊆ 〈a, α〉.

Like in Rump’s algorithm, because of rounding errors, the midpoint of the result cannot
be computed exactly using formula (2.14). Hence, we have to compute an enclosure of the
midpoint. It means that it must be computed twice, once with downward rounding mode
and once with upward rounding mode.

What follows is a function named igemm3 implementing this algorithm in MatLab,
using the IntLab library.

1 function C = igemm3(A,B)
2 setRound (1) ; % swi t ch to upward rounding mode
3 mA = ( sup (A) + i n f (A) ) ∗ 0 . 5 ;
4 mB = ( sup (B) + i n f (B) ) ∗ 0 . 5 ;
5 rA = mA − i n f (A) ;
6 rB = mB − i n f (B) ;
7 mmA = min(max(mA,−rA) , rA) ;
8 mmB = min(max(mB,−rB) , rB) ;

10 mCu = mA ∗ mB + mmA ∗ mmB;
11 setRound(−1) ; % swi t ch to downward rounding mode
12 mCd = mA ∗ mB + mmA ∗ mmB;

14 rC = abs (mmA) ∗ abs (mmB) ;
15 setRound (1) ; % swi t ch to upward rounding mode
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16 rC = rA ∗ ( rB + abs (mB) ) + abs (mA) ∗ rB − rC ;

18 mCu = mCu + rC ;
19 setRound(−1) ; % swi t ch to downward rounding mode
20 mCd = mCd − rC ;

22 C = in f sup (mCd, mCu) ;
23 end

This implementation is straightforward with respect to the theoretical formula (2.14).
It is obvious that rC computed at line 14 of the code snippet above is non-negative. Hence
rC computed at line 16 must be smaller or equal to rA ∗ (rB + abs(mB)) + abs(mA) ∗ rB,
which is the radius of Rump’s algorithm.Therefore, apparently, the results computed by this
implementation should be tighter than results computed by the IntLab library. However,
in practice, when all the components of A and B are of small relative precision then the
results computed by the IntLab library are slightly tighter. This is in fact the consequence
of rounding errors. For example, using double precision with mantissa of length 52 bits for
the computations:

4(1 + 2−54 − 2−53) = 4(4(1 + 2−54)− 2−53) = 4((1 + 2−52)− 2−53) = 1 + 2−52 > 1.

With the presence of rounding errors, computed results depend not only on the input
data but also on the order of the computations. With the same example as above, if we
change the order of computations then the computed result is better.

4(1 + 2−54 − 2−53) = 4(1 +4(2−54 − 2−53)) = 4(1− 2−54) = 1.

One useful trick to minimize the effect of rounding errors when performing floating-point
summation is to sum the smaller terms first. It is shown in [Hig02, chap.4] to be the best
strategy (in terms of the accuracy of the final result) when all summands are non-negative.
It is often a good heuristic otherwise. By definition of mmA and mmB, mmA ∗mmB and
abs(mmA) ∗ abs(mmB) should be the smallest among the other sub-products. Because
in the implementation of A ~ B, we need to compute the addition and the subtraction
between midpoint and radius to get the final result in endpoints representations, we will first
compute these two smallest products, then compute the other sub-products to hopefully
reduce rounding errors. This leads to another implementation of the formula (2.14).

1 function C = igemm4(A,B)
2 setRound (1) ;
3 mA = ( sup (A) + i n f (A) ) ∗ 0 . 5 ;
4 mB = ( sup (B) + i n f (B) ) ∗ 0 . 5 ;
5 rA = mA − i n f (A) ;
6 rB = mB − i n f (B) ;

8 mmA = min(max(mA,−rA) , rA) ;
9 mmB = min(max(mB,−rB) , rB) ;

11 setRound(−1) ;

13 rC = abs (mmA) ∗ abs (mmB) ;
14 mCd = mmA ∗ mmB + rC ;

16 setRound (1) ;
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Figure 2.2: Performance of igemm3.

17 mCu = mmA ∗ mmB − rC ;
18 rC = rA ∗ ( rB + abs (mB) ) + abs (mA) ∗ rB ;

20 mCu = mCu + rC ;
21 mCu = mCu + mA ∗ mB;
22 setRound(−1) ;
23 mCd = mCd − rC ;
24 mCd = mCd + mA ∗ mB;

26 C = in f sup (mCd, mCu) ;
27 end

With this new implementation, results computed by (2.14) are at least as accurate as
results computed by the IntLab library when input intervals are small. On the other hand,
when input intervals are thick, this implementation provides results tighter than those
computed by the IntLab library.

Using 7 floating-point matrix multiplication, the theoretical factor of this algorithm
in terms of execution time with respect to floating-point multiplication is 7. In practice,
because of data manipulation which is of order O(n2), when the matrix dimension is small,
the practical factor is much higher than the theoretical factor. The theoretical factor is
only reached when matrix dimension is high enough, i.e larger than 100× 100, see Figure
2.2.

2.5 Conclusion

Using solely floating-point matrix operations to implement interval matrix products, the
performance of our algorithms depends strongly on the performance of the employed
floating-point matrix library. Moreover, these algorithms can be easily parallelized by
using parallelized versions of the floating-point matrix library.

We can use whatever library optimized for the running system is available, with only
one requirement, which is that this library must support upward and downward rounding
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modes. We can cite here for example the ATLAS and GotoBLAS libraries. Unfortunately,
this requirement prevents us from using Strassen-like algorithms or even faster ones [Str69,
Pan84, Hig02] to reduce the complexity of floating-point matrix product to less than O(n3).

Rump’s algorithm computes the interval matrix products very fast, with only four
floating-point matrix products, but suffers from a factor of overestimation in the worst
case of 1.5. Our algorithms provide a trade-off between performance and accuracy. With
five more floating-point matrix products for the first algorithm, and three more floating-
point matrix products for the second algorithm, we manage to reduce the overestimation
factor in the worst case to approximately 1.18. Moreover, when one multiplier does not
contain zero, then our algorithms provide exact results in exact arithmetic. In the presence
of rounding errors, the second proposed algorithm always provides results of smaller width
than those computed by Rump’s algorithm.
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Chapter 3

Verification of the solution of a linear
system

This chapter deals with the verification of the floating-point solutions of linear
systems of equations. Our approach is based on the floating-point iterative re-
finement, applied to the system pre-multiplied by an approximate inverse of the
coefficient matrix. In our method, interval arithmetic is used to compute the
pre-multiplication and the residual. Then interval iterative improvements are
applied, namely the interval Jacobi or Gauss-Seidel iterations. The computed
result is a tight enclosure of the correction term and not merely an approxima-
tion of if. This method is implemented in MatLab using the IntLab library as a
function called certifylss to perform numerical experiments, and to compare
our method with an algorithm proposed by S.M. Rump, which is packed in the
IntLab library as the function called verifylss. Numerical results shows the
high accuracy of the two verified functions at the cost of a longer execution time
in comparison with the MatLab non-verified built-in function. When the con-
dition number of the matrix of the system is small or moderate, certifylss is
faster than verifylss. Nevertheless, certifylss gets slower than verifylss

as the coefficient matrix is ill-conditioned.

3.1 Introduction

In this chapter, our approach is presented for solving a linear system in floating-point arith-
metic and at the same time verifying the computed solution. “Verify” means to compute
an enclosure of the error by switching from floating-point arithmetic to interval arithmetic
to solve the residual system: this yields a guaranteed enclosure of the error between the
exact result and the approximate floating-point result. This idea can be found in the
verifylss function of the IntLab library [Rum]. The function verifylss first computes a
floating-point approximation of the solution using iterative refinement, then it switches to
interval arithmetic to compute a “tight” interval error bound using a method due to Neu-
maier [Neu99]. Our proposal is to use alternately floating-point arithmetic and interval
arithmetic to refine simultaneously the approximation and the error bound.

The use of the residual is the basis of iterative refinement methods [Mol67, Ske80,
Wil63, Hig02]. An enclosure of the error can be computed, using interval arithmetic, by

45
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adapting one of these iterative refinement methods. These two building blocks, i.e, the
floating-point solution of a linear system and the iterative refinement of the error bounds
using interval arithmetic, are combined to produce a more accurate solution along with a
tight enclosure of the error. In practice, the error bound is tight enough to indicate the
number of correct digits of the approximate solution.

3.2 State of the art, verifylss function

It is well known that interval arithmetic allows us to obtain verified results. A very naive
way to apply interval arithmetic is by taking existing floating-point algorithms, replacing
all the input data by punctual intervals, as well as replacing all the arithmetic operations
by their corresponding interval operations. Hence the computed result will be an interval
which includes the exact result. For example, to solve a lower triangular linear system of
equations using Gaussian elimination, performing all the operations in interval arithmetic
yields an enclosure of the solution. Some people tend to think of this technique as a
“sloppy” way to compute a verified result, “sloppy” meaning here “lazy”.

In practice, in some cases, this technique might provide results, which are verified with
a large relative error. In the general case, this technique fails to provide a computed result.
In such a situation, however, it is incorrect to state that the problem is singular. Consider
the following example, taken from [Rum05].

Example 4. Let us solve the triangular linear system
1− ε

1 1
1 1 1
1 1 1 1
1 1 1 1 1



x1
x2
x3
x4
x5

 =


1
1
1
1
1


where ε = 2−53 is the machine relative error. Hence 1 − ε and 1 + 2ε are floating-point
numbers. Nevertheless, 1 + ε is not a floating-point number.

Using forward substitution to solve this lower triangular system in interval arithmetic,
it is obvious that

x1 = 1/(1− ε) = [1, 1 + 2ε]

x2 = 1− x1 = 1− [1, 1 + 2ε] = [−2ε, 0]

x3 = 1− x1 − x2 = 1− [1, 1 + 2ε]− [−2ε, 0] = [−2ε, 2ε]

x4 = 1− x1 − x2 − x3 = 1− [1, 1 + 2ε]− [−2ε, 0]− [−2ε, 2ε] = [−4ε, 4ε]

x5 = 1− x1 − x2 − x3 − x4 = 1− [1, 1 + 2ε]− [−2ε, 0]− [−2ε, 2ε]− [−4ε, 4ε] = [−8ε, 8ε] .

Note that, except for the computation of the first element which leads to an interval
of small width, all the other computations are exact, i.e. no rounding error occurs. By
induction one can prove that, for i ≥ 3,

xi =
[
−2i−2ε, 2i−2ε

]
.
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Hence the width of the computed solution’s components explodes exponentially fast
with respect to row’s index. Meanwhile it is easy to verify that the exact solution is [1/(1−
ε),−ε/(1− ε), 0, 0, 0, 0]T . Moreover, the coefficient matrix is well-conditioned, because

1− ε
1 1
1 1 1
1 1 1 1
1 1 1 1 1


−1

=


1/(1− ε)
−1/(1− ε) 1

−1 1
−1 1

−1 1

 .

The main reason to that explosion is that there is no cancellation in interval arithmetic.
For all x ∈ IR, then x − x 6= 0. Addition and subtraction both increase the width of
intervals. Hence, a naive application of interval arithmetic does not provide good results.
One important trick when working with interval arithmetic is to use original data, in
punctual form, as long as possible [Rum05].

The verifylss function of the IntLab library [Rum] verifies the solution of a linear
system. Its signature is given below

x = verifylss(A, b)

where A can be a floating-point or interval square matrix, and b can be a floating-point or
interval vector. The result x is an interval vector which encloses the hull of the solution
set of the system Ax = b, denoted by �Σ(A, b).

First, verifylss computes an approximate floating-point solution x̃ of the system
mid(A)x = mid(b) using floating-point iterative refinement. Then it switches to interval
arithmetic to compute an enclosure of the error bound upon the floating-point solution.
The interval part of verifylss comprises two stages. The first stage is based on Krawczyk
operator [Rum80, Rum91, Rum05] and the second stage is based on a theorem by Ning &
Kearfott [Han92, Roh93, NK97].

Theorem 3.2.1 (Krawczyk). Let A ∈ IRn×n,b ∈ IRn, R ∈ Rn×n, eK ∈ IRn be given and
suppose

R(b−Ax̃) + (I −RA)eK ⊆ eK . (3.1)

Then for all Ã ∈ A and for all b̃ ∈ b, Ã−1b̃ ∈ x̃+ eK.

Usually, R is set to an approximate inverse of mid(A). By that way, I−RA is hopefully
close to zero, or centered in zero if R is a good approximation of mid(A).

Furthermore, to compute such an interval vector eK , verifylss uses the epsilon-
inflation technique [Rum98, OO09]. Denote by z = R(b − Ax̃), C = I − RA, then
we get a Krawczyk operator: z + Cx = x. The interval eK is initialized to eK0 =
z + 0.1 ∗ rad(z) ∗ [−1, 1]. At each step the fixed-point property (3.1) is checked. If (3.1) is
satisfied then the iterations are terminated. Otherwise, eK is updated simultaneously by
Krawczyk operator and by inflation as follows:

eKi+1 = z + C ∗
(
eKi + 0.1 ∗ rad(eKi ) ∗ [−1, 1]

)
.

The maximum number of iterations is set to 7 in verifylss. If it is not possible to
obtain such an interval vector eK after 7 iterations then verifylss switches to the second
step to compute a tight enclosure of the solution of the system (RA)e = z according to
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[HS81, Han92, Neu99]. The formula for the interval enclosure of the solution set of interval
linear systems of equations, in the case where the coefficient matrix is an H-matrix, is given
by the following theorem of Ning and Kearfott [NK97].

Theorem 3.2.2 (Ning-Kearfott [NK97]). Let A ∈ IRn×n be an H-matrix, b ∈ IRn a
right-hand side,

u = 〈A〉−1|b|, di = (〈A〉−1)ii
and

αi = 〈Aii〉 − 1/di, βi = ui/di − |bi|,
where 〈A〉 is the comparison matrix of A, which is defined by

〈A〉i,j =

{
mig(Ai,j) for i = j,
−mag(Ai,j) for i 6= j.

Then �Σ(A,b) is contained in the vector x with components

xi =
bi + [−βi, βi]
Aii + [−αi, αi]

.

Moreover, if the midpoint of A is diagonal then �Σ(A,b) = x.

To be able to apply the Ning-Kearfott Theorem requires to compute an upper bound
for 〈A〉−1, which amounts in fact to compute an upper bound for |A−1| [Neu90, Section
3.6-3.7, pp104–114]. To that end, according to [Neu99], an approximate inverse of A must
be computed, which costs 2n3FLOPs. This renders the second stage more costly than the
first stage. In return, the second stage allows to obtain a tight enclosure of the solution of
the residual system, even for ill-conditioned problems.

In the following sections, we will introduce our proposed method to avoid having to
compute a tight enclosure of the solution of the residual system without reducing the result
accuracy. In order to obtain an accurate solution, our approach is also based on iterative
refinements. Therefore, the floating-point iterative refinements will be briefly recalled prior
to explaining how to adapt it to interval arithmetic.

3.3 Floating-point iterative refinement
Iterative refinement is a technique for improving a computed solution x̃ of a linear system
Ax = b. First, the approximate solution x̃ is computed by some method. Then, the residual
r = b − Ax̃ of the system for this approximation is computed. The exact error e is the
solution of a linear system involving the matrix A, with r as the right-hand side: Ae = r.
By solving, again approximately, the residual system, a correction term ẽ is obtained and
is used to update the floating-point approximation. This method is sketched in Algorithm
3.1 using MatLab notations. In particular, A \ b means the solution of the linear system
of equations Ax = b computed by some method.

If r and ẽ could be computed exactly, then obviously A(x̃ + ẽ) = Ax̃ + r = b. Hence,
the iteration would converge with just one step. Nevertheless, because of rounding errors,
none of them are computed exactly.

In the first versions of this method, floating-point iterative refinement was used with
Gaussian elimination. Its convergence conditions are provided in [Mol67, Ske80]. Higham
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Algorithm 3.1 Classical iterative refinement
x̃ = A \ b
while (stopping criterion not verified) do
r = b− Ax̃
ẽ = A \ r
x̃ = x̃+ ẽ

end while

[Hig97] gives a more thorough and general analysis for a generic solver and for both fixed
and mixed computing precision. In fixed precision iterative refinement, the working pre-
cision is used for all computations. In mixed precision iterative refinement, residuals are
computed in twice the working precision.

First, it is stated in [Mol67, Hig97] that the rates of convergence of mixed and fixed
precision iterative refinements are similar. It is also stated in [Mol67] that the computing
precision used for residual computations does not materially affect the rate of convergence.
However, the computing precision used for residual computations affects the accuracy of
results. In this section, only forward errors on x̃, namely the relative error ‖x− x̃‖∞/‖x‖∞
and the componentwise relative error ‖ ((xi − x̃i)/xi) ‖∞ are of concern.

Indeed, given a matrix A of dimension n which is not too ill-conditioned, the rel-
ative error, after convergence, of the mixed precision iterative refinement is of order
‖x − x̃‖∞/‖x‖∞ ≈ ε, with ε being the relative machine error related to working preci-
sion [Hig97]. For fixed precision iterative refinement, the relative error, after convergence,
is only of order ‖x− x̃‖∞/‖x‖∞ ≈ 2n cond(A, x)ε: a relative error of order ε is no longer
ensured. Here cond(A, x) denotes the condition number of the linear system when only A
is subject to perturbations [Ske79]. However, this relative error bound is the best that can
be obtained without using higher precision. Usually, fixed precision iterative refinement is
used to get a stable solution of linear systems, such as in [LD03, LLL+06]. Indeed, only
one iteration of iterative refinement with only fixed precision accumulation of the residual
suffices to make Gaussian elimination componentwise backward stable [Ske80].

3.4 Interval iterative refinement

The idea of the interval version of iterative refinement is to compute an enclosure of the
error term instead of approximating it. This enclosure of the error, added to the approxi-
mate solution, yields an enclosure of the exact result. The algorithm proceeds as follows:
a floating-point approximation x̃ of the solution is computed first. Then the residual is
computed using interval arithmetic: it contains the exact residual. The residual system
is now an interval linear system. Hence, the solution e of this interval linear system con-
tains the exact correction of the floating-point approximation. Thus, x̃ + e contains the
exact solution of the original system. Finally, the floating-point approximate solution x̃ is
updated by adding the midpoint of e to it, meanwhile e is centered to zero.

Actually, when computing the initial solution, the residual system is usually pre-
multiplied by R, a floating-point approximate inverse of A, and that multiplication is
performed using interval arithmetic. This operation leads to another interval system:

Ke = z, where K = [RA], z = [Rr]. (3.2)
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Algorithm 3.2 Interval iterative refinement
1: x̃ = A \ b
2: while (stopping criterion not verified) do
3: r = [b− Ax̃] % interval computation
4: e = A \ r
5: x̃ = x̃+ mid (e)
6: e = e− mid (e)
7: end while

The goal is to make the iteration contractant and thus to ensure its convergence. However,
the system now has an interval matrix and solving such a system is NP-hard [RK95, Roh05].

For A ∈ IRn×n,b ∈ IRn, the solution of the interval linear system Ax = b, denoted
by Σ(A,b), is the set of all the solutions of all the possible punctual linear systems taken
from the interval system:

Σ(A,b) = {x ∈ Rn | ∃A ∈ A, ∃b ∈ b : Ax = b}.

Usually, Σ(A,b) is not an interval vector. It is not even a convex set.

Example 5. Consider the following example(
2 [−1, 1]

[−1, 1] 2

)(
x1
x2

)
=

(
[−2, 2]

0

)
. (3.3)

The solution of the above system is given by

Σ(A,b) = {x ∈ R2 | 2|x2| ≤ |x1|, 2|x1| ≤ 2 + |x2|}

which is depicted in Figure 3.1 by the grayed out region.

If A is regular, i.e every A ∈ A is regular, then Σ(A,b) is also bounded, since A and
b are bounded intervals. Hence, the hull of the solution set is defined as follows:

AHb = �Σ(A,b) = [inf(Σ(A,b)), sup(Σ(A,b))] . (3.4)

The hull of the solution set of the system (3.3) is depicted by the dashed rectangular
box in Figure 3.1. Let A−1 denote the matrix inverse of A which is

A−1 = �{Ã−1 | Ã ∈ A}

then we have the following inclusion [Neu90, Eq. (6), Section 3.4, p.93]

AHb ⊆ A−1b, with equality if A is thin.

Algorithms for solving interval linear systems return a box containing the convex hull
of the solution set (3.4), which is thus not the minimal enclosure. Direct algorithms to
enclose the solution of an interval linear system exist [Han92, Roh93, Neu99]. Here we
prefer an iterative refinement method, which reuses some of the previous floating-point
computations. In our case, e is usually relatively small with respect to the approximate
solution of the original system x̃. Hence ideally, the enclosure of the error corresponds to
the last bits of x̃, and does not need to be too tight. Indeed, as it will be shown in the
next section, such an enclosure of that convex hull can be obtained at a cost of O(n2)
operations. This complexity is asymptotically negligible compared to the cost of solving
the original system using floating-point arithmetic.
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Figure 3.1: Solution set of the interval linear system (3.3).

3.4.1 Numerical behavior

Although switching from floating-point arithmetic to interval arithmetic, in this section we
will show that under some conditions, the numerical behavior of x̃ of the interval iterative
refinement is similar to that of the floating-point refinement.

Lemma 3.4.1. Let e∗ be the exact solution of the system Ae = mid(r). If ẽ is a solution
of the system Ae = r then 2e∗ − ẽ is also a solution of the system Ae = r.

Proof. e∗ is the exact solution of the system Ae = mid(r) hence Ae∗ = mid(r).
ẽ is a solution of the system Ae = r, which means that there exists a vector r̃ ∈ r such

that Aẽ = r̃.
Moreover, r̃ ∈ r⇒ |r̃−mid(r)| ≤ rad(r)⇒ mid(r)+(mid(r)− r̃) ∈ r⇒ 2mid(r)− r̃ ∈ r.
Replace mid(r) and r̃ by Ae∗ and Aẽ respectively we get

2Ae∗ − Aẽ ∈ r

⇒ A(2e∗ − ẽ) ∈ r.

Therefore 2e∗ − ẽ is also a solution of the system Ae = r.

The above lemma means that the exact solution of the system Ae = mid(r) is the
midpoint of the exact solution of the system Ae = r. Hence if we can obtain a good
enclosure of the solution of the system Ae = r then

mid(A \ r) = e∗ ∼= A \ mid(r).

r is an enclosure of the residual upon x̃, hence r is computed by

r = [5(b+ A(−x̃)),4(b+ A(−x̃))]

⇒ mid(r) ≈ b− Ax̃.

It means that mid(r) is an approximation of b− Ax̃.
Therefore, ignoring the interval parts, Algorithm 3.2 can be considered as analogous to

the following algorithm
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x̃ = A \ b
while (stopping criterion not verified) do
r̂ = b− Ax̃
ê = A \ r
x̃ = x̃+ ê

end while

One can see that the numerical behavior of x̃ in the above algorithm is similar to that
of the floating-point iterative refinement.

3.4.2 Updating the computed solution

After each step the approximate solution is updated, and also the error bound on it (lines
5 and 6 of Algorithm 3.2). The purpose of this update is to ensure that x̃ + e always
contains the exact solution in its interior. It is worth noting here that, using floating-point
arithmetic, all the punctual operations are subject to rounding errors. Thus to have a
correctly updated solution, interval operations must be used. Lines 5 and 6 of Algorithm
3.2 should be replaced by the following snippet.

x̃′ = x̃+ mid(e)
e = e− [x̃′ − x̃]
x̃ = x̃′

Using [x̃′− x̃] instead of mid(e) seems to inflate the interval a little bit. In fact, if mid(e)
is small in magnitude with respect to x̃, i.e |mid(e)| ≤ 1/2|x̃| which is often the case, then
x̃ and x̃′ have the same sign and even satisfy 1/2x̃ ≤ x̃′ ≤ 2x̃, thus following the Sterbenz
lemma [Ste74], x̃′ − x̃ is exact in floating-point arithmetic.

Moreover, the following inclusion holds

x̃′ + (e− [x̃′ − x̃]) ⊇ x̃′ + (e− x̃′ − x̃) = x̃+ e.

Hence the inclusion property is ensured by this updating process. This updated error
bound will serve as the starting point for the next step, or as the initial solution for the
next refinement: there is no need to recompute it.

Still, to start the refinement, an initial solution of the residual system is needed. In
the following section, we explain how to compute an initial solution of an interval linear
system.

3.4.3 Initial solution

The determination of an initial enclosure of the solution is a main issue in the refinement
method. The entire real line could be considered as an initial enclosure of each component,
but formulae shown in Section 3.4.4 cannot refine it.

The necessary condition to be able to compute an initial enclosure of the interval
linear system Ke = z is that K is invertible, i.e. each real matrix K ∈ K is invertible.
Nevertheless, checking the invertibility of an interval matrix is NP-hard [Roh96, Roh05].
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However, if some sufficient condition is satisfied, an initial enclosure of the solution
of an interval linear system can be computed. For this purpose, we apply the following
proposition to the original, real, matrix A and to the interval right-hand side r.

Proposition 3.4.2 ([Neu90, Prop. 4.1.9, p.121]). Let A ∈ IRn×n be an interval matrix of
dimensions n× n and let C,C ′ ∈ Rn×n.

1. If CAC ′ is an H-matrix then, for all b ∈ IRn, we have

|AHb| ≤ |C ′|〈CAC ′〉−1|Cb|,

2. if 〈CAC ′〉u ≥ v > 0 for some u ≥ 0 then

|AHb| ≤ ‖Cb‖v · |C ′|u,
AHb ⊆ ‖Cb‖v · |C ′|[−u, u],

where AHb is the convex hull of the solution set of the system Ax = b, 〈A〉 is the
comparison matrix of A, whose components are defined by:

〈A〉i,i = min(|ai,i|, ai,i ∈ Ai,i),

〈A〉i,j = −max(|ai,j|, ai,j ∈ Ai,j) for j 6= i,

and ‖b‖v is the scaled norm with respect to v: ‖b‖v = max(|bi|/vi) i ∈ 1, . . . , n.

Following this proposition, a sufficient condition to be able to compute an initial solution
is that we exhibit C and C ′ such that CAC ′ is an H-matrix. In our algorithm, we use
C = R, with R an approximate inverse of A, and C ′ = I. If R is a good approximation of
the inverse of A then CAC ′ = RA ≈ I is an H-matrix. We also need to exhibit u and v
as in the second part of the proposition, to get e = ‖Rr‖v[−u, u] as an initial enclosure of
the system Ae = r.

Because all computations are performed using floating-point (as opposed to exact)
arithmetic, it is necessary to compute RA using interval arithmetic in order to get a
guaranteed result. So the previous proposition is modified as shown below.

Proposition 3.4.3. Let A ∈ Fn×n and R ∈ Fn×n be a floating-point approximate inverse
of A. If 〈[RA]〉u ≥ v > 0 for some u ≥ 0 then:

|A−1r| ≤ ‖Rr‖vu,
A−1r ⊆ ‖Rr‖v · [−u, u].

What remains now is to find a positive vector u so that 〈[RA]〉u > 0. Using [Neu90,
Prop. 3.7.3, p.112], u is set to an approximate solution ũ of the linear system 〈[RA]〉u = e,
where e = (1, . . . , 1)T . Because two important properties of an H-matrix A are that 〈A〉
is regular, and 〈A〉−1e > 0, ũ satisfies ũ ≈ 〈[RA]〉−1e > 0 and 〈[RA]〉ũ ≈ e > 0, for
sufficiently good approximations ũ.

In our case, A is a floating-point matrix. If A is well preconditioned, or more precisely if
RA is close to identity, or diagonally dominant, then it suffices to use the vector (1, . . . , 1)T

as the value of u and the product 〈[RA]〉u is positive. If the test of positivity of 〈[RA]〉u
fails with u = (1, . . . , 1)T , then 〈[RA]〉 is not a diagonally dominant matrix. However it
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does not mean that 〈[RA]〉 is not an H-matrix. In this case, we apply some floating-point
Jacobi iterations in order to compute an approximate solution of the system 〈[RA]〉u = e ≡
(1, . . . , 1)T . Let D,E be the diagonal and off-diagonal parts of 〈[RA]〉. Jacobi iterations
can be expressed by the following formula, where u is the previous iterate, u′ is the new
iterate, and v is the product between 〈[RA]〉 and u:

u′ = D−1(e− Eu) = u+D−1(e− (D + E)u) = u+D−1(e− v).

Let K = 〈[RA]〉 be the comparison matrix of [RA], the algorithm to determine u is
detailed in Algorithm 3.3.

Algorithm 3.3 Testing the H-matrix property
D = diag(K)
e = (1, . . . , 1)T

u = e
v = K ∗ u
nbiter = 10
i = 0
while ( any(v ≤ 0) && i < nbiter ) do
i = i+ 1
u = abs(u+ (e− v)./D)
v = K ∗ u

end while

Note that, in order to ensure that u is a non-negative vector, we take the absolute value
of the updated solution after each refinement. Moreover, as it is not necessary to compute
an accurate solution, the refinement stops as soon as Ku > 0.

If the Jacobi iterative refinement fails to obtain a vector u ≥ 0 such that v = K ∗u > 0
after 10 iterations, then our algorithm stops and issues a message of failure. Each Jacobi
refinement costs only O(n2) floating-point operations, hence the overhead of execution time
introduced by this refinement is negligible.

Nevertheless, Proposition 3.4.3 does not yield a tight enclosure of the solution. The
next section presents methods to improve this interval enclosure.

3.4.4 Interval iterative improvement

There exists several methods of interval iterative improvement, such as the methods of
Jacobi and of Gauss-Seidel (introduced below), or the method of Krawczyk. Krawczyk
method has the quadratic approximation property [Neu90, Section 2.3, p.56], but Gauss-
Seidel iteration always yields tighter intervals than Krawczyk iteration, when applied to a
preconditioned system [Neu90, Theorem 4.3.5, p.138].

The essence of interval iterative improvement methods is to compute an improved
enclosure of the solution from a given initial enclosure of the solution. Given an initial
enclosure e to the interval linear system Ke = z, an improved approximate enclosure is
obtained by writing the linear system satisfied by

ẽ ∈ e : ∃K̃ ∈K,∃z̃ ∈ z : K̃ẽ = z̃.
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Developing the i-th line and separating the i-th component, one gets:

ẽi =

(
z̃i −

i−1∑
j=1

K̃i,j ẽj −
n∑

j=j+1

K̃i,j ẽj

)
/K̃i,i and ẽi ∈ ei.

Replacing punctual terms by the corresponding interval terms yields the formula of the
interval Jacobi iteration:

ẽi ∈ e′i :=

(
zi −

i−1∑
j=1

Ki,jej −
n∑

j=j+1

Ki,jej

)
/Ki,i ∩ ei.

Taking into account the fact that for components that have already been refined, ẽj
belongs to both original value ej and refined valued e′j, ej can be replaced by e′j for j < i
to obtain the Gauss-Seidel iteration:

e′i :=

(
zi −

i−1∑
j=1

Ki,je
′
j −

n∑
j=j+1

Ki,jej

)
/Ki,i ∩ ei. (3.5)

Taking the intersection with the former iterate ei implies the contracting property of
both Jacobi and Gauss-Seidel iterations. Hence, both iterations converge. Nevertheless,
making full use of the refined values, Gauss-Seidel iterations converge much more quickly
than Jacobi iterations. As mentioned in Section 3.4.3, our sufficient condition to compute
an initial solution of the interval residual system is that [RA] is an H-matrix. Under this
condition, Gauss-Seidel iterations converge very quickly.

Let us now detail the complexity of an iteration. For both Jacobi and Gauss-Seidel
iterations, the improvement of each component requires n − 1 interval multiplications,
n interval additions and one interval division. Thus, in total, each Jacobi/Gauss-Seidel
iteration costs O(n2) interval operations. Hence, theoretically, the improvement stage
should not affect the overall cost of the method, which is O(n3).

3.4.5 Detailed algorithm

The complete algorithm we propose is given below, it uses all the building blocks introduced
above.

Complexity

The complexity of the whole algorithm is determined by counting the number of operations
for each step. To be more precise, we distinguish here several types of operations, namely:

• FLOP a floating-point operation in general,
• FMUL a floating-point multiplication,
• FADD a floating-point addition,
• IOP an interval operation in general,
• IMUL an interval multiplication,
• IADD an interval addition.
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Algorithm 3.4 Solving and verifying a linear system
1: Compute the LU decomposition of A: A = L× U
2: Compute an approximation x̃ with a forward and a backward substitution using L and
U

3: Compute R, an approximate inverse of A, by solving RL = inv(U) [Hig02, Chapter
14]

4: Pre-multiply A by R: K = [RA]
5: Test ifK is an H-matrix by computing a non-negative vector u such that 〈K〉u ≥ v > 0
6: if (fail to compute u) then
7: print Failed to verify the solution. The system may be either singular or too ill-

conditioned.
8: return
9: end if

10: Compute the residual r = [b− Ax̃] in double the working precision
11: Pre-multiply the residual by R: z = Rr
12: Compute an initial error bound e = ‖z‖v · [−u, u]
13: while (not converged) do
14: Apply 5 Gauss-Seidel iterations on K, z, and e
15: Update x̃ and e
16: Recompute r and z
17: end while

The LU decomposition of a floating-point matrix costs 4/3n3 FLOPs.
Forward and backward substitution using upper and lower triangular matrices cost

n2 +O(n) FLOPs each [Hig02, chap.8].
Matrix inversion using LU decomposition costs 8/3n3 FLOPs.
Pre-multiplying A by R, assuming that we use directed rounding modes, requires two

floating-point matrix multiplications, one for the upper bound and the other for the lower
bound. Hence in total the preconditioning requires 4n3 FLOPs.

Computing the comparison matrix of K requires 2n2 +O(n) FLOPs.
Testing if 〈K〉 is diagonally dominant is equivalent to a matrix-vector operation. Hence

it costs 2n2 +O(n) FLOPs.
Computing the residual in interval arithmetic requires computing the residual twice in

floating-point arithmetic, once in downward rounding mode and once in upward rounding
mode. Moreover, to increase the result accuracy, the residual is computed in twice the
working precision. Therefore, we will count it by 2n2 +O(n) FLOP2s, where FLOP2 denotes
a floating-point operation in twice the working precision.

Pre-multiplying the residual is a floating-point matrix-interval vector multiplication,
which costs 2n2 +O(n) FLOPs.

Computing the scaled norm of a vector costs only O(n) FLOPs.
For each refinement iteration:

• each Jacobi/Gauss-Seidel iteration costs n2 IMULs + n2 IADDs +O(n) IOPs.

• the updating process requires only O(n) FLOPs.

• recomputing the residual system requires (2n2 +O(n)) FLOP2s+ (2n2 +O(n)) FLOPs.
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As will be shown in section 3.5.1, a floating-point operation in twice the working
precision can be implemented by some floating-point operations in the working preci-
sion, i.e. 1FLOP2 = O(1)FLOPs. One can see that the complexity of the algorithm is
8n3 +O(n2)FLOPs +O(n2)IOPs. Meanwhile, to solve a linear system using floating-point
arithmetic costs 4/3n3+O(n2)FLOPs. Therefore, the theoretical slowdown factor of solving
a linear system in interval arithmetic with respect to floating-point arithmetic is 6.

Stopping criteria

As mentioned in Section 3.4, the width of the interval error decreases after each step. So
it is a non-negative non-increasing series. This property leads to two stopping criteria (for
a study of stopping criteria, see [DHK+06]).

Firstly, we stop the computation whenever reaching a required number of accurate bits.
For example, working with double floating-point numbers, there is no point of getting a
result which is accurate to more than 52 bits. Using interval arithmetic, it is quite easy to
compute the number of exact bits in the result via componentwise relative errors:

nb_bits = −log2
(

max

(
rad (ei)

|x̃i|

))
. (3.6)

Nevertheless, the program can end up without reaching the required number of exact
bits. Hence, we have to detect whether the iteration yields extra correct digits or stagnates.
Let e and e′ be two successive iterates, a second stopping criterion is that no more correct
digit is obtained in any component of the approximation:

max
j

(∣∣rad (e′j)− rad (ej)
∣∣

|x̃(i)j |

)
< ε, (3.7)

with ε being the machine relative error, which is 2−53 for IEEE 754 binary double precision
format.

In cases where none of these two criteria above is matched, it is necessary to stop
the computation when one has tried enough. Practically, in our implementations, the
maximum number of iterations is set to 10. Also, the maximum number of Gauss-Seidel
iterations is set to 5 due to its quick convergence property.

3.5 Numerical experiments
In what follows, the implementation in MatLab, using the interval library IntLab, of Al-
gorithm 5.1, is called certifylss. The computing precision used for all computations is
the IEEE double floating-point precision, except for the residual computation, which is
computed in twice the working precision. The matrices used in the tests are generated by
the MatLab function gallery (′randsvd′, dim, cond), where dim is the matrix dimension
(taken as 1000), and cond is the condition number, which varies between 25 and 250.

3.5.1 Implementation issues

Higher precision for the residual

At the moment, almost no processor supports native quadruple precision. Hence, in order
to obtain a higher precision for the residual computation, we use simulated double-double
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precision which is based on error-free transforms according to [Dek71, HLB01, LDB+02,
ORO05, LL08b, LL08a, Rum09b, Rum09a, NGL09, GNL09].

More precisely, it uses the the error-free transforms for the sum and for the product
of two floating-point numbers. The error-free transform of the sum of two floating-points,
called TwoSum, costs 6FADDs. Moreover, the error-free transform of the product of two
floating-points, called TwoProd, costs 10FADDs and 7FMULs unless an operation of type
Fused-Multiply-Add is available [BM05]. Hence the cost of computing the residual, as
accounted by 2n2 + O(n)FLOP2s in the previous section, using simulated double-double
precision will be translated into FLOPs by 7n2FMULs + 16n2FADDs. Hence, in theory, this
cost can still be considered as O(n2)FLOPs.

1 function r e s = r e s i d u a l (A, x , b)
2 setround (0 )
3 f a c t o r = 2^27 + 1 ;

5 % s p l i t v e c t o r −x in t o two par t s x1 and x2
6 % x1 corresponds to the f i r s t h a l f o f the mantissa , o f h igh

we igh t
7 % x2 corresponds to the second h a l f o f the mantissa , o f low

weigh t
8 x = −x ;
9 y = f a c t o r ∗x ;

10 xbig = y − x ;
11 x1 = y − xbig ;
12 x2 = x − x1 ;

14 n = s ize (A, 1 ) ;

17 r = b ;

19 er2 = zeros (n , 1 ) ;
20 er1 = zeros (n , 1 ) ;
21 for i = 1 : n
22 setround (0) ;
23 % s p l i t a row o f A
24 a = A( : , i ) ;
25 a2 = a ∗ f a c t o r ;
26 abig = a2 − a ;
27 a1 = a2 − abig ;
28 a2 = a − a1 ;

30 % EFT fo r the product
31 p_h = a ∗ x ( i ) ;
32 p_l = a2 ∗ x2 ( i ) − ( ( (p_h − a1 ∗ x1 ( i ) ) − a2 ∗ x1 ( i ) ) − a1

∗ x2 ( i ) ) ;

34 % EFT fo r the sum of h igh par t s o f the product s
35 s = r + p_h ;
36 v = s − r ;
37 e = ( r − ( s − v ) ) + (p_h − v ) ;
38 r = s ;

40 setround (1) ;
41 er2 = er2 + e + p_l ;
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42 er1 = ( er1 − e ) − p_l ;
43 end

45 r e s = r + in f sup (−er1 , er2 ) ;
46 end
47 end

However, it is much worse in practice. The implementation of error-free transforms
needs separate access to columns and rows of matrix, which is disadvantageous in MatLab.
That causes the residual computation to be very slow. For example, on a computer Intel(R)
Core(TM)2 Quad CPU Q9450 of frequency 2.66GHz, a product between two matrices of
dimensions 1000× 1000 takes 0.376557 seconds, a product between a matrix of dimensions
1000× 1000 and a vector of 1000 elements takes 0.001773 seconds. Meanwhile the residual
computed by function residual with the same dimensions takes 0.195453 seconds, which
is roughly half the execution time of matrix multiplication.

Gauss-Seidel vs Jacobi

As mentioned in Section 3.4.5, each Gauss-Seidel iteration as well as each Jacobi iteration
costs n2IMULs + n2IADDs + O(n)IOPs. Nevertheless, making full use of refined values,
Gauss-Seidel iterations converge more quickly than Jacobi iterations. In implementation,
this observation is still true in terms of number of iterations. On the other hand, in terms
of execution time, this observation does not always hold. That is because of parallelism and
memory access problem in MatLab. Each Jacobi iteration can be translated directly into a
matrix-vector multiplication. Hence its performance relies totally on the underlying library.
Meanwhile, a Gauss-Seidel iteration is translated into a series of dot products, which
reduces the possibility of parallelism. Moreover, accessing rows individually in MatLab
is disadvantageous. Hence, in an implementation in MatLab, a Gauss-Seidel iteration is
much slower than a Jacobi iteration.

Therefore, for problems of not too large dimensions, Jacobi iterations are preferable over
Gauss-Seidel iterations in MatLab. Its slower convergence speed with respect to Gauss-
Seidel iterations can be compensated by augmenting the number of iterations, and still
gaining in execution time. This phenomenon has been observed in [BT89, chap.2, Section
2.4 and 2.5, pp.130–142] for parallel implementation of classical iterative methods.

3.5.2 Experimental results

Figure 3.2 depicts results computed by our certifylss function, by the function verifylss
of the IntLab library with the residual being computed in quadruple precision, and non-
verified results computed by MatLab. Using higher precision for residual computation,
verified results provided by the two verified functions: certifylss and verifylss are
much more accurate than non-verified results provided by MatLab, at the price of a higher
execution time. In this experimental set, the execution time of a call to the MatLab’s
function for computing an approximate solution is about 0.1s.

When the coefficient matrix is not too ill-conditioned, i.e. less than 237 in these exper-
iments, both verified functions provide the same accuracy (52 bits). It means that both
verified functions succeed to verify the last bit of the approximate solution. Nevertheless,
certifylss is better than verifylss in terms of execution time.
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Figure 3.2: MatLab implementation results for 1000 × 1000 matrices.

When the condition number increases, an accuracy of 52 bits cannot be obtained any
more. However, the execution time for certifylss becomes higher than the execution
time for verifylss. This is explained by the fact that verifylss uses only floating-point
iterations to refine the approximate solutions, while certifylss uses alternately floating-
point iterations and interval iterations to refine the approximate solutions, and at the
same time the error bounds. As the condition number increases, the number of iterations
also increases. Interval operations are slower than floating-point operations, hence, the
execution time of certifylss increases faster than the execution time of verifylss along
with the increase of the number of iterations.

When the coefficient matrix is not too ill-conditioned, the factor of execution time of
certifylss with respect to the non-verified function of MatLab is about 8. Nevertheless,
when the condition number increases, this theoretical factor is no longer satisfied. It is not
only that interval operations are slow, but also that as the condition number increases, the
number of iterations as well as the time of recomputing the residual increase. As explained
in the previous section, residual computing is costly and it introduces a significant overhead
of execution time to both certifylss and verifylss functions.

When the condition number gets close to 1/ε, both functions fail to verify the solution.
Indeed, a good approximation of the inverse of A cannot be obtained, thus the sufficient
condition that RA is an H-matrix does not hold.
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3.6 Conclusion
Combining floating-point iterative refinement and interval improvement, we are able to
provide accurate results together with a tight error bound upon the approximate solutions.
This error bound, which is indeed an interval vector, enables us to state how many guar-
anteed bits there are in the approximate solutions. When the condition number of the
system is small to moderate, our method succeeds in verifying up to the last bit of the
approximate solution. It means that the computed solution is the exact solution rounded
to a floating-point vector in faithful rounding mode.

Using alternately floating-point iterative refinement and interval improvement also en-
ables us to detect easily when to terminate the refinements, by counting the number of
guaranteed bits as well as by checking improvement in the width of the error bound.
Moreover, our method also checks the feasibility before performing any further refinement.
Therefore our method exhibits better performance than Rump’s algorithm when the matrix
is either well-conditioned or too ill-conditioned.

On the other hand, when the matrix is ill-conditioned, the computation time of our
method increases very fast and becomes much slower than Rump’s algorithm. That is
because the proposed method uses intensively interval operations. The next chapter will
present a technique to overcome this problem.
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Chapter 4

Relaxed method to verify the solution
of a linear system

This chapter presents an improvement of the method presented in Chapter
3. Due to the intensive use of interval operations, the execution time of the
function certifylss increases substantially when the condition number of the
coefficient matrix increases. We introduce a relaxation technique to reduce this
effect. This technique consists in inflating the matrix of the pre-multiplied sys-
tem in such a way that it is centered in a diagonal matrix. Then a product
of that inflated matrix with another interval vector is equivalent to a floating-
point matrix vector product in terms of execution time. The relaxed version of
the function certifylss, also implemented using the IntLab library, is called
certifylss_relaxed. Numerical results show that, when applied to the resid-
ual system, the relaxation technique helps to reduce significantly the execution
time of the method without deteriorating the accuracy of the final results.

4.1 Introduction

The interval improvement step is used to improve the error bound upon a computed ap-
proximation. Nevertheless, an intensive use of interval operations makes the interval im-
provement costly in terms of execution time. Especially when the condition number of the
system is high, the number of iterations is high. The overhead of execution time introduced
by the interval improvement becomes significant and even larger than the execution time
of computing a tight error bound enclosure according to [Neu99].

In this chapter, we introduce a technique, which we shall call the relaxation technique,
to reduce the overhead of execution time introduced by the interval improvement. By
nature, the error bound (i) is an enclosure of the difference between the approximation
and the exact solution and hence (ii) is used to update the approximation. This error
bound should correspond to lost bits in the approximation. Hence, it is not necessary to
compute an error bound with high accuracy. Thus we relax the tightness requirement on
this error bound to speed up the program.
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4.2 Interval improvement: Jacobi and Gauss-Seidel it-
erations

Let A ∈ IRn×n be an H-matrix, b ∈ IRn, and e0 be an initial enclosure of the solution of
the interval linear system

Ae = b. (4.1)

The essence of interval improvement is to compute an improved enclosure of the solution
from e0

e′ = {e ∈ e0 | ∃A ∈ A ∃b ∈ b : Ae = b}.
Let D,L,U be respectively the diagonal, the lower triangular and the upper triangular

parts of A, then A = L + D + U. Jacobi iteration can be expressed by

e′ = D−1(b− (L + U)e0).

Likewise, Gauss-Seidel iteration can also be expressed symbolically in the same way

e′ = D−1(b− (Le′ + Ue0)).

D is a diagonal matrix, its inverse is also a diagonal matrix whose diagonal elements
are the inverse of their corresponding elements of D. Hence, the most expensive part of
Jacobi or Gauss-Seidel iterations is the interval matrix-vector multiplication by L and U.
Even if we use Rump’s fast algorithm for interval matrix multiplication, the theoretical
factor between an interval matrix vector product in terms of execution time with respect
to a floating-point matrix vector product of the same size is 4. However, if we take into
account the execution time for transforming data, for example computing midpoint and
radius of the matrix, then the practical factor is even higher.

When applied to a preconditioned system, A is close to the identity, hence L,U are
close to zero. As it has been observed in Chapter 2 Eq. (2.4), an interval multiplication
between a centered-in-zero matrix and another interval matrix or vector is equivalent to
its floating-point counterpart in terms of execution time. Hence, to gain in performance,
the matrix of the system is enlarged, so as to have its off-diagonal elements centered in
0. Formulas for subsequent operations are thus simplified: the computed intervals are
symmetrical around 0 and only one endpoint is computed, using floating-point arithmetic.
More precisely, we will work with{

L̂ = [−|L|, |L|] ,
Û = [−|U |, |U |] .

(4.2)

Lemma 4.2.1. For x ∈ IR, let x̂ = [−|x|, |x|] then

x ⊆ x̂ and |x| = |x̂|.

We will call x̂ the relaxed version of x.

Proof. From the definition of mag, for all x ∈ x then

|x| ≤ |x| ⇒ −|x| ≤ x ≤ |x| ⇒ x ⊆ x̂.

It is obvious that |x̂| = |x|.
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Hence, L ⊆ L̂ and U ⊆ Û. Denote Â = L̂ + D + Û, then A ⊆ Â, we replace the
original system by the relaxed system

Âe = b. (4.3)

Proposition 4.2.2. Let A,A′ ∈ IRn×n be two regular matrices. Let b ∈ IRn be an interval
vector. If A ⊆ A′ then Σ(A,b) ⊆ Σ(A′,b).

Proof. For all x̃ ∈ Σ(A,b), then

∃Ã ∈ A, ∃b̃ ∈ b such that Ãx̃ = b̃.

As A ⊂ A′, Ã ∈ A′. It implies that x̃ ∈ Σ(A′,b). Therefore Σ(A,b) ⊆ Σ(A′,b).

From Proposition 4.2.2, the solution of the original system (4.1) is included in the
solution of the relaxed system (4.3).

Example 6. Consider the following interval linear system(
4 [−0.5, 1]

[−0.5, 1] 4

)(
x1
x2

)
=

(
4
2

)
.

The relaxed version of this system is(
4 [−1, 1]

[−1, 1] 4

)(
x1
x2

)
=

(
4
2

)
. (4.4)

The solution set of the original system is depicted in Figure 4.1 by the grayed out
region. Meanwhile, the solution set of the relaxed system is depicted by the white region.

1

X
2

X

1

1.5

1 1.5

Figure 4.1: Solution set of the relaxed system.

One can see that the solution set of the relaxed system overestimates the solution set
of the original system. Nonetheless, if the off-diagonal elements of the original system are
almost centered in zero then the grayed out region is close to the white region.

Let us apply the interval improvement to this relaxed system.
The relaxed Jacobi iterations are

e′ = D−1(b− (L̂ + Û)e0).
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The relaxed Gauss-Seidel iterations are

e′ = D−1(b− (L̂e′ + Ûe0)).

Since L̂, Û are centered in zero, L̂ + Û is also centered in zero. According to Section
2.3.1, the product between L̂, Û or L̂ + Û with any interval vector can be computed by
just one punctual matrix-vector product. For x ∈ IRn:

L̂x = [−|L||x|, |L||x|] ,
Ûx = [−|U||x|, |U||x|] ,

(L̂ + Û)x = [−|L + U||x|, |L + U||x|] .

Therefore the execution time of applying the interval improvement to the relaxed system
is much smaller than applying it to the original system. In theory, the factor of execution
time between an interval matrix-vector product with respect to a punctual matrix-vector
product is 4. The relaxed interval iterations also exhibit some advantages over the original
interval iterations regarding storage memory. As Â is a matrix whose off-diagonal com-
ponents are centered in zero, to store Â, it is only needed to store its upper bound as a
floating-point matrix, and its diagonal as an interval vector.

4.2.1 Convergence rate

Let us consider the case of Jacobi iterations

e′ = D−1(b− (L̂ + Û)e0).

Since L̂ + Û is centered in zero, then (L̂ + Û)e0 is centered in zero and

|b− (L̂ + Û)e0| = |b|+ |(L̂ + Û)e0| = |b|+ |L + U||e0|.

Moreover, D−1 is a positive diagonal matrix, hence

|D−1ii | = |1/Dii| = 1/〈Dii〉

which implies that |D−1| = 〈D〉−1.
Therefore

|e′| = 〈D〉−1(|b|+ |L + U||e0|). (4.5)

Equation (4.5) is in fact the Jacobi iteration to compute an approximate solution of
the system (〈D〉 − |L + U|)x = |b|, or 〈Ã〉x = |b|. Therefore, the convergence rate of
the relaxed interval Jacobi iterations is the same as the convergence rate of the real Jacobi
iterations when applied to the system 〈A〉x = |b|.

Denote by u = 〈A〉−1|b| the exact solution of the system 〈A〉x = |b|, then

〈D〉|e′| = |b|+ |L + U||e0|
= 〈A〉u+ |L + U||e0|
= (〈D〉 − |L + U|)u+ |L + U||e0|

⇒ 〈D〉(|e′| − u) = |L + U|(|e0| − u).
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If 〈A〉 is a diagonally dominant matrix, then the Jacobi iterations converge very quickly.
Denote

θ = maxi

{∑
k 6=i |Aik|
〈Aii〉

i = (1, . . . , n)

}
= ‖〈D〉−1|L + U|‖∞

then

‖|e′| − u‖∞ = ‖〈D〉−1|L + U|(|e0| − u)‖∞
≤ ‖〈D〉−1|L + U|‖∞‖|e0| − u‖∞
≤ θ‖|e0| − u‖∞.

Therefore, the series ‖|e0|−u‖∞ converges more quickly than a geometric series of ratio
θ. Moreover, the Jacobi iterations converge even more quickly if the coefficient matrix is
close to the identity, since in this case θ is close to 0.

4.2.2 Accuracy

It is evident that using the relaxed system to improve the solution will produce a larger
enclosure of the solution than the original system. Nonetheless, in the context of our
method, the interval system is a preconditioned system, hence it is nearly centered in a
diagonal matrix if the original system is not too ill-conditioned.

This relaxation technique is not really a new idea. Although it is not explicitly stated so,
this relaxation technique is already used in [HS81, Han92, Neu99]. Let us recall Theorem
3.2.2: the solution of the original system (4.1) is bounded by

�Σ(A,b) ⊆ eo

where
u = 〈A〉−1|b|, di = (〈A〉−1)ii,

αi = 〈A〉ii − 1/di, βi = ui/di − |bi|,

and
eoi =

bi + [−βi, βi]
Aii + [−αi, αi]

.

As L̂ and Û are centered in zero, the midpoint of Â is a diagonal matrix. Thus, applying
Theorem 3.2.2, the hull of the solution set of the interval system Âe = b is computed by

�Σ(Â,b) = ê

where
û = 〈Â〉−1|b|, d̂i = (〈Â〉−1)ii

α̂i = 〈Â〉ii − 1/d̂i, β̂i = ûi/d̂i − |bi|.

and

êi =
bi +

[
−β̂i, β̂i

]
Âii + [−α̂i, α̂i]

.
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We have that Â = L̂ + D + Û and thus Âii = Dii = Aii. Moreover, following Lemma
4.2.1, 〈L̂〉 = 〈L〉 and 〈Û〉 = 〈U〉 ⇒ 〈Â〉 = 〈L̂〉+ 〈D〉+ 〈Û〉 = 〈L〉+ 〈D〉+ 〈U〉 = 〈A〉. It
means that: û = u, d̂ = d, α̂ = α, β̂ = β. Hence eo = ê. In other words, Theorem 3.2.2
computes an enclosure of the solution of (4.1) by computing the hull of the solution set of
the relaxed system (4.3).

Take Example 6 again. Applying Theorem 3.2.2 to compute an enclosure of the solution,
we have

〈A〉 =

(
4 −1
−1 4

)
〈A〉−1 =

(
4/15 1/15
1/15 4/15

)
u = 〈A〉−1|b| =

(
18/15
12/15

)
d =

(
4/15
4/15

)
α =

(
1/4
1/4

)
β =

(
1/2
1

)
e01 = 4+[−1/2,1/2]

4+[−1/4,1/4] = [14/17, 6/5] e02 = 2+[−1,1]
4+[−1/4,1/4] = [4/17, 4/5] .

The interval vector e is in fact the hull of the solution set of the relaxed system (4.4),
which is depicted by the outer dashed box in Figure 4.1. Meanwhile, the exact hull of the
solution set of the original system is

e∗ =

(
[14/15, 68/63]
[4/15, 40/63]

)
which is depicted by the inner dotted dashed box. It is obvious that e∗ is included in
e. Therefore, it is suggested by Neumaier [Neu99] that if the midpoint of the coefficient
matrix is not a diagonal matrix, then some Gauss-Seidel iterations should be applied in
order to obtain a tighter enclosure of the solution.

Nevertheless, the computed result of the interval improvement is not the hull of the
solution of the system Âx = b. Jacobi iterations converge to an interval vector, which is
the solution of the following system of equations:

ei =

(
bi −

∑
k 6=i

Âikek

)
/Ãii i = (1, . . . , n).

The uniqueness of this solution is provided by [Neu90, Theorem 4.4.4, p145], we recall
it below.

Theorem 4.2.3. Let A ∈ IRn×n be an H-matrix. Then for all b ∈ IRn, the system of
equations

ei =

(
bi −

∑
k 6=i

Aikek

)
/Aii i = (1, . . . , n)

has a unique solution z ∈ IRn.
Denote AFb = z. If A is thin then AFb = A−1b.

Applied to the relaxed system, the midpoint of Â is a diagonal matrix and the fixed
point of the Jacobi iterations can be computed by the following theorem [Neu90, Theorem
4.4.10, p150].
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Theorem 4.2.4. Let A ∈ IRn×n be an H-matrix and suppose that mid(A) is diagonal.
Then

|AFb| = 〈A〉−1|b|,

and z = AFb can be expressed in terms of u = 〈A〉−1|b| as

zi =
bi + (〈A〉iiui − |bi|) [−1, 1]

Aii

i = (1, . . . , n).

Consequently, we can compare the enclosure of the solution set of the system Âx = b,
and the enclosure computed by Jacobi iterations.

Corollary 4.2.5. Let A ∈ IRn×n be an H-matrix and suppose that mid(A) is diagonal.
Then for all b ∈ IRn

(1) |AFb| = |AHb|,

(2) rad(AFb) ≤ 2 ∗ rad(AHb).

Proof. Following Theorem 3.2.2, since mid(A) is diagonal, we have

(AHb)i =
bi + [−βi, βi]
Aii + [−αi, αi]

.

Since A is an H-matrix then 0 /∈ Aii. Suppose that Aii > 0, then

|(AHb)i| =
|bi|+ βi
〈A〉ii − αi

=
|bi|+ ui/di − |bi|
〈A〉ii − (〈A〉ii − 1/di)

=
ui/di
1/di

= ui = (〈A〉−1|b|)i.

Following Theorem 4.2.4, |AFb| = 〈A〉−1|b|. Therefore the first equality holds.
Because of the subdistributivity property, we have

(AFb)i =
bi + (〈A〉iiui − |bi|) [−1, 1]

Aii

⊆ bi
Aii

+ (〈A〉iiui − |bi|)
[−1, 1]

Aii

≡ yi,

where

|yi| ≤
∣∣∣∣ biAii

∣∣∣∣+

∣∣∣∣(〈A〉iiui − |bi|) [−1, 1]

Aii

∣∣∣∣ =
|bi|
〈A〉ii

+ (〈A〉iiui − |bi|)
1

〈A〉ii
= ui,

mid(yi) = mid(
bi
Aii

) + mid((〈A〉iiui − |bi|)
[−1, 1]

Aii

) = mid(
bi
Aii

).

Therefore
rad(yi) = |yi| − |mid(yi)| = ui − |mid(bi/Aii)|.

It is obvious that

mid

(
bi
Aii

)
∈ bi

Aii

⊆ bi + [−βi, βi]
Aii + [−αi, αi]

= (AHb)i.

From the definition of the minimal magnitude value, we get:∣∣∣∣mid( bi
Aii

)∣∣∣∣ ≥ 〈(AHb)i〉.
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Hence

2 ∗ rad(AHb)i ≥ |AHb|i − 〈AHb〉i ≥ |AFb|i − |mid (bi/Aii) |
≥ |AFb|i − |mid(AFb)|i ≥ rad(AFb)i.

The case Aii < 0 is similar to the case Aii > 0.

In other words, the above corollary means that when the Jacobi iterations are applied
to the relaxed system, the convergent interval of the iterations is at worst twice larger than
the exact hull of the solution set of the relaxed system.

4.2.3 Initial solution of the relaxed system

With the assumption of A being an H-matrix, an initial enclosure of the solution of the
original system (4.1) can be computed using Proposition 3.4.3.

Let w ∈ Rn be a non-negative vector such that 〈A〉v ≥ w > 0 then:

A−1b ⊆ ‖b‖w · [−v, v] .

Meanwhile, 〈Â〉 = 〈A〉 ⇒ 〈Â〉v ≥ w > 0. It means that the solution of the relaxed
system (4.3) is bounded by the same interval vector as the original system:

Â−1b ⊆ |b|w · [−v, v] .

In Example 6, if v is set to [1, 1]T then

w = 〈A〉v =

(
3
3

)
> 0.

Hence, the initial solution of both the original system and the relaxed system is com-
puted by

‖b‖w · [−v, v] =
4

3

(
[−1, 1]
[−1, 1]

)
=

(
[−4/3, 4/3]
[−4/3, 4/3]

)
.

This initial solution is much larger then the hull of the solution set computed by The-

orem 3.2.2, which is
(

[14/17, 6/5]
[4/17, 4/5]

)
.

On the other hand, from Theorem 4.2.4, if we can obtain an initial solution e0 = [−u, u],
with u = 〈A〉−1|b| then the interval improvement converges after only one Jacobi iteration:

e1i =

(
bi −

∑
k 6=i

Aike
0
k

)
/Aii

=

(
bi −

∑
k 6=i

[−|Aik|uk, |Aik|uk]

)
/Aii

=

(
bi − (

∑
k 6=i

|Aik|uk) [−1, 1]

)
/Aii.
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Since u = 〈A〉−1|b| then 〈A〉iiui +
∑

k 6=i |Aik|uk = |bi| and thus
∑

k 6=i |Aik|uk = |bi| −
〈A〉iiui. It implies that

e1i = (bi − (|bi| − 〈A〉iiui) [−1, 1]) /Aii = zi,

where zi is defined as in Theorem 4.2.4.
Therefore, instead of [1, . . . , 1]T , if we set the value of v to an approximation of the

solution of the system 〈A〉x = |b|, then we obtain a better initial enclosure.

In this example, if we set v to 〈A〉−1|b| =
(

1.2
0.8

)
, then

w = 〈A〉v =

(
4
2

)
> 0.

Hence, the initial enclosure is

‖b‖w · [−v, v] =

(
[−1.2, 1.2]
[−0.8, 0.8]

)
.

This initial enclosure is better than that for v = [1, . . . , 1]T and makes the iterations
converge more quickly. Nonetheless, the computation of an approximation of the solution
of the system 〈A〉x = |b| costs O(n3) floating-point operations and therefore introduces a
significant overhead of execution time to the overall algorithm. Thus we do not use it in
our algorithms.

4.3 Implementation and numerical experiments
In this section we implement a relaxed version, called certifylss_relaxed, of the function
certifylss, in MatLab using the IntLab library to explore the performance as well as the
accuracy of the relaxation technique.

4.3.1 Implementation

There are only some minor modifications in certifylss_relaxed with respect to its pre-
decessor certifylss. First, the preconditioned matrix is inflated, hence it is not necessary
to store the off-diagonal components of the preconditioned matrix as an interval but to
store only their maximal magnitude value. Consequently, to store the product of that
matrix with an interval vector, it is sufficient to store only the maximal magnitude of the
result.

Algorithm 4.1 describes the interval improvement using Jacobi iterations and the re-
laxation technique.

Note that D and K are computed only once, and need not to be recomputed each time
the interval improvement is applied.

4.3.2 Numerical results

The enclosure computed by the relaxed residual system will be of larger relative error than
that of the original system. Nevertheless, in our case, this enclosure is used only to update
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Algorithm 4.1 Interval improvement function refine using relaxed Jacobi iterations
Require: e ∈ IFn be an initial enclosure of the solution of the interval system Ae = z,
where A ∈ IFn×n be an H-matrix, and z ∈ IFn

Ensure: e is improved using Jacobi iterations
D = diag(A)
K = mag(A)
Set the diagonal components of K to 0
while (termination criteria not satisfied) do
setround(1)
tmp = K ∗ mag(e)
e1 = (z + infsup(−tmp, tmp)) ./ D
e = intersect(e, e1)

end while

the approximate solution and to bound the error upon this solution. Hence it is not always
true that the solution computed by certifylss_relaxed is of larger relative precision
than that computed by certifylss.

Figure 4.2 depicts numerical results with matrices of dimensions 1000× 1000 and con-
dition number varying from 25 to 250 for the three verified functions, namely verifylss

of the IntLab library, certifylss, certifylss_relaxed, together with results computed
by MatLab. Again, the matrices used in the tests are generated by the MatLab function
gallery (′randsvd′, dim, cond).

One can see that, although it relaxes the tightness of the error bound enclosure, the
function certifylss_relaxed always provides results of the same accuracy as those com-
puted by the function certifylss. This is also the reason why we do not use the algo-
rithms presented in Chapter 2 for the interval matrix product. Indeed, in this case, it is
not necessary to compute a very accurate enclosure of the interval matrix vector product.

Moreover, if certifylss_relaxed fails to verify the solution then certifylss also
fails and vice versa. That is because the two functions share the same initial error bound
enclosure. Failure to obtain an initial error bound means failure to verify the solution.

Nevertheless, using the relaxation technique helps to reduce a lot the overhead of execu-
tion time introduced by the interval improvement, and therefore it reduces a lot the overall
execution time of the function. As it can be seen on Figure 4.2, certifylss_relaxed is
even almost faster than verifylss except for too ill-conditioned systems.

When the condition number gets close to the machine relative error, there is a drop in
execution time for both certifylss_relaxed and verifylss. It corresponds, for both,
to a failure to compute an initial error bound. In such a case, there is no need to perform
any further iterative refinement and the two functions terminate prematurely without any
certification on the computed approximate solution.

Even though the use of the relaxation technique makes the error bound improvement
phase become negligible in terms of execution time, when the condition number increases,
the execution time increases significantly. Indeed, when the condition number increases,
the number of iterations for refining the approximate solution increases. More precisely,
the dominant computation, in terms of execution time, is the computation of the residual,
as the computing precision is doubled, and thus the computation of the successive residuals
is no more negligible compared to the overall execution time.
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Figure 4.2: Relaxation technique: MatLab implementation results for 1000×1000 matrices.

4.4 Conclusion

By relaxing the exactness to exploit the symmetry of data as well as of operations, the
performance has been significantly improved. At the same time, the relaxed method still
allows to obtain good accuracy. Following Section 4.2.2, the hull of the solution set of
the relaxed system is exactly the enclosure of the solution computed by the Ning-Kearfott
method [NK97]. Moreover, Corollary 4.2.5 shows that the enclosure produced by applying
interval Jacobi iterations on the relaxed system is at worst 2 times larger than the exact
hull of the solution set of the relaxed system. It means that, in comparison with the
Ning-Kearfott method, the relaxed method to compute an enclosure of the solution set
of an interval linear system looses only 1 bit, whereas it costs only O(n2) floating-point
operations, instead of O(n3) floating-point operations for the Ning-Kearfott method.

In the context of our problem, the relaxation technique is applied to the residual system.
Therefore, although deteriorating the tightness of the error bound, in effect, it still allows
to recover the lost bits in the approximate solution. Therefore, it does not deteriorate
the accuracy of the main result. As shown in the Section 4.3, the relaxed method for the
verification of the solution of a linear system is able to guarantee the same number of exact
bits as the original method, which is explained in Chapter 3.

Additionally, using the relaxation technique, each interval improvement step in par-
ticular and the whole method in general can now be expressed almost solely by punctual
operations except for the vectorial componentwise division. Therefore, the performance
of the method relies entirely on the floating-point library employed. It also means that,
without having to use a dedicated interval library, the method can be implemented using
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only floating-point matrix library and appropriate rounding mode control. We can there-
fore use existing libraries which are well optimized for floating-point matrix operations,
such as ATLAS [WP05], GotoBlas [TAC], LAPACK, or the Intel R©Math Kernel Library,
to implement our method.

The relaxation technique works very well with matrices whose midpoint is nearly di-
agonal. Hence it can be applied to any algorithm that needs to precondition the original
system, for example the Krawczyk iterations, to improve the performance of the algorithm.



Chapter 5

Effects of the computing precision

The effect of the computing precisions used for each step of the function
certifylss on the accuracy, i.e. the width, of the final result is studied. The
error analysis shows that, not only the computing precision for the residual
computation, but also the computing precisions used for inverting the matrix,
for pre-multiplying the matrix and for storing the approximate solution influ-
ence the accuracy of the final result. Nonetheless, for the sake of performance,
we choose to increase the computing precision only for storing the approximate
solution. Each approximate solution is stored as an unevaluated sum of two
vectors in the working precision. By decoupling the computation of the resid-
ual and refining the two parts of the approximate solution successively, we can
still obtain results which are guaranteed to almost the last bit with an acceptable
overhead in execution time, even when the coefficient matrix is ill-conditioned.

5.1 Introduction

Classically, in the implementation of iterative refinement using floating-point arithmetic,
the residual is computed using twice the working precision in order to obtain a solution
accurate to the working precision. The working precision is used for all the other compu-
tations, as well as for storing program variables.

In this chapter, we will study the effect of computing precision for each step of our
algorithm. The use of a higher precision will increase the result quality but reduce the
performance of the program. Conversely, a lower precision will increase the performance
of the program at the cost of lower accuracy. Studying the effect of computing precision
at each step allows us to find a trade-off between performance and accuracy.

5.2 Implementation using variable computing precisions

MPFR [FHL+07] and MPFI [RR05] are libraries that offer arbitrary precision for floating-
point arithmetic and interval arithmetic, respectively. Using these two libraries to imple-
ment our algorithms, the computing precision can be tuned at each step in order to study
the effect of these precisions on the result accuracy.

The matrices used in the following tests are generated by the MatLab function gallery
(′randsvd′, dim, cond), where dim is the matrix dimension (taken as 1000), and cond is the
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condition number. The coefficients of the generated matrices are IEEE double floating-
point numbers. The condition number varies between 25 and 250.

In order to clarify each experimental set, let us recall the algorithm.

Algorithm 5.1 Solving and verifying a linear system
1: Compute the LU decomposition of A: A = L× U
2: Compute an approximation x̃ with a forward and a backward substitution using L and
U

3: Compute R, an approximate inverse of A, by solving RL = inv(U) [Hig02, Chapter
14]

4: Pre-multiply A by R: K = [RA]
5: Test ifK is an H-matrix by computing a non-negative vector u such that 〈K〉u ≥ v > 0
6: if (fail to compute u) then
7: print Failed to verify the solution. The system may be either singular or too ill-

conditioned.
8: return
9: end if

10: Compute the residual r = [b− Ax̃] in double the working precision
11: Pre-multiply the residual by R: z = Rr
12: Compute an initial error bound e = ‖z‖v · [−u, u]
13: while (not converged) do
14: Apply five Gauss-Seidel iterations on K, z, and e
15: Update x̃ and e
16: Recompute r and z
17: end while
18: return x̃+ e

5.2.1 Residual computation

First, the precision for all computations is fixed to the working precision, except for the
residual computation, to study its effect on the result accuracy. It means that only line 10
is performed in arbitrary precision, then the result is rounded to the working precision.

Figure 5.1 depicts results obtained with a fixed working precision of 53 bits. When
the condition number decreases, the number of guaranteed correct bits (computed as in
Eq.(3.6)) increases nearly linearly. When the residual computation precision increases,
the number of guaranteed correct bits also increases linearly. However, when the residual
computation precision gets a bit higher than twice the working precision, the number of
correct bits stops increasing: this precision becomes too high and it does not have any
effect when the other precisions remain low. Practically, this phenomenon justifies the use
of twice the working precision for residual computations in iterative methods. From now
on, the computing precision for the residual will be set to twice the working precision.

5.2.2 Floating-point working precision

Next the working precision varies. Only the output precision is fixed. The purpose of this
set of experiments is to check, for a fixed output precision, whether it is mandatory to use
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(From left) (From right)

Figure 5.1: Effects of the residual precision.

a precision equal to the output precision to get a result which is correct to the last bit.
Experimental results are shown in figure 5.2.

For a fixed output precision, the needed working precision depends on the condition
number, and this dependency is again linear. As a rule of thumb [Hig02, chap.1, p.10],
the solution loses one digit of accuracy for every power of 10 in the condition number. On
Figure 5.2, this rule can be interpreted as follows: in order to be able to verify the solution
of the system, when the condition number increases by 1 bit, the computing precision
should be increased also by 1 bit. Nevertheless, the phenomenon is different when the
componentwise relative error is of concern. As revealed on Figure 5.2 by the white line,
when the condition number increases by 2 bits, the computing precision should be increased
by 1 bit in order to get a result which is correct to the last bit.

5.2.3 Needed working precision

In the final set of experiments, the demanded number of correct bits varies, and the minimal
working precision that reaches the prescribed accuracy is determined.

As shown in Figure 5.3, the minimal working precision depends nearly linearly on the
condition number and the number of correct bits demanded.
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Floating working precision seen from top

Figure 5.2: Effects of the working precision.

Figure 5.3: Minimal working precision needed.

5.3 Error analysis

As we can observe in the first set of experiments, and on Figure 5.1, the doubling of the
working precision should be used for residual computation in order to obtain solutions
of smallest relative error. Nevertheless, for ill-conditioned matrices, even if the residual
is computed in twice the working precision or higher, we still cannot guarantee the last
bits of the solution. This phenomenon has been covered in [DHK+06] for floating-point
iterative refinement. For interval iterative refinement, failure to guarantee the last bits
of the solution does not necessarily mean that an accurate floating-point solution cannot
be obtained, but maybe that the iterations fail to compute a tight enclosure upon this
approximate solution.

In this section, the error analysis of the interval iterative refinement is performed in
order to study the effect of computing precisions on the result accuracy. For the sake of
generality, different precisions will be used for each computation phase and for each variable
storage format. Precisions are denoted by machine relative error ε. For a floating-point
format of radix β where the mantissa is coded by p digits, the machine error is ε = β−p+1.
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Precisely, the following precisions will be used in our analysis:

• εw is the working precision, if not mentioned explicitly the computations are per-
formed in the working precision and the variables are stored in the working precision,

• εx is the precision used to store the approximate solution x,

• εi is the precision used to compute an inverse of A,

• εp is the precision used to pre-multiply the coefficient matrix,

• εr and εr are the precisions used to compute and to store the residual respectively.

Let us assume that R is computed by Gauss elimination, using method B following
[Hig02, chap.14, Section 14.3, p.268], which is used by LINPACK’s xGEDI, LAPACK’s
xGETRI, and Matlab’s inv function. Then the backward error is bounded by:

|RA− I| ≤ c′nεi|R| · |L̃| · |Ũ | (5.1)

where c′n is a constant depending on n, the dimension of the problem.
If L̃, Ũ are non-negative, from [Hig02, chap.9, Section 9.3, p.164] we have

|L̃| · |Ũ | ≤ 1

1− γn,i
|A|, where γn,i =

nεi
1− nεi

.

For the general case, using GE without pivoting could return an arbitrarily large ratio
‖|L̃||Ũ |‖/‖A‖. To analyze the stability of GE, we use the growth factor [Hig02, chap.9,
Section 9.3, p.165]

ρn =
maxi,j,k(|akij|)
maxi,j(|aij|)

which involves all the elements akij that occur during the elimination. Using this term we
have the following result, established in [Hig02, Lemma 9.6, Chap.9, p.165]:

Lemma 5.3.1 ([Hig02]). If A = LU ∈ Rn×n is an LU factorization produced by GE without
pivoting then

‖|L̃| · |Ũ |‖∞ ≤ (1 + 2(n2 − n)ρn)‖A‖∞.

Let us now study the effect of pre-multiplying the coefficient matrix by its approximate
inverse in precision εp. Following [Hig02, chap.3, Section 3.5, p.71], the forward error bound
of a floating-point matrix multiplication is bounded by:

K̃ = fl(RA) verifies |K̃ −RA| ≤ γn,p ∗ |R| · |A|, γn,p =
nεp

1− nεp
.

Hence, the width of the pre-multiplied matrix is bounded by:

diam(K) ≤ 2γn,p ∗ |R| · |A|.

Its maximal magnitude value is bounded by:

|K− I| = |K−RA+ (RA− I)|
≤ |K−RA|+ |RA− I|
≤ γn,p|R| · |A|+ c′nεi|R| · |L̃| · |Ũ |. (5.2)
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Let recall that εr and εr are the precisions used to compute and to store the residual
respectively. Let r̃ ∈ Fn be the result of b−Ax̃ computed in floating-point arithmetic with
some rounding mode, then following [Hig02, chap.12, Section 12.1, p.233]

r̃ = b− Ax̃+ ∆r, |∆r| ≤ [εr + (1 + εr)γn+1,r]|A| · |x∗ − x̃|+ 2(1 + εr)γn+1,r|A| · |x∗|

where γn+1,r = (n+ 1)εr/(1− (n+ 1)εr). Hence

r ⊆ A(x∗ − x̃) + midrad(0, [εr + (1 + εr)γn+1,r]|A| · |x∗ − x̃|+ 2(1 + εr)γn+1,r|A| · |x∗|).

Ignoring rounding errors introduced by pre-multiplying the residual, we have

z = Rr ⊆ RA(x∗−x̃)+midrad(0, |R|([εr+(1+εr)γn+1,r]|A|·|x∗−x̃|+2(1+εr)γn+1,r|A|·|x∗|))

which gives

|z| ≤ |RA(x∗ − x̃)|+ |R|([εr + (1 + εr)γn+1,r]|A| · |x∗ − x̃|+ 2(1 + εr)γn+1,r|A| · |x∗|)
≤ |RA| · |x∗ − x̃|+ [εr + (1 + εr)γn+1,r]|R| · |A| · |x∗ − x̃|+ 2(1 + εr)γn+1,r|R| · |A| · |x∗|.

Since x̃ is a floating-point approximate solution, the best bound upon the difference
between x̃ and the exact solution x∗ that can be expected is:

|x̃− x∗| ≤ 1

2
εx|x∗|.

Hence

|z| ≤ 1

2
εx|RA| · |x∗|+ [

1

2
εx[εr + (1 + εr)γn+1,r] + 2(1 + εr)γn+1,r]|R| · |A| · |x∗|. (5.3)

Let D denote the diagonal of K, and E denote the off-diagonal components of K.
Suppose that with the interval improvement, i.e Jacobi or Gauss-Seidel iterations, the
enclosure of the solution of the residual system converges to a fixed point ef then ef

satisfies:

ef = D−1(z− Eef )

⇒ |ef | = |D−1(z− Eef )|
= |D−1| · |z− Eef |.

The necessary condition for Jacobi/Gauss-Seidel to be convergent is that K is an H-
matrix. It implies that D does not contain zero in its interior. Therefore we can suppose
here that D is positive, if it is not the case we simply multiply the rows of K, and the
corresponding element of z, whose diagonal element is negative by −1. Hence

(D−1)ii = 1/Dii

⇒ |D−1|ii = 1/〈Dii〉

⇒ |ef |i =
|(z− Eef |i
〈Dii〉

⇒ |ef |i〈Dii〉 = |z− Eef |i
⇒ |ef |i = |z− Eef |i + (I − 〈D〉)ii|ef |i
⇒ |ef | ≤ |z|+ |E| · |ef |+ |D− I| · |ef |

≤ |z|+ |K− I| · |ef |.
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Lemma 5.3.2. If the midpoint of K is equal to the identity then:

|ef | = |z|+ |K− I| · |ef |.

Proof. The fact that the midpoint of K is equal to the identity implies that E is centered
in zero and the midpoint of D is equal to the identity. One can deduce that:

〈D〉+ |D| = inf(D) + |D| = 2I

⇒ I − 〈D〉 = |D| − I = |D− I|.
Eef =

[
−|E| · |ef |, |E| · |ef |

]
⇒ |z + Eef | = |inf(z)− |E| · |ef |, sup(z) + |E| · |ef ||

= max(inf(z), sup(z)) + |E| · |ef |
= |z|+ |E| · |ef |.

Moreover, D−I is a diagonal matrix and the diagonal components of E are zero, hence
E+ (D− I) = E+D− I = K− I, and |E|+ |D− I| = |E+D− I| = |K− I|, which gives:

|z− Eef |+ (I − 〈D〉)|ef | = |z|+ |E| · |ef |+ |D− I| · |ef |
= |z|+ (|E|+ |D− I|) · |ef |

⇒ |ef | = |z|+ |K− I| · |ef |

which is the sought equality.

Because the best bound that we can expect on |x̃− x∗| is 1
2
εx|x∗|, the best bound that

we can expect on |ef | is also 1
2
εx|x∗|, which gives

|ef | ≤ |z|+ 1

2
|K− I|εx|x∗|.

Using the bound for |K− I| given in (5.2), and the bound for |z| given in (5.3) we have

|ef | ≤ 1

2
εx|RA||x∗|+ dn|R||A||x∗|+

1

2
c′nεiεx|R||L̃||Ũ ||x∗|

where
dn =

1

2
εx[εr + (1 + εr)γn+1,r] + 2(1 + εr)γn+1,r +

1

2
εxγn,p.

From (5.1), one can deduce that

|RA| ≤ I + c′nεi|R| · |L̃| · |Ũ |.

Hence

|ef | ≤ 1

2
εx

(
I + c′nεi|R| · |L̃| · |Ũ |

)
|x∗|+ dn|R| · |A| · |x∗|+

1

2
c′nεiεx|R| · |L̃| · |Ũ | · |x∗|

≤ 1

2
εx|x∗|+ dn|R| · |A| · |x∗|+ c′nεiεx|R| · |L̃| · |Ũ | · |x∗|.

The first term of the above bound corresponds to the rounding error of the computed
result to the working precision, which is unavoidable. Meanwhile the other terms of the
above bound are related to different calculations during the computing process, and indeed
influence the accuracy of the final result: the second term is influenced by the computing
precisions εr and εr used for the residual computation and storage and by the computing
precision εp used for the product K = [RA], and the third term is influenced by the
computing precision εi used to compute the approximate inverse R of A and by the precision
εx used to store the approximate solution x̃.
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5.3.1 Normwise relative error

The normwise relative error of the certified solution is defined as ‖x̃−x
∗‖∞

‖x∗‖∞ . Let us assume
that x̃ is the approximate solution after convergence, then x̃ − x∗ ∈ ef . Therefore the
normwise relative error is bounded by:

‖x̃− x∗‖∞
‖x∗‖∞

≤ ‖ef‖∞
‖x∗‖∞

≤ 1

2
εx + dn

‖|R| · |A| · |x∗|‖∞
‖x∗‖∞

+ c′nεiεx
‖|R| · |L̃| · |Ũ | · |x∗|‖∞

‖x∗‖∞

≤ 1

2
εx + dn

‖R‖∞ · ‖A‖∞ · ‖x∗‖∞
‖x∗‖∞

+ c′nεiεx
‖R‖∞ · ‖|L̃| · |Ũ |‖∞ · ‖x∗‖∞

‖x∗‖∞

≤ 1

2
εx + dn‖R‖∞ · ‖A‖∞ + c′nεiεx‖R‖∞ · ‖|L̃| · |Ũ |‖∞.

Following Lemma 5.3.1 we get

‖x̃− x∗‖∞
‖x∗‖∞

≤ 1

2
εx + dn‖R‖∞ · ‖A‖∞ + c′nεiεx(1 + 2(n2 − n)ρn)‖R‖∞ · ‖A‖∞

≤ 1

2
εx + [dn + c′nεiεx(1 + 2(n2 − n)ρn)]κ̃(A)

≤ 1

2
εx +

1

2
εx[εr + (1 + εr)γn+1,r + γn,p]κ̃(A)

+ 2(1 + εr)γn+1,rκ̃(A) + c′nεiεx(1 + 2(n2 − n)ρn)κ̃(A). (5.4)

Note that, here, we use κ̃(A) = ‖R‖∞ · ‖A‖∞ instead of κ(A), because by definition
κ(A) = ‖|A−1| · |A|‖∞ meanwhile we only have that R is an approximate inverse of A.
Hopefully R ≈ A−1 hence κ̃(A) ≈ κ(A).

(5.4) shows the dependence of the result quality on the condition number of A, as well
as on the different precisions employed in the algorithm. Note that, although the precision
εx is used to store x, the final result is still returned in the working precision εw. Hence,
in order to achieve a solution which is guaranteed to the last bit, the following inequality
must hold

‖x̃− x∗‖∞
‖x∗‖∞

≤ εw.

Suppose that κ̃(A) varies between 1 and 1/εw. It is obvious that x must be stored in a
higher precision than the working precision, i.e. εx ≤ εw. Therefore the term εx

1
2
[εr + (1 +

εr)γn+1,r + γn,p]κ̃(A) is of order O(εw) and does not affect significantly the result accuracy.
Nevertheless, the term 2(1 + εr)γn+1,rκ̃(A) in (5.4) influences the result relative error.

This is in fact the effect of the precision used for residual computation on the result
quality. When A is ill-conditioned, say κ̃(A) = 1

kεw
, with k > 1 but not too big, in order

that 2(1 + εr)γn+1,rκ̃(A) = O(εw), we must have γn+1,r = O(ε2w). It means that twice
the working precision must be used in order to get a result accurate to the last bit in the
working precision.

Nevertheless, doubling the working precision for the residual computation does not
suffice to obtain the result accurate to the last bit in the working precision. One can see
on Figure 4.2 that when the condition number is high, there is a drop in result accuracy.
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That is due to the term c′nεxεi(1+2(n2−n)ρn)κ̃(A) in (5.4). When A is ill-conditioned,
say again κ̃(A) = 1

kεw
with k > 1 but not too big, if we use the working precision to store

the approximate solution and to compute the inverse of A, i.e εx = εw and εi = εw then

c′nεxεi(1 + 2(n2 − n)ρn)κ̃(A) =
c′n(1 + 2(n2 − n)ρn)

k
εw.

It seems that this term is of order O(εw) and does not affect a lot the result quality. It is
true when matrix dimensions are small, but no longer true for matrices of large dimensions.
For example, if n = 1000 then 2(n2 − n) ≈ 221. It makes this term significant and reduces
the result accuracy.

In order to reduce the impact of the term c′nεxεi(1 + 2(n2 − n)ρn)κ̃(A) on the result
quality, one can either reduce εx or εi. That means either increasing the precision to
store x or increasing the precision to compute the inverse of A. Nevertheless, inverting A
costs O(n3) FLOPs. Hence, increasing the precision to invert A will introduce a significant
overhead to the algorithm execution time.

Therefore, we choose to increase the precision for storage format of x. As it will be
shown in the next section, doubling the working precision for the approximate solution will
yield results accurate to the last bit without deteriorating significantly the performance of
the overall algorithm.

5.3.2 Componentwise relative error

Again, since x̃− x∗ ∈ ef , then the componentwise relative error of x̃ is bounded by:

maxi

(
|x̃− x∗|i
|x∗|i

)
≤ maxi

(
|ef |i
|x∗|i

)
≤ 1

2
εx + dnmaxi

(|R| · |A| · |x∗|)i
|x∗|i

+ c′nεiεxmaxi
(|R| · |L̃| · |Ũ | · |x∗|)i

|x∗|i

≤ 1

2
εx + dn

‖R‖∞ · ‖A‖∞ · ‖x∗‖∞
mini(|x∗|i)

+ c′nεiεx
‖R‖∞ · ‖|L̃| · |Ũ |‖∞ · ‖x∗‖∞

mini(|x∗|i)

≤ 1

2
εx +

(
dn‖R‖∞ · ‖A‖∞ + c′nεiεx‖R‖∞ · ‖|L̃| · |Ũ |‖∞

) maxi(|x∗|i)
mini(|x∗|i)

.

One can see that the componentwise relative error bound differs from the normwise
relative error bound only by the factor maxi(|x∗|i)

mini(|x∗|i) , which corresponds to the variation in
absolute value of the components of the exact solution. If all the components of x∗ are
equal then the componentwise relative error is equal to the normwise relative error.

One problem occurs when using componentwise relative error, when there is a null
component in the exact solution. In that case the factor maxi(|x∗|i)

mini(|x∗|i) ∼ ∞, and the relative
error of the null component will also be infinite. Hence we suppose that there is no null
component in the exact solution.
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5.4 Doubling the working precision for approximate so-
lution

To verify the effect of using twice the working precision for the approximate solution, in this
section we implement, in MatLab using the Intlab library, a function called certifylssx,
which follows the Algorithm 5.1 and uses twice the working precision for both computing
the residual and storing the floating-point solution.

The use of higher precision for the approximate solution is likely to increase the al-
gorithm execution time. But we will show later in this section that to achieve the same
accuracy, there is hardly no difference between certifylss and certifylssx in terms of
execution time. Nonetheless certifylssx allows to guarantee more bits when the matrix
is ill-conditioned.

5.4.1 Implementation issues

Since there is no quadruple precision, to store the floating-point solution x̃ we will use a
pair of two vectors of double precision floating-point numbers {x̃1, x̃2}, where x̃1 represents
the high part, i.e the first 53 bits, of x̃, and x̃2 represents the low part of x̃: x̃ = x̃1 + x̃2.
In other words, the approximate solution is now stored as an unevaluated sum x̃1 + x̃2.

Therefore, the residual upon x̃ is computed, always in twice the working precision, by

r = [b− Ax̃]2 = [b− A(x̃1 + x̃2)]2.

An arithmetic using twice the working precision and this representation of numbers as
sums of two floating-point numbers, is called a double-double arithmetic. Implementing
a fully supported package of simulated double-double precision operations, namely sum
and product, is very costly [Dek71, HLB01, LDB+02]. Instead, we reuse the function
for computing the residual in twice the working precision with a minor modification. A
new function called residualxx is implemented. Instead of returning an interval vector
in the working precision which encloses the exact residual, residualxx returns a triple
{r, er1, er2}, where r, er1, and er2 are vectors of double precision floating-point num-
ber: r is an approximation of the exact residual, and er1, er2 are respectively the lower
bound and the upper bound of the difference between r and the exact residual. The pair
{r, infsup(er1, er2)} is in fact the intermediate result of the function residual just be-
fore returning the guaranteed residual as r + infsup(er1, er2) = r + [er1, er2]. Thus,
b−A∗ x̃ ∈ (r+ [er1, er2])−A∗ x̃2 ⊆ [r−A∗ x̃2] + [er1, er2] . Therefore, with this function,
we can compute the residual upon x̃ = {x̃1, x̃2} in twice the working precision by:

[r1 er1 er2] = residualxx(A, x1, b)

r = infsup(er1, er2) + residual(A, x2, r1)

where x1 in the code corresponds to x̃1 and x2 to x̃2.
Moreover, let e2 be the error bound upon x̃ = {x̃1, x̃2}, then x̃2 + e2 is also an error

bound upon x̃1. On the other hand, if e1 is the error bound upon x̃1, then we can use
mid(e1) as x̃2 and e1 − mid(e1) as e2. This means that we can decouple the interval
improvement into two phases to refine x1 and x2 separately. Suppose that x1, an initial
floating-point approximate solution in the working precision, and e1, an initial error bound
upon this approximation, have been computed according to Section 3.2:
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• Phase 1: compute the residual upon x1 as a pair of approximation vector and error
bound vector {r1, er1}. Use the system Ke = (r1 + er1) to improve e1.

• Phase 2: set x2 = mid(e1) and e2 = e1−mid(e1). compute the residual upon x1+x2
and use it to refine e2.

A straightforward implementation would exhibit a slowdown with a factor 2. However,
even if the approximate solution is computed and stored in twice the working precision,
it is possible to implement Phase 2 in such a way that the execution time remains the
same as before, where only the residual computation is performed in twice the working
precision. Indeed, Phase 2 can be considered as updating x1 by x2 and refining the error
bound upon this updated solution. In other words, by decoupling each interval iteration
into two phases, where each one corresponds to one iteration in working precision, there
is no overhead of execution time between the algorithm using extended-precision for the
approximate solution and the one using working precision for the approximate solution.

Regarding the accuracy, the updating process in phase 2 can be considered as being
performed in infinite precision for the approximate solution, which is stored in twice the
working precision. Only the error bound is updated using the working precision. Hence,
it increases the accuracy of the interval iterative refinement.

During the execution, there might be cases where x1 does not change after one iteration,
such as, for example, when we obtain a good approximation of the solution but fail to
compute a tight enclosure upon it. In those cases, there is no need to recompute the
residual upon x1.

Additionally, a tight enclosure of the solution can be obtained right after phase 1 of the
iteration. In that case, the program can terminate without having to proceed to phase 2.

The algorithm is detailed in Algorithm 5.2. Note that, for the sake of simplicity,
Algorithm 5.2 does not use the relaxation technique. In reality, the relaxation technique is
also applied to this algorithm in order to improve the performance.

5.4.2 Numerical results

We performed numerical experiments to compare the two functions certifylssx and
certifylss both in terms of execution time and result accuracy. Matrices are again
generated by the function gallery of MatLab, and the condition number varies between
25 and 250. Numerical results for matrices of dimensions 1000×1000 are depicted on Figure
5.4.

One can see that results computed by certifylssx are guaranteed to almost the last
bit, except in the case of certification failure. Meanwhile, when the matrix is too ill-
conditioned, both functions certifylss and verifylss fail to guarantee the last bit.

Nonetheless, when the matrix is not too ill-conditioned, there is no overhead of execution
time in certifylssx with respect to certifylss. When the matrix is too ill-conditioned,
certifylssx is a bit slower than certifylss at the benefit of gaining guaranteed bits.

5.4.3 Other extended precisions

From the bound (5.4), to improve the result accuracy one can reduce either εx or εi to
compensate for the constant c′n(1+2(n2−n))ρn. As shown in the previous section, doubling
the working precision for the solution allows to obtain very accurate results. In fact, it is
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Algorithm 5.2 Doubling the precision for the approximate solution
Require: A ∈ Fn×n, b ∈ Fn
Ensure: x ∈ Fn is an approximate solution of Ax = b, e ∈ IFn is an error bound on x
R = inv(A)
x = R ∗ b
K = R ∗ intval(A)
Acom = compmat(K)
Find u ≥ 0 such that v = Acom ∗ u > 0 according to Algorithm 3.3
[r1 er1 er2] = residualxx(A, x1, b)
r = r1 + infsup(er1, er2)
z = R ∗ r
e = max(mag(z)./v) ∗ infsup(−u, u)
while (termination criteria not satisfied) do
if (Not the first iteration && x1 changes) then

[r1 er1 er2] = residualxx(A, x1, b)
r = r1 + infsup(er1, er2)
z = R ∗ r

end if
e = refine(K, e, z)
if (termination criteria satisfied) then
break

end if
x2 = mid(e)
e = e− x2
r2 = residual(A, x2, r1) + infsup(er1, er2)
e = refine(K, e, R ∗ r2)
e = x2 + e
tmp = x+ mid(e)
e = e + (x− intval(tmp))
x = tmp
return x and e

end while
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Figure 5.4: Effect of doubling the working precision for the approximate solution.

not really necessary to use twice the working precision. A lower precision is indeed sufficient
to achieve results accurate to the last bit in the working precision. For example, x̃ can be
coded by a couple {x̃1, x̃2} where x̃1 is one vector of IEEE double floating-point numbers
and x̃2 is one vector of IEEE single floating-point numbers. Using a lower precision for
the solution can help to reduce the computation time of each interval improvement step.
Nevertheless, using a lower precision will increase the error upon the residual computation.
Hence, it will decrease the rate of convergence, or in other words, increase the number of
iterations and thus the number of times residual computation is performed.

Figure 5.5 shows a comparison between the above function certifylssx and another
version of it called certifylssxs which uses IEEE single precision for x̃2. One can see
that certifylssxs still succeeds to obtain very accurate results. Moreover, there is not
much difference between the two functions in terms of execution time.

5.5 Conclusion

In contrast to the previous chapter, which consists in relaxing the exactness to improve the
speed, in this chapter, we relax the speed requirement in order to improve the accuracy
by studying the effect of the computing precision on both the accuracy and the speed of
the algorithm. Classically, twice the working precision is used for the residual computation
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Figure 5.5: Effect of other extended precisions.

in order to obtain results which are accurate in the working precision. Nonetheless, in
our case where rigorous error bounds are needed or componentwise relative errors are in
question, doubling the working precision only for the residual computation does not suffice
to guarantee the last bits of the computed results when the matrix is too ill-conditioned.

By performing the error analysis as well as performing some experiments using arbi-
trary precision libraries, namely the MPFR and MPFI libraries, to study the effect of the
precision for each step on the final accuracy, we observed that in order to verify the last
bits of the approximate solution, it is needed to increase either the precision for inverting
the coefficient matrix or the precision for storing the intermediate approximate solution.
Nevertheless, an increase of precision for inverting the coefficient matrix will lead to a
drastic increase of execution time and memory usage. Therefore we chose to increase the
precision for storing the approximate solution. By reusing the procedure for computing the
residual in twice the working precision, the use of twice the working precision for storing
the approximate solution does not harm the algorithm’s speed when the condition number
is small to intermediate. Furthermore, when the matrix is too ill-conditioned, the use of
twice the working precision for the approximate solution helps to obtain very accurate
results, up to the last bit, at a cost of acceptable overhead of execution, as revealed in the
experimental section.



Conclusions and Perspectives

Conclusion

In this thesis, we concentrated on efficient implementations for verified linear algebra using
interval arithmetic. Following the fundamental property of inclusion, interval arithmetic
allows to compute an enclosure of the exact result, or a certificate of accuracy. Neverthe-
less, there are obstacles to the application of interval arithmetic. Firstly, interval arithmetic
suffers from low performance in comparison with floating-point arithmetic. Secondly, al-
gorithms using interval arithmetic usually provide results of large overestimation if care
is not taken when implementing them. Our main contribution is to find and implement
algorithms which run fast and at the same time provide sharp enclosures of the exact re-
sults. Two fundamental problems are addressed in this thesis, namely the multiplication of
interval matrices and the verification of the solution to a linear system. For each problem,
our contributions can be summarized as follows.

Multiplication of interval matrices

Using the natural algorithm to implement the multiplication of interval matrices suffers
from very low performance due to the use of too many changes of rounding modes as well
as maximal and minimal functions. S. M. Rump proposed an efficient algorithm which is
based on midpoint-radius representation of intervals and uses merely floating-point matrix
products. This is the fastest implementation till now and costs only 4 floating-point matrix
products. Nevertheless, Rump’s algorithm always provides overestimated results, and the
factor of overestimation in the worst case is 1.5.

We present in this thesis two new algorithms, which are based respectively on endpoints
and midpoint-radius representations of intervals and offer new trade-offs between speed
and accuracy. In order to reduce the overestimation factor, we introduce a new scheme for
decomposing intervals. Each component of one input matrix is decomposed into 2 parts,
one which is centered in zero and the other which is the largest interval as possible which
does not contain zero in its interior. With this decomposition, both new algorithms can be
implemented using merely floating-point matrix products. They cost 9 and 7 floating-point
matrix products respectively, and thus they are a bit slower than Rump’s algorithm. In
return, the factor of overestimation in the worst case of both new algorithms is reduced
to less than 1.18. Furthermore, if all the components of one multiplier matrix does not
contain zero, then the computed result is exact in the absence of rounding error. In practice,
even in the presence of rounding errors, our implementation of the second algorithm yields
accurate results, conforming to this theoretical result.

89
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Verify the solution of a linear system of equations

In order to compute a sharp enclosure of the solution of a linear system, we adapt floating-
point iterative refinement to interval arithmetic. First, an initial approximate solution is
computed using floating-point arithmetic. Then we switch to interval arithmetic to com-
pute the residual. Still in interval arithmetic, the residual system is pre-multiplied by an
approximate inverse of the matrix and is used to refine the error bound using either interval
Jacobi or interval Gauss-Seidel iterations. The combination of floating-point refinement
and interval improvement allows us to obtain accurate results together with a tight en-
closure of error bound. However, as the condition number increases, the execution time
increases drastically. Moreover, as the matrix gets too ill-conditioned, this method fails to
guarantee the last bits of computed result.

To tackle the first problem, we introduce the relaxation technique which consists in
relaxing the exactness to gain in performance. The pre-multiplied matrix is indeed inflated
in such a way that its midpoint is a diagonal matrix. Exploiting the symmetry of interval
data helps to reduce significantly the execution time of the interval improvement phase.
Nonetheless, the result accuracy is not affected by this relaxation. Although the error
bound becomes larger due to inflated data, it is still able to recover the lost bits in the
approximate solution.

The second problem is solved by applying extra-precise refinement, where extended
precision is used not only for residual computation but also for storing the approximate
solution, since the precision for the approximate solution influences the result accuracy
when the matrix is too ill-conditioned. Numerical experiments have shown that by using
extended precision for the approximate solution, our method provides very accurate re-
sults which are guaranteed to almost the last bit at the cost of an acceptable overhead of
execution time.

Perspectives

During my Ph. D. preparation, MatLab is used as experimental environment. It allows
to obtain quickly a “proof of concept” for the performance as well as the accuracy of the
proposed algorithms. Nevertheless, because of the overhead in execution time introduced
by the interpretation, functions implemented in MatLab suffer from low performance when
employing loops such as the for and while loops, or when accessing separately rows and
columns of matrices.

Nonetheless, an implementation in other programming languages, such as C or FOR-
TRAN, does not suffer from these problems. By making direct calls to BLAS level 3
routines and accessing directly columns of the matrices, one can obtain a better implemen-
tation of the Gauss-Seidel iterations, and especially the residual computation. Although the
residual computation costs O(n2) floating-point operations, an implementation in MatLab
is much more expensive in terms of execution time as explained in Section 3.5.1. Therefore,
a better implementation of the residual computation will reduce significantly the execution
time of the method.

Our method for verifying the solution of a linear system allows to compute a very
accurate solution together with a tight enclosure of the error bound when the matrix is
not too ill-conditioned. Nevertheless, when the matrix is too ill-conditioned, i.e. when the
condition number of the matrix is close to 1/ε with ε being the machine relative error,



91

then both our functions and the function verifylss of the IntLab library fail to verify the
solution. It is because that a good approximation of the inverse of the coefficient matrix
cannot be obtained.

To extend the range for condition number of verifiable systems, we can use a technique
proposed by Rump [Rum09b] in order to inverse extremely ill-conditioned matrices. This
technique is based on multiplicative correction terms and K-fold precision. For example,
using 2-fold precision, i.e. twice the working precision, one can obtain a good approximation
for matrices whose condition number falls between 1/ε and 1/ε2. This technique has also
been used in [OOR09] to refine the solution of ill-conditioned linear equations, as well as
in [Ogi10] to factorize ill-conditioned matrices.

A research direction that I am also interested in is the implementation of interval
arithmetic on new hardware architectures. Till now, there is no dedicated processor for
interval arithmetic. There was in fact a hardware chip called XPA 3233, which has been
developed by Ulrich W. Kulisch in 1993 [Kul08], which supports long interval arithmetic
through the exact dot product. However, this chip has never been put to production. The
implementation of interval arithmetic on traditional processors suffers from some limits
such as changing rounding mode, testing and branching, etc. Meanwhile new hardware
architectures, for example the Cell processor [GLRM08], the Graphics Processing Unit
(GPU) [CFD08], or the Field-Programmable Gate Array (FPGA), offer new computational
capacities as well as new optimization options. On these new hardware architectures,
numerous computations can be run simultaneously, for example the SIMD instructions on
the Cell processor and the GPU. However, they have also some restrictions. For example,
the Cell processor supports only the rounding mode toward zero for the single precision,
meanwhile the GPU supports only the rounding modes toward nearest and toward zero.
Therefore, care must be taken in order to obtain an efficient implementation of interval
arithmetic on these architectures.

Currently, the midpoint-radius representation is less used than the endpoints represen-
tation except for matrix operations because of its disadvantage of lower accuracy. However,
when the intervals are of small width then the midpoint-radius representation is almost
of the same accuracy as the endpoints representation. As observed in Section 2.3.3, in
some specific cases, the midpoint-radius representation is even of better accuracy. In im-
plementing on new hardware architecture, the midpoint-radius exhibits another advantage
in comparison with the endpoints representation, that is the midpoint and the radius can
be stored in different precisions. For intervals of small width, a smaller precision can be
used to represent the radius. That allows to reduce not only the memory usage but also
the cost of data transfer.
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