N

N

Sensitivity and uncertainty in karst hydrosystem
modelling

Naomi Mazzilli

» To cite this version:

Naomi Mazzilli. Sensitivity and uncertainty in karst hydrosystem modelling. Hydrology. Université
Montpellier II - Sciences et Techniques du Languedoc, 2011. English. NNT: . tel-00671069

HAL Id: tel-00671069
https://theses.hal.science/tel-00671069
Submitted on 16 Feb 2012

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://theses.hal.science/tel-00671069
https://hal.archives-ouvertes.fr

UNIVERSITE MONTPELLIER II
SCIENCES ET TECHNIQUES DU LANGUEDOC

THESE
pour obtenir le grade de

DOCTEUR DE L’UNIVERSITE MONTPELLIER II

Discipline : Eaux continentales et société

Ecole doctorale: Systémes Intégrés en Biologie, Agronomie, Géosciences, Hydrosciences,
Environnement (SIBAGHE)

Laboratoire: HydroSciences Montpellier (UMR 5569, CNRS-IRD-UM1-UM?2)

SENSIBILITE ET INCERTITUDE DE MODELISATION
SUR LES BASSINS VERSANTS
A FORTE COMPOSANTE KARSTIQUE

soutenue publiquement le 09/11/2011 par

Naomi MAZZILLI

JURY
Philippe ACKERER CNRS Rapporteur
Martin SAUTER Université de Gottingen  Rapporteur
Bruno ARFIB Université de Provence Examinateur
Christian LEDUC IRD Examinateur

Vincent GUINOT Université Montpellier II ~ Directeur de thése
Hervé JOURDE Université Montpellier II ~ Directeur de thése






Contents

Remerciements

Résumé étendu

Introduction

1 Scientific context

1.1 Introduction to karst aquifers . . . . . . . .. . ...
1.2 Karst aquifer modelling . . . . . . . . .. L
1.3 Sensitivity and uncertainty analysis . . . . . .. .. ...
1.4 Conclusion . . . . . . . . L e
1.5 References for Chapter 1 . . . . . . . . . ... ... . o

Part 1. Analysis of global rainfall-discharge models
Introduction to Part 1

2 Use of local sensitivity analysis for model structure selection

2.1 Introduction . . . . . . . . . . e
2.2 Application site and models . . . . . . ...
2.3 Sensitivity analysis . . . . . ...
2.4 Computational examples . . . . . . . . ...
2.5 Assessment of the appropriateness of the warm-up period . . .. ... ... ..
2.6 Discussion . . . . . . . .. e
2.7 Conclusion - practical recommandations . . . . .. ... .. ... ... ... ..
2.8 Appendix . . ...

2.9 Complementary discussion: Sensitivity behaviour for the model parameters

2.10 References for Chapter 2 . . . . . . . . . . . . .

3 Use of ground-based gravity measurements for model calibration

3.1 Problem statement . . . . . . ... L
3.2 Study area and field data, . . . . ... oL oL
3.3 Interpretation of ground-based gravity measurements . . . . . . .. . ... ...
3.4 Use of ground based gravity measurements for model calibration . . . ... ..
3.5 Conclusion . . . . . . . L
3.6 References for Chapter 3 . . . . . . . . . . ...

4 Use of global sensitivity analysis for model calibration

4.1 Problem background . . . ... ... oL
4.2 Model description . . . . . . . . L. e e
4.3 Application example . . . . ... L L
4.4 Calibration performance and predictive capability . . . . . . .. ... ... ...
4.5 Model evaluation against the existing, 10-parameters model . . . . . . ... ..
4.6 Model evaluation against alternative parsimonious model structures . . . . . . .
4.7 Complementary discussion . . . . . . . .. Lo L

iii

OO N -

35

35

37
38
39
44
46
51
56
58
60
67
67

71
72
72
74
77
84
86



ii Contents
4.8 References for Chapter 4 . . . . . . . . . . . L 117
Part 2. Analysis of a distributed, hybrid flow model 121
Introduction to Part 2 121
5 Study area 123
5.1 General situation . . . . . . ..o e 123
5.2 Hydrogeological setting . . . . . . . . . .. 124
5.3 Topography, climate and vegetation. . . . . . . ... ... L. 129
5.4 Surface hydrography . . . . . . . . . L 131
5.5 Hydrodynamics of the perched aquifer units . . . . . ... ... ... .. ... ... 131
5.6 Hydrodynamics of the Lez aquifer system . . . . . . . ... ... ... ... .... 133
5.7 Conclusion . . . . . . . . . e 141
5.8 References for Chapter 5 . . . . . . . . . . . L 145
6 Model setup and calibration 151
6.1 Model setup . . . . . . ... 151
6.2 Steady-state calibration . . . . . ... L L L 156
6.3 Transient-state simulation . . . . . . . .. ..o 159
6.4 Conclusion . . . . . . . . . . . e 163
6.5 References for Chapter 6 . . . . . . . . . . .. . 164
7 Sensitivity analysis of the hybrid groundwater flow model 165
7.1 Analytical study of the 2-D steady-state flow equation . . . . . .. ... ... ... 166
7.2 Empirical study of the sensitivity of the hybrid model . . . . . . .. ... ... .. 195
7.3 References for Chapter 7 . . . . . . . . . . . 205
Conclusions 209



Remerciements

Ce travail de thése a été realisé au sein du laboratoire HydroSciences Montpellier (UMR 5569).

J’adresse toute ma reconnaissance a Vincent Guinot et Hervé Jourde, qui ont assuré ’encadrement
de cette theése en parfaite complémentarité.

Je remercie les membres du jury pour l'attention et le temps qu’ils ont consacré a I’évaluation

de ce travail. Merci a Philippe Ackerer et Martin Sauter d’avoir accepté d’étre les rapporteurs de

cette thése. Merci & Bruno Arfib et Christian Leduc d’avoir accepté le role d’examinateur.

Je remercie vivement:

José Grevellec pour avoir partagé avec moi ses connaissances sur I’hydrodynamique de la zone
des garrigues nord-montpelliéraines, et pour la relecture d’une partie de ce travail de thése.
Véronique Léonardi pour son aide précieuse sur le travail lié au monitorat (relecture critique
d’énoncés...) et pour sa relecture partielle de ce travail de thése.

Yvan Rossier pour son aide sur 1'utilisation de FEFLOW.

Romuald Barré pour ses informations sur les circulations souterraines sous le causse de Pom-
pignan et le massif du Coutach.

Sébastien Tritz pour avoir pris le temps de discuter de son travail sur le bassin du Durzon.
Hubert Camus pour son aide & la pose d’une sonde piézométrique a ’aven de la baraque.
les membres du comité de thése: Roger Moussa, Bruno Arfib, José Grevellec, Frank Vasseur,
pour attention portée a ce travail et pour m’avoir fait une place dans leurs emplois du temps
parfois lourdement chargés.

Pour m’avoir fourni les données nécessaires & ce travail, je remercie également:

Mahmoud Jazayeri et Antoine Lafare pour les données de piézométrie du Terrieu.

Thomas Jacob pour les données de gravimétrie issues de son travail de thése et acquises dans
le cadre de ’ANR HydroKarst.

le bureau d’étude Bergasud (et son directeur Jean-Marc Frangois) pour m’avoir permis de
consulter leurs dossiers relatifs & la recherche d’eau sur le bassin du Lez.

la DREAL Languedoc-Roussillon (en la personne de Julien Renzoni) pour les données de
débit et la courbe de tarage du seuil aval de la source du Lez.

Météo-France pour les données météorologiques extraites de la climathéque dans le cadre du
contrat UM2-Météo-France. Merci & Claire Rodier pour I’extraction de ces données.
I'OHM-CV pour l'accés & la banque de données SevNOL. Merci & Brice Boudevillain pour
I’extraction de ces données.

le Parc naturel régional des Grands Causses pour les données de débit & la source du Durzon.
le SPC Grand Delta (en la personne de Yann Laborda) pour les données pluviométrie et
débit.

Véolia pour les données de piézométries sur le bassin d’alimentation Lez. Merci Bernard
Dejean pour la tournée de reconnaissance de ces piézométres.

Dans un registre plus informel: merci & tous les collégues qui par leur sourire ont contribué a

rendre agréable le quotidien de ces années de thése. Une bise aux amis qui auraient la dréle d’idée

d’ouvrir ce manuscrit. Et un coucou et grand merci & mes parents, dont je sais qu’ils ne manqueront
pas de passer par ici.






Résumé étendu

Problématique

Les aquiferes karstiques sont associés a des enjeux forts de gestion du risque inondation [AVIAS,
1995; JOURDE et al., 2007 ; MATovIC, 1988], mais aussi de gestion de la ressource en eau [EL-
HakiM et BaAkaLowicz, 2007]. En effet, les karsts participent a ’alimentation en eau potable
d’environ 20% de la population mondiale. Les formations calcaires karstifiées affleurent sur environ
13% des surfaces continentales libres de glace [FORD et WILLIAMS, 2007| (voir Figure 1), et des
karsts étendus se retrouvent également sous couverture.

Le karst est un réservoir aquifére original & plusieurs titres :

— d’abord du point de vue de la génése : c’est le seul type d’aquifére qui a la propriété d’auto-

organisation (la circulation de l’eau fagonne les vides),

— ensuite par ses caractéristiques physiques : il s’agit d’un milieu avec de trés forts contrastes

de porosité et perméabilité.

Ces caractéristiques générent une dualité des processus d’infiltration et de I’écoulement, ainsi qu'une
forte non-linéarité du fonctionnement hydrodynamique.

IL’étude et la gestion du milieu karstique requiert une approche pluri-disciplinaire combinant
les approches structurale, géomorphologique, hydrodynamique et géochimique. La modélisation
numérique fait partie des outils d’étude du karst. Elle permet de tester différentes hypothéses
relatives au comportement du systéme (dans une optique d’amélioration des connaissances), ou
de prévoir la réponse du bassin a une sollicitation de nature anthropique ou climatique (dans une
optique plus opérationnelle). Cependant, des erreurs sont faites a tous les stades du processus de
modélisation : elles proviennent en particulier des données utilisées en forcage ou pour la calibration
du modéle, de la conceptualisation du systéme et de la traduction des processus en équations, ainsi
que de I'étape de sélection des parametres. Ces erreurs se répercutent sur les variables de sortie
du modéle. L’étude de la propagation des erreurs constitue une étape essentielle du processus de
modélisation : elle est 'objet des analyses de sensibilité et d’incertitude.

L’objectif de cette thése est de déterminer des caractéristiques générales du comportement de la
sensibilité dans la modélisation hydrodynamique des écoulements en milieu karstique. Il s’agit no-
tamment d’étudier I'influence des spécificités du milieu karstique sur la propagation de la sensibilité,
en vue de répondre aux questions suivantes :

— est-il possible de calibrer le modéle ?

— la calibration est-elle robuste ?

— peut-on réduire I'incertitude associée a 'estimation des parameétres par un choix adapté des
variables de calibration, de la fonction objectif, ou par 'acquisition de données supplémen-
taires 7

L’analyse est menée de facon systématique pour différents types de modéle (modeéles conceptuels
globaux et modeéles hybrides distribués) et différents sites-test.



vi Résumé étendu

Organisation du mémoire et principaux résultats

Ce manuscrit est organisé en un chapitre d’introduction, suivi de deux parties.

Le chapitre 1 présente les spécificités liées au fonctionnement des systémes karstiques ainsi
que les principales approches utilisées pour la modélisation numérique de leur fonctionnement hydro-
dynamique. Il introduit également les différentes techniques d’analyse de sensibilité et d’incertitude,
et présente les principales problématiques associées. Les applications les plus connues de ’analyse
de sensibilité et d’incertitude sont probablement le calage et la quantification de 'incertitude asso-
ciée & une prédiction. Cependant le champ d’étude des analyses de sensibilité et d’incertitude est
bien plus vaste; il comprend notamment les problématiques

— de réduction de 'incertitude,

— de définition ou de sélection des fonctions objectif utilisées pour le calage,

— de recueil des données expérimentales contenant un maximum d’information utile.

La premiére partie de ce manuscrit est consacrée a 'analyse des propriétés de la sensibilité de
modéles conceptuels globaux.

Le chapitre 2 étudie les propriétés analytiques de la sensibilité au biais d’initialisation de

deux modéles globaux & réservoirs utilisés pour simuler la relation pluie-débit de sources karstiques :
le modéle Vensim proposé par FLEURY, 2005 et le modéle & hystérésis proposé par TRITZ et al.,
2011 (Sections 2.1 a 2.8). L’analyse de sensibilité est menée & partir d’'une méthode locale par
perturbation.
I’état de remplissage initial des réservoirs d’un modéle global ne peut étre déterminé expérimen-
talement. Par conséquent, une erreur est nécessairement faite lors de la spécification de la condition
initiale, et cette erreur se répercute sur ’ensemble des variables du modéle. Ce biais d’initialisation
peut perturber le processus de calage, et les résultats de la simulation. Ce probléme est classique-
ment résolu par le calage de la condition initiale, ou la troncature d’une partie de la chronique
simulée par le modéle. Dans les deux cas il est important de connaitre le comportement de la sen-
sibilité des variables du modéle aux condition initiales : la période ol la sensibilité est maximale
sera, selon le cas, sélectionnée pour le calage de la condition initiale, ou au contraire éliminée.
L’objectif de ce travail est de déterminer des caractéristiques générales de la propagation du biais
d’initialisation dans un modéle global. En particulier, nous avons essayé de répondre aux questions
suivantes :

— la propagation du biais d’initialisation est-elle fonction de la structure du modéle? Si oui,
peut-on prévoir certaines caractéristiques du biais d’initialisation associées & une structure de
modéle donnée ?

— quel est 'effet des fonctions de transfert non-linéaire couramment employées pour la modéli-
sation pluie-débit des sources karstiques sur la propagation du biais d’initialisation ?

L’étude analytique montre que les caractéristiques de la propagation de la sensibilité & la con-
dition initiale sont fonction a la fois de la structure du modele, de la série climatique (conditions
hydrologiques) et de la valeur prise par la condition initiale (état de remplissage des réservoirs).
En particulier, les fonctions de transfert & seuil qui sont couramment utilisées afin d’introduire
une non-linéarité dans le fonctionnement du modeéle peuvent accélérer la propagation (et donc
la dissipation) du biais d’initialisation. Cependant, cette accélération de la propagation du biais
d’initialisation s’accompagne d’une augmentation de la valeur du biais sur la variable de sortie du
modeéle. Le cas pour lequel le déclenchement de la fonction de transfert & seuil est conditionné par le
niveau de remplissage d’un réservoir & dynamique lente est particuliérement défavorable. En effet,
cette configuration provoque un transfert de sensibilité depuis le réservoir & dynamique lente vers



le reste du modéle. Ceci induit des pics de sensibilités sur la variable de sortie du modéle jusqu’a
plusieurs années apres le début de la simulation. Ce mécanisme peut compromettre le processus de
calibration (le phénomeéne est illustré en Figure 8 en page xiv).

Par ailleurs, analyse théorique réalisée pour les deux modeéles considérés (modéles Vensim et
Hystérésis) permet de déduire des régles générales de comportement du biais d’initialisation en
fonction de la structure du modéle, et en particulier d’identifier les cas problématiques ou favor-
ables & la dissipation de la sensibilité. En régle générale, la dissipation du biais d’initialisation est
accélérée :

— lors des périodes trés séches, du fait de la vidange totale du réservoir supérieur qui a pour
résultat de stopper complétement la propagation de la sensibilité au niveau initial dans ce
réservoir,

— lors des périodes trés humides, du fait de 'activation des fonctions de transfert rapide qui
accélére la propagation de la sensibilité au niveau de remplissage initial.

Ces résultats analytiques sont confirmés par des applications numériques ayant pour objet la
simulation des débits & I’exutoire du bassin karstique du Durzon (Larzac, France). En complément a
ce travail, la Section 2.9 étend ’analyse aux propriétés analytiques de la sensibilité aux paramétres
des modeles.
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FIGURE 1 — Cartographie mondiale des formations calcaires karstifiées affleurantes, d’aprés FORD et
WILLIAMS, 2007
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Le chapitre 3 examine la pertinence de I'utilisation de mesures gravimétriques au sol pour
la calibration d’'un modéle pluie-débit de type conceptuel, & ’échelle d'un petit bassin karstique.
L’analyse est réalisée sur le systéme du Durzon (Larzac, France - voir Figure 2).

Les données gravimétriques disponibles sur le bassin du Durzon sont de deux types (mesures
acquises dans le cadre de 'ANR HydroGéodésie) :

— des mesures de variation absolue de la pesanteur ont été réalisées & fréquence mensuelle ou
pluri-mensuelle sur trois sites. La précision de ces mesures est de 'ordre de 1 & 2 uGals, soit
I’équivalent d’une variation de stock d’eau de 'ordre de 25 & 50mm,

— des mesures de variation relative de la pesanteur ont été réalisées sur une quarantaine de sites
au cours de 4 campagnes de mesures réparties sur deux années. La précision de ces mesures
est de 'ordre de 2.5 4 5 uGals, permettant la détection de variations de stock d’eau de I'ordre
de 65 & 125mm.

La premiére partie de 1’étude traite de l'interprétation hydrogéologique des mesures gravi-
métriques in-situ. Les mesures gravimétriques ne sont pas résolues dans le plan vertical, et sont
& comparer au stock d’eau total du modeéle conceptuel. Par rapport aux mesures de débit, la
mesure des variations temporelles du stock d’eau total contient davantage d’informations sur les
flux sortants (évapotranspiration et pertes extérieures).

Dans un second temps, nous tentons de quantifier le contenu informatif des données gravi-
métriques pour la modélisation hydrodynamique a l’échelle du bassin. L’analyse de sensibilité glob-
ale indique que 'utilisation des données gravimétriques comme variable de calibration auxiliaire ne
permet pas de réduire I’équifinalité. Il y a redondance entre les informations issues des relevés gravi-
métriques et celles issues des relevés de débit. La faible valeur ajoutée des données gravimétriques
peut étre lice : (i) a la valeur élevée de lincertitude expérimentale sur les mesures de variation
temporelle du stock d’eau par rapport aux variations saisonniéres observées, (ii) a I'inadéquation
du modéle proposé ou des fonctions de transfert ou d’évaporation utilisées.

Contexte hydrogéologique

I:l calcaires et dolomies

du Trias et Jurassique Inf.
[ ] marnes du Jurassique Inf.
E dolomies et calcaires
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— liVi€re

©  source
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FIGURE 2 — Contexte hydrogéologique et instrumentation du systéme karstique du Durzon. Modifié d’apreés
BRUXELLES, 2001 ; JACOB, 2009 ; RICARD et BAKALOWICZ, 1996. Voir chapitre 3.



ix

Le chapitre 4 discute du niveau de complexité optimal pour une modélisation pluie-débit
globale, & partir de I'analyse de sensibilité globale de trois modéles de structures différentes et en
prenant pour cas d’étude la source du Lez (Hérault, France) :

— un modele & 10 parameétres et 4 réservoirs précédemment proposé par FLEURY et al., 2009 et

validé sur le cas de la source du Lez (Hérault, France),

— un modéle & 4 parameétres et 1 réservoir proposé par Fleury, 2011 (comm. perso),

— un modéle de complexité intermédiaire a 5 paramétres et 3 réservoirs, proposé dans le cadre

de cette these.

Le site d’é¢tude choisi (source du Lez) a pour particularité d’étre l'objet d’une gestion active
de la ressource. La gestion active consiste & affranchir les prélévements des variations saisonniéres
du débit naturel de la source. Dans le cas d’une source karstique vauclusienne (cas de la source du
Lez), la mise en ceuvre de la gestion active peut étre résumée comme suit [AVIAS, 1995] : (i) l'eau
est prélevée sous la cote de débordement, directement dans le conduit karstique, ce qui permet de
maintenir un taux de préléevement supérieur au débit naturel de la source lors des périodes séches,
sans risquer de dénoyer les pompes ; (ii) la surexploitation estivale est compensée dés les premiéres
crues d’automne, ce qui permet le renouvellement intégral de la ressource a ’échelle annuelle.
La modélisation du débit de ces sources durant les périodes de hautes eaux est liée aux enjeux
de prévision et gestion des crues. La modélisation des hauteurs piézométriques dans le conduit
karstique est particuliérement intéressante du point de vue de ’exploitation de la ressource.

Le modeéle proposé est structuré en 3 réservoirs (Figure 3), pour un total de 5 paramétres :

— le réservoir supérieur (réservoir E) représente le sol et le compartiment épikarstique. Ce com-
partiment recoit les apports des précipitations et est soumis a 1’évapotranspiration. Il se
vidange dans les deux réservoirs inférieurs M et C,

— le réservoir inférieur M représente le stockage matriciel (blocs fracturés et microfracturés),
intégrant ’eau comprise dans la zone saturée et la zone non saturée,

— le second réservoir inférieur C représente le conduit karstique. Les prélévements en eau potable
sont réalisés directement dans ce réservoir. Le débordement de ce réservoir correspond au débit
de débordement de ’exutoire de ’hydrosystéme.

Le volume échangé entre les conduits karstiques (réservoir C) et la matrice fissurée (réservoir M)
est proportionnel au gradient piézométrique entre ces deux volumes.

Par rapport au modéle a dix paramétres, le modéle proposé présente de meilleures performances
en calibration et validation pour la simulation des débits et des niveaux piézométriques, avec une
incertitude paramétrique réduite. Par rapport au modéle & un réservoir et pour la période de
calibration, le modéle proposé présente de meilleures performances pour la simulation des débits,
et des performances équivalentes pour la simulation des niveaux piézométriques.
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La seconde partie de ce travail est consacrée a l'analyse des propriétés de la sensibilité de
modéles hybrides. Les modéles hybrides sont des modéles distribués dans lesquels le systéme de
drainage est représenté par des éléments uni-dimensionnels discrets couplés & un systéme matrice
tri-dimensionnelle représentant les blocs fracturés et micro-fissurés. Les questions posées sont les
suivantes :
— est-ce que les paramétres hydrodynamiques, la géométrie du modéle et les conditions aux
limites ont la méme influence sur la réponse du modéle?

les aquiféres confinés et non-confinés se comportent-ils de facon similaire vis-a-vis de la pro-
pagation de la sensibilité ?

— quelle est I'influence des conduits karstiques discrets sur la propagation de la sensibilité ?

— ou faut-il faire porter I'effort d’instrumentation de facon a contraindre au mieux les résultats

d’une simulation ?

— peut-on définir des régles générales pour la mise en place d’un réseau d’instrumentation ?

Les chapitres 5 et 6 présentent la mise en place d’'un modéle hybride distribué du systéme
karstique du Lez (Hérault, France). Les propriétés analytiques et empiriques de la sensibilité de ce
modéle sont étudiées dans le chapitre 7.

Le chapitre 5 présente le systéme karstique du Lez (Hérault, France), qui fait 'objet de la
modeélisation hybride distribuée dans les chapitres suivants. Le systéme aquifére du Lez se développe
dans des calcaires karstifiés du Jurassique Supérieur au Crétacé Inférieur. Son principal exutoire
est la source du Lez qui alimente la ville de Montpellier en eau potable (voir Figure 5). La source
du Lez a servi de cas-test pour I’évaluation des modeéles pluie-piézométrie-débit proposés pour la
modélisation des sources karstiques en gestion active dans le Chapitre 4 et le systéme aquifére du
Lez y a été briévement présenté. Le Chapitre 5 offre une présentation du contexte géologique et
du comportement hydrodynamique du systéme plus détaillée, en vue de la modélisation hybride
distribuée.

Les premiers travaux sur la source du Lez sont entrepris en 1959 (J. Avias, université de Mont-
pellier IT) et les caractéristiques essentielles du régime de la source et 'importance des réserves
potentiellement exploitables sont mis en évidence dés 1964 [DROGUE, 1964]. Cependant des points
d’interrogation subsistent sur les mécanismes de fonctionnement et d’alimentation de ’aquifére qui
alimente la source du Lez. En particulier, les relations entre le systéme du Lez et plusieurs systémes
annexes (plaine de Pompignan, zone Nord du causse de Viols) restent a caractériser de fagon quali-
tative et quantitative. La possibilité d’un drainage du systéme du Lez & travers le pli de Montpellier
fait partie des questions ouvertes.
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FIGURE 5 — Coupe du conduit d’amenée des eaux a la source du Lez. Topographie : P. Rousset (GEPS).
Voir chapitre 5.
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FIGURE 4 — Modélisation distribuée du systéme karstique du Lez. Vue en perspective du modéle hy-

drogéologique. Voir chapitre 6.
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Le chapitre 6 présente le modéle hydrodynamique distribué du vaste ensemble karstique
situé entre Hérault et Vidourle et englobant le systéme karstique du Lez. La modélisation proposée
est de type hybride : les conduits karstiques sont représentés par des éléments discrets unidimen-
sionnels enchéssés dans une matrice poreuse tridimensionnelle représentative des blocs fracturés
et microfracturés. Le couplage entre les drains et la matrice est réalisé en supposant la continuité
des potentiels hydrauliques entre les deux systémes. Le modéle est implanté dans le code commer-
cial FEFLOW (Finite Element subsurface FLOW system) [DIERSCH, 1998a]. Une vue du modéle
géologique 3-D de la zone étudiée est présentée en Figure 4.

Les principales simplifications utilisées lors du développement du modéle sont :

— la non-prise en compte des apports d’infiltration concentrée par le ruissellement (par exemple,
apports au niveau des pertes situées le long de la faille de Corconne), avec pour conséquence
attendue des flux sortants moins importants que dans la réalité, et une dynamique des débits
a I'exutoire sensiblement distincte en période de crue,

— la prise en compte d’'un nombre réduit d’exsurgences karstiques : seuls les réseaux principaux
ont été implantés. Cette simplification est particuliérement critique en période de hautes
eaux, ou les observations de terrains indiquent la mise en fonctionnement d’un nombre élevé
d’exsurgences temporaires,

— I’hétérogénéité limitée des propriétés hydrodynamiques du modéle proposé rend difficile 'u-
tilisation des chroniques piézométriques comme variables de calibration.

Le chapitre 7 analyse la propagation de la sensibilité dans le modeéle hybride distribué
développé précédemment.

La premiére partie de ce chapitre (Section 7.1) aborde les propriétés analytiques de la sensibilité
de léquation de diffusivité (utilisée pour décrire I’écoulement dans la matrice) aux parameétres
hydrodynamiques et aux conditions aux limites dans le cas d’un régime permanent, et pour un
milieu bi-dimensionnel. Nous montrons que le comportement de la sensibilité dépend & la fois du
parameétre perturbé et de la variable considérée (Figure 6). En particulier :

— la sensibilité de la charge hydraulique & une perturbation de la conductivité hydraulique
se propage principalement dans la direction de ’écoulement, tandis que la sensibilité de la
recharge se propage radialement,

— la sensibilité de la vitesse d’écoulement longitudinale & une perturbation de la conductivité
hydraulique se propage dans les directions transversales et longitudinales, tandis que la sen-
sibilité de la vitesse d’écoulement transversale se propage dans les directions diagonales &
I’écoulement.

Ces résultats analytiques sont confirmés par des applications numériques dans des cas théoriques
et des cas de géométrie réelle, en régime permanent mais également en régime transitoire. Ces
propriétés analytiques permettent de proposer quelques régles pour le développement et la calibra-
tion des modéles, ainsi que pour la mise en place de réseaux d’instrumentation. En particulier, la
position optimale des points de mesures dépend de la nature de la variable étudiée. La géométrie
optimale d’un réseau d’instrumentation dépend donc du probleme étudié. De plus, ’analyse des
écarts entre valeurs simulées et observées peut permettre de discriminer entre les sources d’erreur
pouvant étre a l'origine de ces écarts, & condition que le réseau d’instrumentation soit suffisamment
dense et que sa géométrie soit adaptée.

La seconde partie de ce chapitre (Section 7.2) étudie la sensibilité du modéle hybride développé
au chapitre 6, par une approche empirique. Les paramétres considérés sont les conditions initiales,
les propriétés hydrodynamiques et les paramétres des conduits karstiques. En régime permanent,
la condition & la limite imposée & I'exutoire du drain karstique se propage le long du drain. De
ce fait, la modification de la propagation de la sensibilité de la piézométrie & une perturbation
locale des propriétés hydrodynamiques du fait de la présence des drains karstiques se rapproche
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de la modification de la propagation de la sensibilité induite par la présence d'une condition & la
limite (voir Figure 7). La propagation de la sensibilité est conditionnée par le caractére limitant
ou non-limitant de la débitance du drain karstique par rapport & I’écoulement. Au cours d’une
simulation en régime transitoire, la condition a la limite imposée & l'exutoire du drain varie, selon
que la cote de débordement soit atteinte ou non. De méme, le caractére limitant ou non-limitant
de la débitance du drain karstique par rapport a ’écoulement varie également. En conséquence, le
régime transitoire est associé a des variations brutales du comportement de la sensibilité.
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Iy TN
ey /X 0
<0

FIGURE 6 — Etude analytique de la sensibilité de 1’équation de diffusivité. Allure théorique de la sensibilité &
une perturbation locale de la conductivité hydraulique : a) sensibilité de la charge hydraulique, b) sensibilité
de la vitesse longitudinale, c) sensibilité de la vitesse transversale. La zone perturbée est située a 'origine
des axes. L’écoulement est supposé paralléle sur cette zone, et dirigé selon l'axe y. On remarque que la
sensibilité se propage dans des directions différentes selon la variable considérée. Voir chapitre 7.1.
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FIGURE 7 — Etude empirique de la propagation de sensibilité de la charge hydraulique a une perturbation
locale de la conductivité hydraulique, en régime permanent et au voisinage d’un drain. Remarquer la mod-
ification de la propagation de la sensibilité au voisinage des drains karstiques, par rapport au cas théorique
présenté en Figure 6. Voir chapitre 7.2.



xiv Résumé étendu

Conclusions

Les principales conclusions de ce travail sont les suivantes :

— Cette contribution souligne le potentiel de I’analyse de sensibilité locale. Les méthodes
d’analyse globale sont devenues largement répandues dans la modélisation environnemen-
tale. Cette étude montre qu’en dépit des limitations inhérentes & 'approximation locale et
un-facteur-a-la-fois, 'approche de sensibilité locale permet une compréhension fine du fonc-
tionnement du modéle, pour un coit de calcul réduit.

— Ce travail souligne également l'intérét, dans un objectif de réduction de I’équifinalité, d’une
calibration multi-variable par comparaison & une calibration multi-objectif. Des fonctions
objectif différentes correspondent & des mises en valeur différentes d’'une méme information.
La calibration multi-objectif a donc pour but d’utiliser de la facon la plus compléte possible
I'information disponible, en faisant ressortir au mieux les différentes caractéristiques du signal.
L’utilisation de variables différentes (par exemple : la charge hydraulique et son gradient) peut
en revanche amener une véritable augmentation du contenu informatif, comme illustré par
les résultats des Chapitres 2 et 7.

Les principales pistes de recherche portent sur :

— La détermination du champ d’applicabilité de ’analyse de sensibilité locale pour I'estimation
de l'incertitude associée a une simulation, dans le cas de modéles globaux fortement non-
linéaires.

— La poursuite de 'intégration de mesures géophysiques dans le processus de calibration, dans
le but de réduire I’équifinalité.

— L’intégration de mesures de type hydrochimique dans le processus de calibration, dans le but
de réduire I'équifinalité.
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FIGURE 8 — Etude analytique de la sensibilité du débit simulé en sortie d’'un modéle global & réservoir au
niveau initial de remplissage du modéle. Exemple de la sensibilité du débit au niveau initial de remplissage
du réservoir inférieur du modéle Vensim proposé par FLEURY, 2005. Les pics de sensibilité observés 100 et
450 jours apres le début de la simulation sont déclenchés par I'activation d’une fonction de transfert a seuil
gouvernée par le niveau de remplissage d’un réservoir & dynamique lente. Une erreur de 10cm sur I’estimation
du remplissage initial engendre une erreur sur le débit simulé supérieure a 6m3 /s 100 jours aprés le début
de la simulation et de 4m? /s environ 450 jours aprés le début de la simulation. Ces chiffres sont & rapporter
au débit de pointe de 'exsurgence considérée (18m?/s). Voir chapitre 2.
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Introduction

Scientific context

Karstified carbonate formations outcrop over roughly 13% of the Earth’s ice-free continental
area [Ford and Williams, 2007], and extensive karstified carbonate rock also exists in subcrop. Karst
aquifers are associated with key issues for water resource management (they supply approximately
20% of the world population with freshwater [Ford and Williams, 2007|) and also for flood risk
mitigation [Avias, 1995; Jourde et al., 2007; Mijatovic, 1988]. These systems are characterized by a
highly heterogeneous and organized structure. These specificities of karst structure are associated
with specificities in the hydrodynamic behaviour of karst aquifers, the main of which being the
duality of flow and a highly non-linear behaviour.

Aim of this work

Numerical modelling provides a valuable tool for answering both operational and fundamental
issues on karst functioning. However the strong non-linearity of karst aquifers render their numerical
simulation rather tricky.

The present thesis is motivated by the requirement of an improved understanding and insight in
the behaviour of numerical models of groundwater flow within karst systems. We aim to work out
general characteristics of the sensitivity associated with the numerical modelling of karst systems,
with the final purpose of answering the following questions:

(i) is it possible to calibrate the model 7
(ii) is the calibration robust 7

(iii) is it possible to reduce equifinality, through multi-objective calibration or through multi-
variable calibration ?

Structure of this thesis

This document is structured as follows.

Chapter 1 provides a brief overview of the karst systems functioning and specificities. The
main modelling approaches are summarized. The sensitivity and uncertainty concepts are presented
and an overview of the sensitivity and uncertainty assessment techniques is given. The interest of
sensitivity and uncertainty analysis for the modelling is illustrated based on a short litterature
review.

The first Part of this work is dedicated to the analysis of global reservoir models.

Chapter 2 uses the perturbation approach to investigate the analytical properties of the
sensitivity to the initial conditions on the calibration and the simulation results of two karst spring
discharge reservoir models: the Vensim model [Fleury, 2005] and the hysteresis-based model [Tritz
et al., 2011|. These analytical findings are used to provide general rules for the initialisation bias
behaviour depending on model structure.
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Chapter 3 examines the relevance of including ground-based gravity data in the calibration
process of a global rainfall-discharge reservoir model. The analysis is performed for the Durzon karst
system (Larzac, France). The first part of the study aims at analyzing the relevance of available
point measurements with respect to the modelling of aquifer-scale water storage dynamics. The
second part of the study further investigates the information content of the gravity data with respect
to water storage dynamics modelling.

Chapter 4 presents a 5-parameter, 3-reservoir conceptual model for the hydrological mod-
elling of karst springs under active groundwater management. The model accounts for both the
spring discharge and the water level within the spring conduit, which makes it suitable for both
flood prediction and groundwater management. The model performance is assessed against the 10-
parameter, 4-reservoir model proposed by Fleury et al. [Fleury et al., 2009]. The model consistency
is further assessed by comparison to the calibration results of a simple 5-parameters, 1-reservoir
conceptual model.

The second Part presents the work related to a distributed, hybrid flow model for the Lez karst
aquifer system.

Chapter 5 presents the hydrogeologic and hydrodynamic settings for the Lez karst aquifer
system, in view of the hybrid flow modelling. The Lez spring is the main outlet of a large karst
aquifer system (referred to as the "Lez aquifer”) made of Late Jurassic to early Cretaceous lime-
stones. The aquifer is compartimentalized by a network of NE-SW normal faults into a raised,
north-western compartment where the aquifer limestone outcrops and a lowered, south-eastern
compartment where most of the aquifer is covered by impervious formations.

Chapter 6 presents the distributed, hybrid flow model setup and the calibration results for
the steady and transient states.

Chapter 7 investigates the sensitivity behaviour of hybrid flow models, using both analytical

and empirical means. As a preliminary step, the analytical properties of the sensitivity of the two-
dimensional, steady-state groundwater flow equation to the flow parameters and to the boundary
conditions are derived based on the perturbation approach. The sensitivity patterns are shown
to depend on the nature of both the perturbed parameter and the variable investigated. The
analytical results are confirmed by application examples on idealized and real-world simulations.
These analytical properties are used to provide guidelines for model design, model calibration and
monitoring network design.
Secondly, we investigate the impact of discrete karst conduits modelling on the sensitivity propa-
gation, based on an empirical approach using the hybrid flow model set up in Chapter 6. The
sensitivity of the hybrid flow model to the initial condition, the hydrodynamic properties and the
karst conduit properties are assessed for both steady and transient state.



xix

References

Avias, J. (1995). « Gestion active de I'exsurgence karstique de la source du Lez ». In: Hydrogéologie
1, pp- 113-127. See pp. v, ix, xvii, 90, 93, 134.

Fleury, P., B. Ladouche, Y. Conroux, H. Jourde and N. Dorfliger (2009). « Modelling the hydrologic
functions of a karst aquifer under active water management - The Lez spring ». In: Journal of
Hydrology 365.3-4, pp. 235-243. DOI: 10.1016/j. jhydrol.2008.11.037. See pp. ix, xviii, 7,
90, 93, 94, 102, 104.

Fleury, P. (2005). « Sources sous-marines et aquiféres karstiques cotiers méditerranéens. Fonction-
nement et caractérisation ». PhD thesis. Université Paris VI - Pierre et Marie Curie. URL:
http://hydrologie.org/THE/FLEURY.pdf. See pp. vi, xiv, xvii, 39, 42, 44, 52, 59, 72.

Ford, D. and P. Williams (2007). Karst Geomorphology and Hydrology. [Revised Edition|. Unwin Hy-
man (London and Boston), p. 601. 1SBN: 0045511055. URL: http://eu.wiley.com/WileyCDA/
WileyTitle/productCd-0470849967 .html. See pp. v, vii, xvii, 128.

Jourde, H., A. Roesch, V. Guinot and V. Bailly-Comte (2007). « Dynamics and contribution of
karst groundwater to surface flow during mediterranean flood ». In: Environmental Geology 51,
pp. 725-730. DOI1: 10.1007/800254-006-0386-y. See pp. v, xvii.

Mijatovic, B. (1988). « Catastrophic flood in the polje of Cetinje in February 1986, a typical example
of the environmental impact of karst ». In: Environmental Geology and Water Sciences 12.2,
pp. 117-121. po1: 10.1007/BF02574797. See pp. v, xvii.

Tritz, S., V. Guinot and H. Jourde (2011). « Modelling the behaviour of a karst system catchment
using non linear hysteretic conceptual model ». In: Journal of Hydrology 397.3-4, pp. 250-262.
DOT: 10.1016/j . jhydrol.2010.12.001. See pp. vi, xvii, 7, 3841, 44, 46, 52, 59, 72, 73, 76, 77,
80, 93, 94.


http://dx.doi.org/10.1016/j.jhydrol.2008.11.037
http://hydrologie.org/THE/FLEURY.pdf
http://eu.wiley.com/WileyCDA/WileyTitle/productCd-0470849967.html
http://eu.wiley.com/WileyCDA/WileyTitle/productCd-0470849967.html
http://dx.doi.org/10.1007/s00254-006-0386-y
http://dx.doi.org/10.1007/BF02574797
http://dx.doi.org/10.1016/j.jhydrol.2010.12.001




CHAPTER 1

Scientific context

This chapter provides the scientific context for this thesis. Section 1.1 gives an overview of karst
systems functioning and specificities. Section 1.2 summarizes the main approaches for karst aquifer
flow modelling. Section 1.3 presents the sensitivity and uncertainty concepts and the sensitivity
and uncertainty assessment techniques. The interest of sensitivity and uncertainty analysis for the
modelisation is illustrated based on a short litterature review. Section 1.4 states the objectives and
structure of the thesis.
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2 1. Scientific context

1.1 Introduction to karst aquifers

The word “karst” designates "limestone and dolomite areas that possess a topography peculiar
to and dependent upon underground solution and the diversion of surface waters to underground

«l

routes” . Karstic features may also develop in evaporite rocks such as gypsum and anhydrite and

sometimes in quartzite [White, 1988]. This section provides a brief introduction to karst aquifers.

1.1.1 Karst aquifers specificity

The effective porosity of karstified rocks is a combination of primary (intergranular, “matrix”),
secondary (arising from folding and faulting) and tertiary (arising from dissolution) porosities. The
relative importance of these three porosities may differ from one karst aquifer system to another,
depending on the rock texture and structure as well as on the karst aquifer genesis history [Bakalow-
icz, 2005; Goldscheider et al., 2008]. High porosity and high permeability contrasts are typical
of karst aquifers, which is the reason why karst has been termed as “the medium where hetero-
geneity reaches its paroxysm*“ [Marsily, 1984]. High permeability contrasts result in a duality of
the infiltration, that may be either diffuse (through the soil and fissured matrix) or concentrated
(through swallow holes) (see Figure 1.1).

The karstification process is dependent on both chemical conditions and groundwater flow condi-
tions [Kiraly, 2003]. The fact that groundwater flow partly controls the karstification process sparks
off an important characteristics of karst aquifers: their self-organization ability [Worthington and
Ford, 2009|.

The time scale of karst development may be shorter than that associated with tectonic uplift
and sea level fluctuation. Indeed, the characteristic time scale for the development of a conduit
ranges from 10 to 10° years [Bosdk, 2003] but significant modifications of flowpaths may occur
within thousands of years [White, 2002]. At the geologic time scale, karst systems may therefore
act as highly dynamic structures. Water base level downgrade results in a downwards and
horizontal development of karst networks. Some parts of the karstic network may then become
non-functional. These non-functional conduits may come into use again later, when a water level
upgrade happens. Karst aquifer networks thus most often result from a polyphased genesis, which
adds to the complexity of their structure and functioning.

1.1.2 Conceptual models of flow within karst aquifers

As a whole, conceptual models of karst aquifer systems (such as those proposed by e.g. Drogue,
1974; Dorfliger et al., 1999; Kiraly, 1975; Mangin, 1975) agree on a main karst system structure,
which may be decomposed into [Perrin, 2003; Sauter et al., 2008|:

— the soil and epikarst sub-system, which may store part of the infiltrated water,

— the unsaturated (or vadose) sub-system, that connects the epikarst to the phreatic zone by

drainage through a vertical network of fissures and conduits,

— the saturated (or phreatic) sub-system, which is split into a network of high permeability

conduits and low permeability volumes with a high storage capacity.
The relative importance of these compartments in the hydrological functioning of the karst system
depends on the rock texture and structure as well as on the karst aquifer genesis history. The
variety of conceptual models also reflects the diversity of karst systems.

The epikarstic zone is "the uppermost zone of exposed karstified rocks, in which permeability
due to fissuring and diffuse karstification is substantially greater as compared to the underlying

1. International Glossary of Hydrology [UNESCO, 1992]
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diffuse infiltration

Figure 1.1: Schematic illustration of a heterogeneous karst aquifer system characterised by a duality of
recharge (allogenic vs. autogenic), infiltration (point vs. diffuse) and porosity /flow (conduits vs. matrix).
After Goldscheider and Drew, 2007.

main vadose zone“2. The thickness of the epikarst depends on the lithology and geomorphological
history of the rock |Klimchouk, 2004]. The overall epikarst porosity may reach 10 to 30 percent
[Williams, 2008]. These values may vary widely depending on the rock type, climate and other
environmental factors. This high porosity is the result of rock decompression and biochemical
processes [Williams, 2008]. As the efficiency of these processes diminishes with depth, the hydraulic
conductivity also decreases with depth [Perrin, 2003]: epikarst porosity is thought to be at least one
order of magnitude higher than that of the underlying infiltration zone [Klimchouk, 2004; Williams,
2008]. Based on [Perrin, 2003] and [Williams, 2008], the hydrodynamic behaviour of the epikarst
may be summarised as follows:

— the epikarst is fed by diffuse infiltration (that may be influenced by the soil and vegetation
characteristics),

— epikarst drainage is controlled by the vertical hydraulic conductivity of the underlying vadose
zone. In most cases, the vadose zone has a low bulk permeability and most of the drainage oc-
curs through vertical high-transmissivity features (fractures, faults, karst conduits). The low
permeability of the vadose zone combined with the irregular pattern of the vertical conduits
may result in water storage within the epikarst system. The resulting perched epikarst aquifer
can be permanent enough to sustain aquatic biota [Williams, 2008]. Fields studies showed
that water storage in the epikarst could amount to close to half the total water stored in the
karst aquifer [Smart and Friederich, 1986].High fracture density and good interconnection of
openings within the vadose zone may also result in a rapid draining of the epikarst [Petrella
et al., 2007; Williams, 2008].

The epikarst separates the infiltrated water flow into base flow and quick flow. When the infiltration
rate exceeds a certain threshold, part of the water may by-pass the epikarst sub-system [Aquilina
et al., 2006; Perrin et al., 2003b]. The non-linearity of the percolation response is evidenced by
field observations (sprinkling experiments above cave systems [Puech and Jeannin, 1997|, cited by
[Perrin, 2003]) and isotopic data analysis [Perrin et al., 200356|. The pulses of percolation through
the vadose zone during storm events result in a pulse in pressure that stimulates the transfer of
water (pulse-through or piston effect) [Williams, 2008].

2. Glossary of Karst and Caves terms (http://network.speleogenesis.info/directory/glossary/).
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Flow within the saturated zone splits between diffuse and concentrated flow. Concentrated,
fast (frequently > 100mh~! [Goldscheider et al., 2008]) and often turbulent flow occurs within the
karst conduit network, that acts as a drainage pipe network. Diffuse, slow water flow occurs within
the fissured-porous matrix. Storage conditions within the saturated zone have not met general
consensus yet |[Bakalowicz, 2005]. Groundwater storage within the conduits is often limited. Non-
transmissive karstic voids connected to the conduits by high head loss zones (“annex drainage
system”) and the low-transmissivity porous and fractured rock matrix are considered as being
the main saturated zone storage compartment. The relationship between the matrix (and annex
drainage system) and the conduit compartments depends on the relative hydraulic head between
both. The matrix (and annex drainage system) volumes are recharged by the flow in the karst
conduit during flood events and high water level periods, whereas during low water periods an
inverse hydraulic head gradient causes the drainage of the matrix volumes by the karst conduits.
Numerical modelling [Kiraly, 1998] indicates that water storage within the epikarst layer acts as
a "Faraday cage” with respect to water storage within the low permeability volumes. Indeed, in
concentrating infiltration, the epikarst layer reduces the recharge of the low permeability volumes
by diffuse infiltration through the unsaturated zone.

1.1.3 Methods for the study of karst aquifers

The above-mentionned karst specificities imply that the tools classically used for the study of
porous aquifers may turn out to be inadequate for the study of karst aquifers. This section briefly
reviews some of the tools used for the hydrogeological investigation of karst aquifer systems. The
different methods are complementary rather than competitive. Note that the response recorded at
the karst springs (outlet of the karst drainage network) is deemed especially informative, because
it is assumed to integrate the processes occuring in the whole aquifer.

Interpretation of piezometric data. A consequence of the drastic permeability contrasts ob-
served within the karstic reservoirs is the very high spatial variability of the hydraulic potential.
As a whole, during low water periods the hydraulic head is higher in low permeability volumes
than in the karst network. The difference in the potentials between the core of low permeability
volumes and the karst network may reach tens of meters [Jeannin, 1996]. As a borehole may in-
tersect volumes of diverse permeabilities, the water level measured in an uncased borehole may be
very difficult to interpret. As a consequence, groundwater flow direction and velocity determina-
tion based on piezometric maps should be considered with caution [Jeannin, 1996]. Hydraulic head
measurements from a large number of wells are required to perform any interpolation [Goldscheider
and Drew, 2007] and should be completed with hydraulic conductivities indications |Kiraly, 1998].

Pumping test analysis. In addition to an estimation of the hydrodynamic properties of the
matrix and conduits reservoirs, pumping tests may settle the uncertainty as to the connectivity
between boreholes, or between a borehole and a spring. However, the interpretation of pumping
tests in fractured or karstic aquifers is a challenging task because of the intricate responses of high
and low permeability volumes. The degree of karstification partly conditions the choice of the
methods used for the interpretation. Tests performed within poorly developed karst systems may
be interpreded using the uniform porous continuum hypothesis. Most tests performed in mixed
flow karst systems may be interpreted based on the approaches developed for fractured aquifers
(e.g. fractal single-medium approach [Audouin and Bodin, 2008; Barker, 1988; Delay et al., 2004,
Lods and Gouze, 2008] or dual-medium approach [Bai et al., 1993; Barenblatt et al., 1960; Delay
et al., 2007; Kaczmaryk and Delay, 2007; Warren and Root, 1963]). Specific tools have also been
proposed for the case when the pumping well intersects the drainage system [Maréchal et al., 2008].
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The hydrodynamic response to a pumping test at the local or regional scale strongly depends on
the boreholes connectivity to the main flow-path network (up to three orders of magnitude at local
scale), as evidenced by [Jazayeri Noushabadi et al., 2011; Jazayeri Noushabadi, 2009]. Moreover,
there may be no direct relationship between the hydrodynamic responses obtained at the local and
the regional scales for a given borehole. Lastly, as the water table level variations may induce
a change in the borehole connectivity to the main flow-path network, pumping tests performed
at distinct periods of the year may yield very different results [Jazayeri Noushabadi et al., 2011;
Jazayeri Noushabadi, 2009].

Geophysical surveys. Geophysical monitoring provides non-invasive insights into physical prop-
erties such as lithology, porosity and the water content. Geophysical techniques have also been
successfully applied to the localization of structural features and to a lesser extent to the localiza-
tion of karst conduits (e.g. [Alfares et al., 2002; Jazayeri Noushabadi, 2009; Quinn et al., 2006;
Stevanovic and Dragisic, 1998], see [Chalikakis et al., 2011] for a review). However, these methods
are still restricted to the study of near-surface features at a local scale and they require extensive
field work.

Geomorphological analysis of karst networks and karst infillings. The geomorphologi-
cal analysis of karst networks and karst infillings may allow the reconstruction of the surrection,
karstification and erosion history at regional scale [Camus, 2003].

Natural and artificial tracer experiments. Artificial tracer tests are originally intended to
investigate the relationship between sinkholes and karst springs, and to determine the catchment
area of karst springs [Késs, 1998]. These tests may also inform on the conduit network structure
[Perrin and Luetscher, 2008; Smart and Friederich, 1986] as well as on reactive transport parameters
|Geyer et al., 2007]. The natural tracing approach consists in the analysis of the temporal variations
observed in groundwater chemistry (including: physicochemical parameters, isotopic data, bacte-
riologic concentrations. .. ). While artificial tracer tests perform best in the characterisation of the
conduit-dominated karst aquifers, natural tracers also collect informations on low-permeability vol-
umes. Advanced interpretation techniques of natural tracers yield informations on e.g. the storage
and transit times within the aquifer subsystems, the relative contributions of the different subsys-
tems to the spring flow, and the interactions between surface water and ground water [Musgrove
et al., 2010; Wu et al., 2004].

Systemic / functional analysis. The purpose of the systemic analysis approach [Mangin, 1984]
is to infer the structure of the karst system based on its functioning, by means of signal processing or
statistical methods. The karst aquifer is considered as a black box system that transforms an input
signal (e.g. rainfall) into an output signal (e.g. spring discharge). Note that the systemic approach
may be applied to hydrodynamic, hydrothermical or chemical signals. In particular, correlation
and spectral analyses are used to characterize the system inertia (regulation time) [Mangin, 1975],
water storage or release processes [Mangin, 1975] and karst-river interactions [Bailly-Comte et al.,
2008|. Cross-correlations between the discharge rates of neighbouring springs may indicate whether
these springs belong to the same hydrological system. Sorted spring discharges analysis provides
information on the existence of overflow springs [Marsaud, 1996; Novel et al., 2007].

Mathematical modelling. Mathematical models are abstract and inherently simplified repre-
sentations, in a mathematical formalism, of chosen aspects of the reality. Models are intrinsically
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limited by the representation (understanding) of reality they are based upon. Models are also
powerful tools that may be used to improve the knowledge about the functioning of a given system.

The numerical modelling of karst aquifers is particularly challenging. Indeed, porous and frac-
tured aquifers show statistical homogeneity of their physical and hydraulic characteristics on a
scale ranging from tens to several hundred of meters. The aquifer geometry and the local hydraulic
properties can be defined based on geological data and pumping tests respectively. Local data can
then be generalized to the whole aquifer through regionalizing techniques [Monnin and Bakalowicz,
2003|. By constrast, karst systems are capable of self-development and self-organization [Klimchouk
et al., 2000]. The "support scale (as defined by Neuman, 2005) and the REV (Representative Ele-
mentary Volume |Bear, 1972]) concepts are no longer appropriate as the flow parameters vary with
the scale of observation [Neuman, 2005].

Moreover, the characterics of the conduit network are usually unknown to a large extent. Pump-
ing tests performed close to a karst conduit allow the determination of the conduit hydrodynamic
properties but no general method exists for locating the main karst conduits.

Last, karst systems are likely to have a turbulent flow component, which means that the linear
Darcy’s relationship between the hydraulic head gradient and the flow velocity may not be valid
anymore.

1.2 Karst aquifer modelling

The present section focuses on the modelling approach. Models are commonly classified into
three main groups based on the amount of physics they incorporate: black-box, conceptual and
physically-based [Wheater et al., 1993].

1.2.1 Black-box approaches

Black-box models are empirical models based on the analysis of input and output time series
and developed without any consideration of the physical processes at stake nor of the system
geometry [Abbott and Refsgaard, 1996|. Linear |[Debieche et al., 2002; Labat et al., 1999; Long
and Derickson, 1999] and non-linear [Denic-Jukic and Jukic, 2003; Labat et al., 1999] transfer
functions and artificial neural network models [Hu et al., 2008; Kong A Siou et al., 2011; Kurtulus
and Razack, 2007]| belong to the black-box category and have been successfully applied to karst
spring discharge modelling. The major limitation of the black-box approach lies in the weakness
of physical concepts which implies a lack of predictive power with respect to a modification of the
system (climate change or anthropic sollicitation), or to the prediction of extreme events that are
not represented in the input series used for model calibration.

1.2.2 Global, conceptual approaches

Global conceptual models are based on physically sound structures and equations that are
selected by the modeler as being representative of the main processes at stake, together with semi-
empirical ones [Abbott and Refsgaard, 1996]. The structure of conceptual models is a trade-off
between adaptability (the model must be able to represent a large variety of hydrological conditions)
and parsimony (parameters must be identificable and over-fitting must be prevented) [Perrin et
al., 2001]. Because they are based on physically sound structures, conceptual models may offer
some insights on the internal behaviour of the system modeled. However, due to the global scale
approximation, providing a physical interpretation of the model parameters may prove difficult.

Conceptual models perform well in the prediction of time-series data (provided that the system
structure does not change). In particular, conceptual reservoir models have been applied to predict
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the rainfall-discharge relationship of karst aquifers in a variety of studies |Bailly-Comte, 2008;
Barrett and Charbeneau, 1997; Fleury et al., 2007; Halihan and Wicks, 1998; Le Moine et al., 2008;
Tritz et al., 2011], including the Lez aquifer system [Fleury et al., 2009]. The heterogeneity of the
karst aquifer is ususally accounted for by the use of distinct reservoirs with different characteristics,
each of which stands for a distinct karst sub-system. Changes in the epikarst connectivity with time
may be taken into account through the use of an hysteretic function in the shallow reservoir [Tritz
et al., 2011]. These models may also account for the activation of temporary outlets [Jukic and
Denic-Jukic, 2009; Tritz et al., 2011] and for groundwater-surface water interactions |Bailly-Comte,
2008|.

1.2.3 Distributed, physically-based approaches

Distributed, physically-based models try to represent the hydrologic processes based on the
fundamental laws of physics (mass, momentum and energy conservation) [Makropoulos et al., 2008].
Such models have important applications to the interpretation and prediction of the effects of a
change in the model characteristics, whether it be from anthropic origin or not. As they are
distributed, they also offer insights in the internal model behaviour and may allow for spatial flow
field assessment.

The main limitation associated with physically-based approach is due to the fact that such
models require a good knowledge of the system geometry, which may prove especially problematic
in the case of karst aquifers. Setting up a physically-based model also require to make the right
assumptions on the nature of the main processes and law of flow at the scale considered. It must
also be noted that even “physically-based” models involve a high degree of conceptualisation.

The development of distributed models involves challenges related to the validation of the
parameters. Indeed, most parameter values cannot be assessed from direct measurements because
the scales involved in field measurement and in the modelling processes are not the same. Depending
on the set of observations available, there may be no way to find a unique solution to the calibration
problem: most often, several sets of parameters may lead to the same fit. This equifinality [Beven,
1993] issue is not restricted to distributed, physically-based models yet distributed models are
especially prone to it because of the large number of parameters involved.

The next section briefly presents the major conceptual approaches for distributed flow modelling
in karst aquifers. The choice of the approach depends in particular on the model aims, as well as on
the balance between the scale length of the flow domain and the dominating flow type (channelled
or diffuse) [Sauter, 1992] (see Figure 1.2).

1.2.3.a Single and dual porosity models

The single porosity equivalent porous medium approach is based on the assumption that
at the scale relevant to the hydrogeologic analysis, flow and transport do not have to be described
individually at the fracture or conduit scale and that they could instead be lumped into effective
model parameters. Flow within the fractures and conduits is thus approximated as Darcian and
the karst conduits are modeled as high-permeability areas (smeared conduit approach). Such a
treatment is often acceptable for the simulation of flow within moderately [Scanlon et al., 2003;
Teutsch and Sauter, 1997] karstified aquifers. The parameters fields may be inferred based on the
system knowledge (deterministic approach) or they may be treated as a correlated random function
of space (stochastic-continuum approach). Because single-continuum models have limited potential
for representing heterogeneities such as the karstic conduits, Teutsch and Sauter, 1997 suggest that
the continuum approach may be appropriate to deal with water budget issues but not to simulate
hydraulic responses of karst aquifers to recharge events. However, the deterministic approach has
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IKARSTIFIED AQUIFER |

MODEL REPRESENTATIONS
equivalent double hybrid pipe / fracture
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Figure 1.2: Schematic classification of distributive methods applied to modelling karst hydrodynamics.
Adapted after Sauter, 1992.

been reported to succeed reasonably well in reproducing spring flow rates at the regional scale
[Angelini and Dragoni, 1997; Gonzalez-Herrera et al., 2002; Larocque et al., 1999; Scanlon et al.,
2003|.

The dual continuum approach [Barenblatt et al., 1960; Warren and Root, 1963| represents
both the conduit and the matrix systems as distinct yet hydrologically connected continua. One
continuum has low conductivity and high storativity, and stands for the diffuse system. The
other continuum has opposite characteristics (high conductivity, low storativity) and stands for the
conduit system. Flow within both continua is assumed to be laminar. Exchange flow between the
two continua is typically controlled by the local difference in potentials and by a lumped parameter
which relates to the fractured rock geometry and its hydraulic properties [Cornaton and Perrochet,
2002]. The double continuum approach yields an improved representation of the karst heterogenity
without requiring detailed geometrical information on the fracture/conduit system [Teutsch and
Sauter, 1991|. It also account for the karst/matrix interaction (low permeability volumes recharge
during flood events and quantification of base flow...). Double continuum models have been used
successfully to simulate spring discharge, groundwater level fluctuations and tracer breakthrough
curves on a regional scale |Najib, 2007; Sauter, 1992; Teutsch, 1993|. Note that the traditional
dual approach is based on the main assumption of an uniform distribution of the fracture (conduit)
network pattern [Jazayeri Noushabadi, 2009], which makes it relevant at scales smaller than the
aquifer scale. Multiple continuum approaches have been proposed by e.g. Bai et al., 1993.

1.2.3.b Discrete features models

Discrete features models (discrete fracture and pipe network models) reduce the karst aquifer
system to the only fracture and conduit network. In this approach, the geometry and the hydraulic
properties of the fractures and conduits must be specified in either a deterministic |[Jeannin, 2001;
Peterson and Wicks, 2006; Thraikill, 1974] or a stochastic [Josnin et al., 2002; Jourde, 1998; Jourde
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et al., 2002] framework, or a mix of both. The deterministic approach (pipe network model) relies
on the assumption that only a small fraction of the karst and fracture network has an impact on
the flow path structure (that fraction depends on the scale considered). Based on this assumption,
the modelling process focuses on the karst conduit or the fracture intersections that govern the
flow path at the scale considered [Jourde et al., 2002; Mohrlok and Sauter, 1997]. In contrast, the
stochastic approach (discrete fracture model) is based upon the assumption that the flow field is
governed by the statistical properties of the fracture and conduits network (length, connectivity
... ). Plausible karst networks may also be generated by the modelling of the karst aquifer genesis
[Jaquet et al., 2004]. Both the discrete and the statistical characterisation of the fracture and
conduit network require a good knowledge of the site geometry. Such a detailed description of
the fracture and conduit geometries and hydraulic properties is only possible at a local scale on
well-instrumented sites [Jeannin, 1996, 2001; Josnin et al., 2002].

Flow within the conduits may be described either by the Darcy law or taking into account
turbulent head losses by using e.g. the empirical Darcy-Weisbach equation [Thrailkill, 1968], the
Louis model [Jeannin, 2001], or an approximation of the Saint-Venant equations |[Diersch, 1998a].

1.2.3.c Hybrid models

Hybrid models couple a slow, laminar flow component which is related to the fractured porous
matrix with a rapid, often turbulent flow component that occurs within the karst conduits. The
karst system is modeled as a 1-D (one-dimensional) or 2-D (two-dimensional) discrete pipe network,
which is embedded within the 3-D (three-dimensional) matrix continuum. The coupling of the
conduit and the matrix systems may be established by assuming continuous heads [Kiraly et al.,
1995] or by considering an exchange flow [Clemens et al., 1999]. Hybrid models may take into
account variably saturated conditions within the conduit system (free surface flows and pressurized
conduit flow) [Reimann et al., 2011; Rooij, 2008] and within the matrix [Rooij, 2008].

1.2.4 Short conclusion

Each model family has his own strenghts and limitations. The nature of the model must be
adapted to its intended purposes. In many practical cases, simple models may perform better
than complex ones, whithin their range of applicability. In any case, it is important that a clear
statement of the assumptions and their implications be made [Risbey et al., 1996]. Some authors
advocate a multi-model approach [Makropoulos et al., 2008] for a more thorough understanding
of complex systems. Sensitivity analysis and uncertainty analysis provide a means for a better
understanding of both models behaviour and models results.

1.3 Sensitivity and uncertainty analysis

This section provides an introduction to the sensitivity and uncertainty analysis (Section 1.3.1).
An overview of the main approaches used to perform the sensitivity and uncertainty analysis is
given in Sections 1.3.2 to 1.3.4. Section 1.3.5 presents some related issues.

1.3.1 Introduction to sensitivity and uncertainty analysis

Models are not perfect. Indeed, models are abstract, approximate representations of reality.
The discrepancy between models and reality is inevitable because of the errors that are made at
all stages of the modelling process [Beven and Freer, 2001; Hall, 2003]:
— Errors in the conceptual model structure. As models are simplified views of the reality, no
model can be considered as being an entirely true image of the "real world“ physical processes.
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The modeller task is to work out which physical processes are dominant at the model scale,
and to take them into account in a correct way. For example, the scale of the geological
discontinuities to be considered in a groundwater flow model depends on the model scale.

— FErrors in the input data. These errors may arise from the spatial and temporal variability
of the environmental variables, from sampling procedures (observational data are not error-
free) or sampling analysis [Dubus et al., 2003] (e.g. spatial and temporal errors in rainfall
sampling).

— Errors in the parameters estimation. Because the measurement and the modelling scales are
usually not the same, the parameters of hydrogeological models can often not be measured.
As a consequence, most parameter values have to be calibrated. Errors in the parameters
estimation may stem from error in the calibration process. Errors in the input data may also
pass on the calibrated parameters values. Lastly, the objective function used for calibration
also influes on the resulting parameter set.

— Errors in the numerical solution of the model equations. Numerical approximations in code
(discretization errors, computer round-off errors) lead to errors in the model solution [Dubus
et al., 2003]. The magnitude of the error depends on the temporal and spatial resolution of
the model setup, on the relative differences in size of adjacent spatial cells or time steps, and
on the resolution scheme [Kavetski et al., 2006a].

Sensitivity, uncertainty and related concepts.

Difference between uncertainty and sensitivity. Sensitivity and uncertainty analyses
are closely related: sensitivity analysis is "the study of how the variation in the output of a model
(numerical or otherwise) can be apportioned, qualitatively or quantitatively, to different sources of
variation® [Saltelli et al., 2000]. Uncertainty analysis is "the practice of determining the reliability
of model outputs by addressing potential sources of uncertainty, including uncertainty associated
model structure, forcing, parameters and observations* [Cacuci, 2003; He et al., 2010].

Difference between uncertainty and error. Uncertainty is a “potential deficiency in any
phase or activity of modelling and simulation process that is due to a lack of knowledge”, whereas
error is defined as “a recognizable deficiency in any phase or activity of modelling and simulation
that is not due to a lack of knowledge” [Oberkampf and Blottner, 1998].

Equifinality. In a broad sense, equifinality refers to the case “where different conditions lead
to similar effects” [Beven, 2006; Beven and Binley, 1992; Ebel and Loague, 2006]. As regards
hydrologic modelling, the equifinality concept refers to the fact that given the errors in e.g. input
data knowledge, there are “many acceptable representations” of the modelled system, and that
these alternative representations “should be considered in assessing the uncertainty associated with
predictions”. In other words, the equifinality concept traduces the fact that most environmental
problems are ill-posed (issues about the unicity, identifiability and stability of the problems solution
|[Ebel and Loague, 2006]). Equifinality may stem from e.g. the use of a global performance measure
for the calibration (reduction of the problem dimension), or from the compensation for the calibrated
parameter values for different types of error [Beven, 2006]. A similar concept is that of ambiguity,
which has been proposed to denote models "for which predictions made with different stochastic
realisations of the input data cannot be distinguished statistically* [Beven, 2006; Zin, 2002].

Sensitivity and uncertainty: what for ? Sensitivity and uncertainty analyses aim at under-
standing and quantifying the changes in a models outputs that would result from a change in the
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model inputs. The scope of these analyses includes all stages of the modelling process [McCuen,
1973]:
— model development through a better understanding of the model behaviour,
— quantification of the uncertainty in model prediction,
leads for the reduction of the uncertainty,
— definition or selection of the objective function,

— leads for data collection.

1.3.2 Local v.s. global methods

Both qualitative and quantitative methods may be used for sensitivity analysis. Qualitative
methods aim at screening the most influential factors within a system with many non-influential
ones and will not be described here. Quantitative methods may be categorized according to several
criteria [Campolongo et al., 2007; Frey and Patil, 2002; Zin, 2002]. In what follows, we adopt the
classification into local and global analysis.

Local analyses examine the model behaviour in the vicinity of a central value, based on a linear
approximation of the model dynamics in the vicinity of this central (nominal) value. The main
shortcomings of the local approach are related to the first-order approximation. As for non-linear
models, the range of validity of local analyses is restricted to “small” changes in the values of the
parameters, the meaning of “small” being dependent upon the degree of non-linearity of the model
and possibly the nominal value used for the analysis. Local analyses may therefore only adress
a small portion of the possible space of input values and they do not give insights into to the
equifinality problem.
These shortcomings may be partially overcome. For example:
— second-order derivatives may be included in the analysis to increase the accuracy of the local
sensitivity and uncertainty estimates [e.g. Maskey and Guinot, 2003],
— specific procedures may be implemented for the sensitivity calculation in the case of models
with discontinous solutions [Bao and Kuo, 1995; Guinot et al., 2007; Zou et al., 1993],
— model implementation may be selected to avoid numerical artefacts due to model thresholds
and poorly selected time stepping schemes [Kavetski et al., 2006a,b; Kitanidis and Bras,
1980].

Global analyses characterize the model behaviour (averaged over the variation of all the pa-
rameters) over a finite region in the parameter space. Most global sensitivity methods are based
on Monte-Carlo sampling. Both the parameters and the output variables are considered as random
variables. The sensitivity analysis is based on a sampling exploration of the input space. The
distribution of the output variables is used as a measure of the uncertainty. Global analyses may
therefore adress the effect of orders-of-magnitude parameter changes. They are also well suited
to the analysis of interactions between the parameters, and to that of equifinality. The global
framekwork also allows the study of the model structure uncertainty.

The main drawback of the global analysis is its computational cost, which may turn out to
be prohibitive for distributed models. Efficient sampling schemes may lessen the computational
cost. Global procedures are not error-free either. The analysis results may be influenced by the
discretization of the input sample: choice of the probability distribution functions attributed to the
input parameters [Brattin et al., 1996], sampling scheme, absence or presence of correlation between
the variables [Dubus and Brown, 2003; Saltelli et al., 2000]. Error estimates may be difficult to
obtain |Yeong-Weisse, 2009]. Last, the high computational cost of the global methods implies that
most sensitivity and uncertainty measures are integrated over the whole simulation period, which
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means that the very informative temporal dynamics of the sensitivity and uncertainty measures is
missed. This last limit may be partially overcome by performing the global procedure over a sliding
temporal window [e.g. Wagener et al., 2003].

Complementarity of the local and global approaches. The classification into local and
global methods is convenient yet the limits between both may be blurred. Indeed, global and local
methods may favourably be combined:
— local techniques may be used as a screeening analysis to identify the most important inputs
to propagate through a model in a probabilistic framework [Cullen and Frey, 1999],
— global analysis may be used to spot the critical points of functioning of the system, before
performing local analyses on these points [Cacuci, 1990],
— local sensitivity derivatives may be used to improve the efficiency of a Monte-Carlo sampling
technique (variance reduction technique) [Cao et al., 2006],
— local sensitivity derivatives may be used to improve the efficiency of the stochastic response
model method [Isukapalli et al., 2000],
— local sensitivity derivatives may be used to improve the efficiency of global, variance-based
methods [Kucherenko et al., 2009; Sobol and Kucherenko, 2009].

1.3.3 Local analysis

This section presents the most widely used local sensitivity and uncertainty measures and the
associated methods.

1.3.3.a Local sensitivity and uncertainty measures

Let f be a model defined by

RP —R"
f:{ X Y= f(X) (1.1)

where X is the vector of the p model input variables and Y is the vector of the n model output
variables.

Sensitivity measures. The effect of a parameter change AX around the nominal value Xg
over the model response Y may be expressed by a Taylor series expansion as

Y (Xo+AX) = Y (Xo)

ZZ@X 3z, AX;AX + .. (1.2)

The first-order sensitivity s;; of the variable Y; to the parameter X; is defined as
sij = 0Yi/0X; (1.3)

The sensitivity matrix [s;;] is a first-order approximation of the dependence of the solution on
parameter changes. Similarly, the second-order sensitivity s;j of the variable Y; to the parameters
Xj and X}, is defined as

sijn = 0°Y;/0X;0X;, (1.4)

The second-order sensitivity matrix account for the effects of local interactions among the variables.
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Uncertainty measures. The variance of an output variable may be estimated based on the
variance of the parameters and on the first-order sensitivity of the output variable [Dettinger and
Wilson, 1981]. The variance (second moment) of the variable Y; is approximated to the first order
by

) N A,
var(Y;) 22 5 flvar(Xj) +222 5%, 5X cov(X;, Xi) (1.5a)
j=1 93 j=l k=1 IOk
p p p—1
EZSZ']‘V&I‘(XJ') + QZ SijsikCOV(Xj, Xk) (1.5b)
j=1 j=1 k=1

where var(Y;) is the total variance of the output variable Y;, var(X;) is the variance of the input
variable X; and cov(Xj, Xj) is the covariance between the input variables X; and Xj;. The term
sijvar(X;) represents the contribution of the variances of the input variable X; to the total vari-
ance of the output Y;. The term s;js;,cov(X;, X)) represents the contribution of the (possible)
correlation between the input variables X; and X} to the total variance of the output Y;. Note
that equation (1.5b) does not require an exact formulation of the input probability distribution
function. For non-correlated input variables, equation (1.5b) reduces to

var(Y;) ~ Z sijvar(X;) (1.6)
j=1

1.3.3.b Numerical Methods

Numerical methods do not require neither knowledge of the model equations, nor any additional
computer code writing. However, their computational cost is heavy.
The empirical method. The empirical method consists in approximating the sensitivity coeffi-

cients by the finite difference of the perturbed solution:

oY; Yi(Xj +0X;) - Yi(X))

X~ 5X (upstream scheme) (1.7a)
Y, Yi(X;) - Yi(X; - 6X;

ng ~ (X5) 5)§j J ) (downstream scheme) (1.7b)
Y, Yi(X;+6X;)—-Yi(X;—6X;

ng ~ (X + ]2)5Xj (X; ) (centred scheme) (1.7¢)

The offset difference schemes are first-order accurate whereas the central difference scheme is the-
oretically second-order accurate. The actual accuracy of the method depends on the perturbation
size:

— substractive cancellation errors rise due to the finite precision of the numerical solution
(round-off errors), which means that the perturbation size should not be too small,

— perturbations tending to zero may result in infinite empirical sensitivities if the model solution
is discontinuous. Note that specific approaches can be used to tackle the problem of direct
sensitivity calculation across shocks [Guinot et al., 2008].

The optimal perturbation size is a trade-off between the above-mentionned constraints. As the
optimal perturbation size depends on both the parameter and variable investigated, the finite
difference approach may require significant tuning of the perturbation factors [Pauw, 2003|. Denote
by p the number of parameters involved in the sensitivity analysis. Computing the sensitivity for
n variables requires p + 1 model runs for offset schemes and 2p model runs for the centred scheme.
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The complex differentiation method The complex differentiation method [Lyness and Moler,
1967] is based on a first-order expansion of the analytic output function f using a complex parameter
perturbation h:

, _Of  Rh2O%f  ih® O3f
Setting aside the imaginary part of equation (1.8) leads to
. Of k3 O3 f

For infinitesimal perturbations, the sensitivity may therefore be approximated by
af Im[f(X +ih)]
0X h

In other words, if a complex perturbation is applied to the parameter of interest, then the sensitivity

of a model variable to this parameter can be obtained by evaluating the imaginary part of the

+ O(h?) (1.10)

computed complex variable. Since no subtraction of terms is involved in the sensitivity calculation,
the method allows true second-order accuracy to be achieved |Perez et al., 2008|.

Computing the sensitivities to p parameters requires p model runs. Computational costs are
increased by the complex formulation to up to three times the cost of the original solver [Perez
et al., 2008].

1.3.3.c Semi-analytical methods

Semi-analytical methods are cost-effective. However, they require knowledge of the model equa-
tions and additional code writing.

Starting point. The first-order approximation of a model f takes the form

Y =g(Y,X,t
9l ) (1.11)
Y(to) = Yo
where Y is the vector of output variables, X is the vector of input variables and Y is the value of
Y at time t = ty. Differentiating equation (1.11) with respect to the vector of parameters X leads
to

{S:J.S+F 112

S(to) = So

where S is the sensitivity matrix, S is the first-order approximation of S and J and F are termed
the jacobian matrix and the parametric jacobian matrix respectively. S, J and F are defined as

5 [0g1/0Y1 -+ 0¢1/0Y,
_99 _ : - :
J =5y = : ) : (1.13a)
P '8g1/8X1 8g1/(7Xp
_99 _ : ) :
F =X = : ) : (1.13b)
109, /0X1 -+ Ogn/0X,
9y _0Y1/6X1 8Y1/8Xp
S 2" _ : _ : (1.13c)
8X . .
_8Yn/8X1 3Yn/aXp
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Continuous and discrete approaches to sensitivity computation. Semi-analytical methods
are based on the numerical resolution of the sensitivity equation (1.12). The differentiation of the
model equations and the discretization of the sensitivity equation are non-commutative operations.
As a consequence, the sensitivity analysis may yield different results depending on whether the
model equations are differentiated first, and then discretized (continuous approach) or discretized
first, and then differentiated (discrete approach) [Castaings, 2007]. The sensitivities computed by
the discrete approach are dependent on the numerical solution of the model equations. Conse-
quently, it provides no theoretical insights into the general behaviour of the model. Instead, the
sensitivity analysis must be repeated for any new situation [Guinot et al., 2007]. On the other hand,
the continuous approach does provide general guidelines for the sensitivity behaviour. However, the
perturbation approach may yield inaccurate sensitivity estimates when strongly nonlinear model
equations are to be solved.

The direct / forward method consists in discretizing and solving the sensitivity equations
(1.12) along with the model equations (1.11). Note that a different set of sensitivity equations
must be solved in order to obtain the sensitivity to each parameter. As a consequence, the direct
method is most efficient for the computation of the sensitivity of several output variables to one
given parameter.

The adjoint / backward method [Sykes et al., 1985; Wilson and Metcalfe, 1985| allows the
calculation of the sensitivity of a given cost function to the entire parameter set in one model run.
The principle of the adjoint method is detailed hereafter. Let V be a cost function defined as

V= /tffb(t,X,Y)dt (1.14)

to

The sensitivity of V' with respect to the input variables X may be written as

oV A%
ViV = (aXl 8X)
tr (9P OY 0D
= /to (6Y8X+8X) dt (1.15)

tr (0B oOd
= /to <8YS+8X)dt

Define the Lagrange multiplier A as A = [A; --- Ay]”. Equation (1.12) implies that

. dg dg
1 _ Y9 e _YI)
A < ) 0 (1.16)

Combining equations (1.16) and (1.16) leads to

0P 0P ) dg dg
= oS+ | dt MS— 28— =) dt 1.1
vxV /to (8Y * ax) * /to < oY ax) (1.17)
Rearranging equation (1.17) gives
dg tr (0D dg
TS+ S — AT dt / ——+ AT ) dt 1.1
VxV = / ()\ S+ S 8YS + . \ox + X (1.18)

Define P as 5% 9
_yT& 9% T 99
P=2AX S+8YS A 8YS (1.19)
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Then equation (1.18) becomes

tr 0P dg
= P T 1.2
ViV /t dt+/t0 (ax A ax)dt (1.20)

Note that A may take any value. Let’s take A such that P be equal to zero. Then the sensitivity
of the optimisation criterion is independent on the variable sensitivities. The problem therefore is
to find the value of A such that j;zf Pdt be equal to zero. An integration by parts gives

Ly ty . o dg
Pdt = T — -7 1.21
/to dt /t [)\ S+<8Y A ay) s} dt (1.21a)
=[ATS! (1.21b)

provided that
ONT _ 0 7 Og

— = - A= 1.22
ot oY oY (1.22)
Equation (1.22) is equivalent to
T 0P T 89
. 00T 9g
Ao os —aeA=0 (1.23b)
As a consequence, if X verifies equation (1.23b) then
ty —
/ Pdt =[A"S],! (1.24a)
to
—(ATS)(t7) — (ATS) to) (1.24b)

Remember that S(tp) = 0. Then the condition fttof Pdt = 0 is verified if A(ty) = 0. As a conse-
quence, if X verifies the adjoint equation

Ao 095y
yi{ Aoy Tt (1.25)
)\(tf):()

then the gradient of the objective function is given by

VXV—/tO (ax A ax) dt (1.26)

Note that the adjoint equation is independent on the parameter investigated. However, the calcu-
lation of VxV requires the storage of the entire unsteady solution.

1.3.4 Global analysis

As a rule, global analyses are dedicated to uncertainty estimation rather than sensitivity esti-
mation. The sensitivity measures are qualitative measures that are derived from the uncertainty
analysis.
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Figure 1.3: General scheme of ANOVA methods. The total variance of the output is apportioned to each
of the inputs, as schematized by the pie diagram. Adapted from Saltelli et al., 1999. See discussion in Section
1.3.4.b.

1.3.4.a Reminder: Basic Monte-Carlo method

Monte-Carlo methods (particular cases of sampling-based methods) are probabilistic methods
based on the sampling of the output variable space. The input variables are considered as random
variables, whose probability distribution traduces the uncertainty in the estimation of the param-
eter. A probability distribution function is assigned to these input variables and a representative
set of inputs is sampled randomly based on the distribution functions. Note that the probability
distribution may take parameter correlation into account. The deterministic output of the model
is computed for the set of sampled inputs. The model output uncertainty is described by statistics
indicators (variance, moments. ..) which are computed based on the deterministic set of output.

The major drawback of the Monte-Carlo method is its computational cost, which may be
prohibitive for fully distributed models. The convergence rate of the standard error is 1/4/n where
n is the number of model runs, and proportional to the variance o of the parameter distribution.
Computational efficiency may be gained through the use of efficient sampling scheme, in particular
through variance reduction techniques (latin hypercube e.g.) or through the use of alternative
sampling algorithms with higher convergence rate (Monte-Carlo Markov Chains (MCMC) - e.g.
Metropolis algorithms [Kuczera and Parent, 1998]). Lower computational cost may also be achieved
by running the analysis over a simplified version of the model, termed the response surface [Box
and Wilson, 1951].

1.3.4.b Variance-based methods

ANOVA (ANalysis Of VAriance [Archer et al., 1997]) methods are used to determine which
proportion of the output variability may be apportioned to each of the input variables (taken
separately or in combination with one another - see Figure 1.3). The analysis is based on a variance
decomposition of the uncertainty associated with the output variable Y (or with a performance
measure) into conditional variance indices:

V) =Y Vit Y Vgt +View (1.27)
=1

1<i<j<n
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where V(Y') is the total variance of the output variable and the conditional variances are defined
as

V; = Var[E(Y| X;)] (1.28a)

Vij = Var[E(Y|X;, X;)] - Vi = V; (1.28b)

(1.28c¢)

Vi = Var[E(Y[X1, -, Xn)] = Y _Vi (1.28d)
=1

V; is the expected amount by which the uncertainty over Y is to be reduced, knowing the error-free
value of X;. V;; is the amount of variance of the output variable which is due to the uncertainty
in the interaction between the input variables X; and Xj.

The evaluation of the conditional variances typically involves Monte-Carlo techniques (Sobol’s
method [Sobol, 2001]) and/or spectral analysis (fast and extended FAST methods [Cukier et al.,
1973; Cukier et al., 1978; Saltelli et al., 1999]).

Although ANOVA can theoretically capture 15 order (main effects from single parameters) to
total order effects (i.e., all parameter impacts including all interactions), computational limitations
limit its use to 15 and 2" order interactions. The exact nature of the relationship is not determined
by the ANOVA. The convergence of the Monte-Carlo integrations used in Sobol’s method may be
increased to 1/n if Sobol’s quasi-random sequence is used [Tang et al., 2007].

Classical ANOVA method uses the F-test to determine “whether a significant difference exist
among mean responses for main effects of interactions between factors. The relative magnitude of F
values can be used to rank the factors in sensitivity analysis”. In addition to the F-test, first-order
sensitivity measures are defined as

VEY|X:]) Vi

S, = 7 — %) (1.29)

where S; is the fraction of V' which is solely due to X;. Similarly, higher-order sensitivities may be
defined as

VI..An

v
where V1., is the partial variance in the model output associated with simultaneous changes in

Sl...n =

(1.30)

parameters 1...n and S;; is the fraction of V' which is due to the interaction between X; ...to X,.

1.3.4.c Informal Bayesian approaches

The Regionalized sensitivity analysis (RSA) (also termed the Hornberger-Spear-Young
method or the generalized sensitivity analysis) |[Hornberger and Spear, 1981; Spear and Horn-
berger, 1980] has been developped with the ambition to tackle the problem of equifinality of the
parameters. Instead of selecting a unique parameter set during the calibration process, the RSA
divides the parameters set into two groups according to the value of the resulting simulation per-
formance. Parameter sets that yield satisfactory results form the “behavioural” set, as opposed to
the complementary “non-behavioural” set. The sensitivity to a given parameter is estimated based
on the distance between the probability distributions of the parameter for the behavioural and
non-behavioural sets (e.g. F statistics, see Figure 1.5).

Note that in multi-objective frameworks the definition of the behavioural set is not unique.
Classical definitions of the behavioural set include (see Figure 1.4):

— Pareto-optimality. A parameter set is Pareto-optimal (non-dominated solution) if no other

parameter set is at least equal in all objectives and superior in at least one [Gupta et al.,
1998].
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Figure 1.4: How to decide on behavioural simulations: selection of the a) Pareto optimal, b) threshold or
c¢) weighted optimal parameter set. The selected (behavioural) parameter set is greyed out. See discussion
in Section 1.3.4.c. After Wagener, 2004.

a) b)

cdf A cdf A

X X

Figure 1.5: RSA method. Parameters deemed a) sensitive and b) insensitive. Dotted line: a posteriori
cumulative distribution of the parameter X. Continuous line: a priori (uniform) cumulative distribution of
the parameter X. Adapted after Zin, 2002. See discussion in Section 1.3.4.c.

— the thresholding approach. In that method the behavioural set is defined as the set of solu-
tions such that the solution performance is superior to a threshold value with respect to all
performance metrics.

— the weighted objective approach. That method aims at reducing the original, multi-objective
problem to a scalarized one. An agregated objective function is defined as the linear combi-
nation of the set of objectives functions. The behavioural set is defined as the set of solutions
such that the solution performance is higher than a given, threshold value on the agregated
objective.

The Generalized Likelihood Uncertainty Estimation (GLUE) method [Beven and Bin-
ley, 1992] is based on the RSA with the difference that not all behavioural parameter sets are
supposed equally acceptable. Instead, each parameter set is associated with a likelihood measure,
which is derived based on the goodness-of-fit to the available observation data. The likelihood
of non-behavioural parameter sets is set equal to zero. The predictions of the set of behavioural
parameters are weighted based on their likelihood and the weighted cumulative distribution of the
predicted variable over all behavioural sets is used for uncertainty analysis. The method allows
updating of likelihood weights as new data become available. It also allows multiple model struc-
tures to be considered. The GLUE method is especially adapted to cope with model non-linearity.
Parameters interactions are handled implicitely. What is more, the method is easy to understand
and implement.

The RSA and the GLUE methods share the same weaknesses:

— the subjective nature of the criteria used for the selection of the behavioural and non-
behavioural sets, of the distance measure used, and of the acceptability threshold. The
acceptability threshold value may e.g. be chosen such that the uncertainty in the predicted
variables matches that of the measured variables [Kumar et al., 2010,
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— the computational efficiency. Efficient sampling schemes (such as variance reduction tech-
niques) exist but they imply making hypotheses upon the a posteriori distribution (distri-
bution conditioned by the observations) of the parameters. The computational efficiency of
GLUE has been improved through the use of adaptive MCMC schemes [Blasone et al., 2008;
Kuczera and Parent, 1998|.

1.3.4.d Formal Bayesian approaches

The RSA and GLUE approaches use an informal likelihood measure to avoid over-conditioning.
By contrast, formal Bayesian methods make strong assumptions about the nature of modelling
errors |Zin, 2002]. The assumptions about the modelling errors allows the use of efficient algo-
rithms for the estimation of the posterior probability density function of parameters. Markov chain
schemes represent a general method for sampling from the posterior distribution. Unlike impor-
tance sampling, Markov chain sampling generates samples from a random walk which adapts to
the true posterior distribution [Kuczera and Parent, 1998; Vrugt et al., 2002]. The difficulty of
Markov chain sampling is the choice of a proposal probability density function, which “determines
the explorative capabilities and efficiency of the sampler and therefore the statistical properties of
the Markov Chain and its rate of convergence” |Vrugt et al., 2003].

1.3.5 Some issues related to sensitivity and uncertainty analysis

Gain of insights into model behaviour. Most sensitivity studies aim at parameter sensitivity
assessment / ranking, based on simulation runs with incremental variations of the parameter values.
For example, pipe flow models have been found to be highly sensitive to the Manning coefficient
and to the length and width of the pipe conduit, whereas the conduit slope was found to have
little impact on the model results [Peterson and Wicks, 2006]. Multiple scenarios have been used to
investigate the impact of turbulence on the simulated hydraulic heads and parameter sensitivities
of a finite difference groundwater flow model. It appeared that turbulence either increased or
decreased simulated heads from their laminar elevations, and also affected the sensitivities of the
model parameters [Shoemaker et al., 2008].

Monitoring network design and protection zones spotting. An under-appreciated utility
of sensitivity analysis is to assess the reduction in the prediction uncertainty resulting from different
actions such as data collection [Hunt and Welter, 2010]. For example, Monte-Carlo based sensitivity
analysis has been used to determine the optimal location of monitoring wells for detection of
groundwater contamination in three-dimensional heterogenous aquifers [Meyer et al., 1994; Storck
et al., 1997|. Kalman filtering has been used to minimize groundwater monitoring network density
under the constraint of given threshold values for the standard deviations of the estimation error
[Zhou et al., 1991]. Adjoint sensitivity analysis allowed the identification of land use areas that
should be protected first in order to maintain a given production rate at a pumping well [Jyrkama
and Sykes, 2006]. A Bayesian data worth framework has been used to work out the monitoring
network design that would minimize the cost of remediation and sampling in case of groundwater
contamination [James and Gorelick, 1994]. Note that the reduction in the prediction uncertainty
may be dependent on the nature of the predicted variable, as evidenced by e.g. Barros et al., 2011
for stochastic flow and transport models.

Data worth and parameter identifiability assessment. Data worth and parameter identia-
bility are both related to the calibration process. The identifiability of a given model refers to the
capability of model calibration to generate correct and unambiguous parameter estimates [Doherty
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and Hunt, 2009; Kleissen et al., 1990]. The worth of observational data is determined by its ability
to reduce predictive uncertainty [Dausman et al., 2010].

The identifiability is dependent upon the parameter considered and also the objective function
used in the calibration process and the data set used for the calibration [Doherty and Hunt, 2009;
Guinot et al., 2011]. Sensitivity-based identifiability measures have been proposed by various au-
thors [Brun et al., 2001; Doherty and Hunt, 2009]. Multi-objective [Efstratiadis and Koutsoyiannis,
2010] or multi-variable [Castro and Goblet, 2003; Hooper et al., 1988; Son and Sivapalan, 2007;
Winsemius et al., 2006] calibration approaches are in general better suited than traditional single-
objective, single-variable approaches to identify overparameterization issues or deficiencies in the
model structure.

The temporal dynamics of the sensitivity may provide a mean to detect the failure of a given
model structure to correctly reproduce the observations [Boyle et al., 2000; Gupta et al., 1998; Sun
et al., 2001; Wagener et al., 2003; Zhou et al., 1991].

The temporal variability of the model sensitivity may also be used to increase the efficiency of
the calibration method |Vrugt et al., 2001; Wagener et al., 2003|, e.g. by discarding data sets that
contain little information from the calibration period of a given parameter [Vrugt et al., 2001].

1.4 Conclusion

Sensitivity analysis methods can be grouped in two families: local and global methods. Local
methods consist in analysing the sensitivity behaviour in the vicinity of a central value, whereas
global methods are based on an exploration of the space of the input parameters. Global and local
methods are complementary rather than competitive:

— the global approach adresses the effect of orders-of-magnitude parameter changes, but it

requires a large number of simulations,

— the local approach allows to gain analytical insights into the model functioning, but caution

is required in determining the range of validity.
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Part 1. Analysis of global
rainfall-discharge models






Introduction to Part 1

This part is devoted to the analysis of the sensitivity properties for global modelling approaches.
The main issues addressed are:

(1) is it possible to calibrate the model 7

is the calibration robust 7

)

(iii) is it possible to reduce equifinality through multi-variable calibration ?
) is it possible to reduce equifinality through multi-objective calibration ?
)

what is the optimal degree of complexity associated with global, conceptual rainfall-discharge
modelling ?

These questions are addressed using both analytical and empirical sensitivity approaches.

Chapter 2 adresses items (i) and (ii). The perturbation approach is used to investigate the
analytical properties of the initialisation bias, depending on the hydrodynamic conditions and the
model structure, with the aim to:

— check whether the rules classically adopted for model initialisation can be justified on ana-
lytical grounds. Most studies assume that one hydrological year is long enough to ensure the
dissipation of the initialisation bias, but the validity of this practice is not assessed,

— assess the influence of model structure on the initialisation bias behaviour,

— assess the influence of the threshold transfer functions on the initialisation bias behaviour.
These transfer functions are classically used to account for the pressurized flow connection,
which is responsible for the fast component of the catchment response to rainfall events.
The threshold functioning is used to account for the influence of karst connectivity on the
connectivity of the hydrosystem,

— derive general rules for the choice of the warm-up period based on model structure and
hydrological conditions.

Chapter 3 adresses item (iii). It aims to assess the added value of ground-based gravity data to
the discharge-based calibration of a global, rainfall-discharge model.

Chapter 4 adresses items (iv) and (v). A conceptual model is proposed for the rainfall-discharge-
water level modelling of karst springs under active groundwater management. The model perfor-
mance is assessed against that of alternative model structures.






CHAPTER 2
Use of local sensitivity analysis for
model structure selection

In this chapter the perturbation approach is used to investigate the analytical properties of
the sensitivity to the initial conditions on the calibration and the simulation results of two karst
spring discharge reservoir models (Sections 2.1 to 2.8). The propagation of the uncertainty in the
initial conditions is shown to depend on both the model structure and the initial values of the
state variables. In particular, depending on model structure, non-linearity may either hasten or

delay the dissipation of the initialisation bias. The analytical results are confirmed by application

examples of real-world simulations. These analytical findings are used to provide general rules for

the initialisation bias behaviour depending on model structure. Complementary comments on the

analytical properties of the sensitivity to the models parameters are given in Section 2.9. This

work is currently in revision for Advances in Water Resources [Mazzilli et al., 2011¢]. Tt has also
been presented at the ModelCare 2011 Conference held in Leipzig, Germany (Sept. 18-22, 2011)
[Mazzilli et al., 2011d].
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2.1 Introduction

Numerical models are important tools for groundwater management. Good model development
practices include the assessment of model performance but also of model uncertainty and physical
realism [Wagener et al., 2004]. This paper focuses on the influence of initial conditions on the
calibration and simulation results of two reservoir models for karst spring discharge.

Specifying the initial state of a given model inevitably leads to an initialisation bias in model
output, because an experimental assessment of the internal state of lumped models is not possible. If
the error on the initial values assigned to the internal variables is too important, the initialisation
bias may affect the calibration or the simulation result significantly. Two main approaches are
adopted to address the issue of initialisation bias in conceptual hydrological modelling: (i) the
calibration of the initial state estimate (by Kalman filter-based [Delft et al., 2009; Refsgaard, 1997;
Weerts and El Serafy, 2006] or e.g. variational methods [Seo et al., 2009]), and (ii) the truncation
of the model output [Perrin et al., 2001; Tritz et al., 2011]. The calibration method is generally
used in an operational flood forecasting context, whereas the output truncation method is usually
preferred for continous time modelling for example in groundwater resource management. The
output truncation method consists in running the model for a sufficiently long time to make the
initialisation bias negligible before retaining data for analysis. The period after which the model
output variables become independent from the initialisation bias is called the warm-up period.

A good a priori estimate of the model initial state is required for both the calibration of the initial
state [Refsgaard, 1997] and the truncation of the model output. The availability of realistic initial
state estimates is all the more challenging as the modelling time scale is short. At the monthly or
annual time scale, relevant initial state estimates can be obtained by running the model with mean
meteorological inputs until a steady state is reached [Mouelhi, 2003], but such a procedure may turn
out to be irrelevant for strongly non-linear models. At the daily time step, the computational cost
of the steady state method becomes important and the definition of a mean meteorological time
serie is problematic [Le Moine, 2010]. Under certain conditions, the steady state can be estimated
by analytical procedures [Le Moine, 2010)].

The choice of the calibration or warm-up period is strongly linked to the sensitivity of the model
output to the initial conditions. Indeed, calibration should be performed over periods when the
model output is sensitive to the calibration parameter. Conversely, the warm-up period should
stop as soon as the model output becomes insensitive to the initial state, in order to preserve as
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much data as possible for the analysis. The issue of an optimal determination of the warm-up
period for reservoir-based models has been little addressed in the literature. So has been the issue
of the consequence of an improperly chosen warm-up period on calibration results. This paper
investigates the influence of model non-linearity on the sensitivity behaviour based on the local
perturbation approach. The perturbation technique provides theoretical insights into the general
behaviour of the sensitivity to the initial conditions. The analysis is carried out for two reservoir
models that have both been validated on the application site selected for this study by previous
authors |Fleury, 2005; Tritz et al., 2011]. The main issues addressed are: (i) does model structure
have consequences on the length of the warm-up period, (ii) can guidelines be defined for the choice
of the warm-up period, so as to minimize the impact of the initialisation bias on model calibration
o

The present work is structured in the following way. The application site is presented in Section
2.2. Sections 2.2.3 and 2.2.2 details the structure and governing equations for the Vensim and the
hysteresis-based models respectively. Section 2.3 briefly presents the perturbation approach used
for the derivation of the sensitivity equations and the sensitivity for two rainfall-discharge models
specifically designed for karst system modelling. The sensitivity properties are and exemplified by
real-world applications in Section 2.4. Section 2.5 focuses on the estimation of the uncertainty on
the calibration results. Section 2.6 is devoted to a discussion and Section 2.7 is devoted to the
conclusion and to practical recommandations.

2.2 Application site and models

2.2.1 Site and data

The Durzon karst system is located in the Grands Causses area in the Southern Massif Central
(France). This Vauclusian karst system is embedded in a 400m thick formation of middle to upper
Jurassic limestones and dolomites, deposited on top of a 200m thick formation of upper-Liassic
marls [Bruxelles, 2001]. This latter formation constitutes the aquifer bedrock. The North Eastern
and Southern boundaries of the system are delimited by thrust faults. The other boundaries are
delimited by the topography. The main outlet of the catchment is the Durzon spring, which
is located in the Northern part of the catchment (see Figure 2.1). The recharge area estimates
range from 100 to 120km? based on geomorphological characteristics, mass balance and tracing
experiments [Bruxelles, 2001; Ricard and Bakalowicz, 1996]. Following Fleury, 2005 and Tritz et
al., 2011, a recharge area of 116.8km? is used in the present study.

Discharge data is available for the catchment main outlet only. The Durzon spring discharges
measured over the 2001-2008 period range from 0.5 to 18m3/s, with an average 1.4m?/s. Note
that since the measured variable is the water level at the spring pool, discharge values must be
derived by application of a stage-discharge relationship |Tritz et al., 2011]. The stage-discharge
relationship is fitted on in situ measurements. Various fitting criteria may yield equally acceptable
stage-discharge relationships. For a given water level, the comparison of discharge values obtained
using different fitting criteria yields an uncertainty of about 3% on the discharge value [Tritz et al.,
2011].

Meteorological data are measured at the “Le Caylar” Meteo-France meteorological station, some
10km S-SE of the Durzon spring. The average annual rainfall for the 2001-2008 period is 1069mm.
The average daily temperatures range from -8 to +28°C. The average annual temperature is 10°C.
The daily potential evapotranspiration is estimated from the monthly potential evapotranspira-
tion (computed using Thornthwaite’s formula [Thornthwaite, 1948|) using a sine function-based
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Figure 2.1: Hydrogeological framework and instrumentation of the Durzon area. Modified after Bruxelles,
2001; Jacob, 2009; Ricard and Bakalowicz, 1996.

interpolation, as proposed in Tritz et al., 2011

t — tmin
PET(t) = [1 — acos <27TT>

where t is the time where the PET is to be interpolated, PET is the average value of the PET
series computed from Thornthwaite’s formula, T' is the period of the PET signal (one year), tmin
is the time at which the PET is minimum and a is the dimensionless amplitude of the signal.
The parameters ¢, and a have been estimated by means of a classical least-squares optimization

procedure by Tritz et al., 2011 (see parameter values in Table 2.1 and see PET time series in Figure
2.2).

PET (2.1)

2.2.2 Hysteresis-based model

The hysteresis-based model (Figure 2.3a) has been proposed in Tritz et al., 2011 and validated
for the simulation of the Durzon karst spring discharge. The hysteresis-based model is made of
two reservoirs. The upper reservoir H represents the epikarst and soil zones. The lower reservoir L
represents the saturated and vadose zones. The model functioning may be described as follows.

1. The epikarst reservoir H receives the incoming precipitations and is affected by evapotranspi-
ration. Note that the epikarst reservoir may fall dry.
2. Part of the water contained in the reservoir H leaks to the lower reservoir L (discharge Qur,)

via a linear discharge relationship. This flux accounts for the classical recharge process to the
saturated zone.

Symbol Meaning Value

a Dimensionless amplitude of the sine wave 0.8

tmin Time of minimum PET 15 January
T Period of the interpolation function lyr

PET Average potential evapotranspiration rate 1.95mm/d

Table 2.1: Parameters for the potential evapotranspiration model.
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Figure 2.2: Potential evapotranspiration rate. Black line: monthly values computed using Thornthwaite’s
formula. Grey line: daily values interpolated based on equation (2.1) [Tritz et al., 2011].

3. Part of the water contained in H may flow outside of the catchment (discharge Qsec), provided
that the water level in H exceeds a given threshold Hge.. This flux accounts for the activation
of temporary, secondary springs when the connectivity of the epikarst zone is sufficient.

4. Part of the water contained in H may flow directly to the outlet of the catchment (discharge
Quy). Physically, such a connection is allowed by a network of fractures and karst conduits.
It is responsible for the fast component of the catchment response to rainfall events.

5. The water in the lower reservoir L leaks to the outlet of the catchment (discharge Q) via a
classical, linear discharge relationship.

The nonlinear, hysteretic transfer function used to model the discharge Qmy constitutes the
main originality of the model. As in most models, the water level in the epikarst reservoir H must
reach a given threshold Hy before the connectivity of the karst system becomes nonzero and the
fast response flow Qv is initiated. However, karst connectivity is preserved until the water level in
H drops below a lower threshold Hy < Hy (hysteretic transfer). This behaviour can be compared
to that of a siphon. Tt traduces the fact that, for a given matric potential, the water content (and
thus the connectivity of the medium) is higher during the drying cycle than during the wetting
cycle. The nonlinear function used to model Quy accounts for the influence of the amount of water
stored in the soil and epikarst reservoir on the conveyance area of the flow.

The mass balance equations of the hysteresis-based model are the following:

d7H_ P_ET_QSQC_QHY_QHL ifH>0 (22&)
dt | max(P —ET,0) if H=0 '
dL

a =QuL — QL (2.2b)

where H and L are the water levels in the reservoirs H and L respectively, P is the precipitation

rate, ET is the evapotranspiration rate, Qgec is the secondary springs discharge, Qy is the fast flow
component through the epikarst zone to the outlet of the catchment, Qyy, is the infiltration rate to
the lower reservoir and @y, is the baseflow discharge from the lower reservoir L to the outlet of the
catchment. Note that discharges are expressed as specific discharge. Both the evapotranspiration
and the infiltration stop when the water level reaches the minimum value H = 0 (see equation
(2.2a)), which prevents the reservoir from becoming too seriously under-saturated.
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The internal fluxes are assumed to obey the following relationships

Qsec :5secksec(H - Hsec) (23&)
o (L) 2.3b

Quy =enykny ﬁ ( . )
Qur, =kuLH (2.3c)
QL =krL (2.3d)

where ksec, kry, kur and kj, are specific discharge coefficients, « is a positive exponent, Hgc is the
threshold level in reservoir H above which the secondary springs are activated, H; and Hjy are the
lower and upper threshold levels for the hysteretic discharge function respectively, and egec and efry
are indicators of the secondary springs activation and of the karst system connectivity respectively.
The fact that the baseflow discharge @Qr, is modeled by a linear discharge relationship (see equation
(2.3d)) means that the reservoir L cannot fall dry. The indicator of the secondary springs activation
€sec 18 defined as

(2.4)

1 it H> Hgee
s =\ 0 if H < Ha.

The indicator of the karst system connectivity is switched to 1 if H rises above Hs and it is switched
to 0 if H falls below H;

EHY = 0 .
H — H, } = ey =1 (2.5a)
EHY — 1
= 2.
H :Hl}:>€HY 0 (2.5b)

The actual evapotranspiration rate is assumed to be equal to the potential evapotranspiration rate
as long as the soil-epikarst reservoir H is not empty

ET:{PM“ﬁH>O (26)

0 itH=0

The discharge at the outlet of the catchment @ is defined as the sum of the epikarstic Qmy and
baseflow Q discharges, multiplied by the total area of the catchement A.

Q= A(Quy + QL) (2.7)

2.2.3 Vensim model

The Vensim model has been proposed in Fleury, 2005. It is based on the Bemer [Bézés, 1976]
and Medor [Hreiche, 2003] models. The model has been validated over four karst springs located
on the Larzac plateau |Fleury, 2005|. In the following, this model will be termed the Vensim model
from the modelling platform used for its implementation by Fleury, 2005.

The Vensim model is made of three reservoirs (see model structure in Figure 2.3b). The upper
reservoir H represents the soil zone. The lower reservoir S accounts for the long-time storage that
occurs mainly within the saturated zone. The lower reservoir R accounts for the rapid infiltration
towards the outlet through fractures and karst conduits. Possible secondary springs are neglected.
The model functioning may be described as follows.

1. The epikarst reservoir H receives the incoming precipitations and is affected by evapotranspi-
ration. Evapotranspiration stops when the water level reaches a minimum value Hy;y.
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2. Part of the water contained in the reservoir H leaks to the lower reservoirs S and R, provided
that the water level in H is larger than zero. Note that the infiltration from the reservoir H
to the reservoirs H and S is modeled as an all-or-nothing process.

3. The distribution of Qyu between the S and R reservoirs depends on the water level in the
reservoir S. When the water level in S rises above a threshold value Sgy, the proportion
of water routed to the reservoir R increases. This accounts for the influence of the karst
connectivity on the catchment response.

4. The water in the lower reservoirs S and R leaks to the outlet of the catchment via classical,
linear discharge relationships.

The use of threshold transfer functions in both the Vensim and the hysteresis-based models is jus-
tified by the consideration of the threshold transfer process within the karst system |Blavoux et al.,
1992; Bonacci, 2007; Pulido-Bosch et al., 1995]. However, the models differ in the conceptualiza-
tion of the threshold transfer. In particular, in the Vensim model the switch in the distribution
coeflicient is associated with the water level in the long-term storage, saturated zone reservoir. In
the hysteresis-based model, all threshold transfer functions are associated with the water level in
the soil-epikarst reservoir. Note that the time constants associated with the saturated zone and the
soil-epikarst reservoirs are expected to differ by at least one order of magnitude. The implications
of this on the sensitivity behaviour are discussed in Section 2.3.
The mass balance equations of the Vensim model are the following:

MJZ{P—ET—QH if Ho < H <0 (2.80)
dt max(P —ET,0) if H= Hyin
% =XQu — Qs (2.8b)
% =(1-X)Qu — @r (2.8¢)
with Xp ifS<S
X_{Xa 5> S 29)

H, R and S are the water levels in the reservoir H, R and S respectively, P is the precipitation rate,
ET is the evapotranspiration rate, Hy,i, is the minimum water level admissible in the reservoir H,
Q1 is the total discharge rate from the reservoir H towards the rapid and slow drainage reservoirs,
Qr and Qg are the discharge rates from the reservoirs R and S respectively, Xw and Xp are the
distribution coefficients for Qg in high and low water level periods respectively (Xp > Xw) and
Ssinn is the threshold level that triggers the switch in the distribution coefficient. The internal fluxes
are assumed to obey the following relationships

Qu =cn max(P — ET, 0) (2_103)
Qs =ksS (2.10b)
Qr =krR (2.10c)

where kr and kg are specific discharge coefficients and ey is defined by the following relation

1 ifH=0
m_{0ﬁH<0 (2.11)

The discharge at the outlet of the catchment @ is defined as the sum of the specific discharges Qgr
and g, multiplied by the total area of the catchement A.

Q= A(@r + Qs) (2.12)
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Figure 2.3: Structure and notations for: a) the hysteresis-based model [Tritz et al., 2011], b) the Vensim
model [Fleury, 2005].

2.3 Sensitivity analysis

2.3.1 Presentation of the perturbation approach

The perturbation approach is based upon a linear approximation of the model equations in the
vicinity of a central value. The approach provides an in-depth insight into the model behaviour,
at little computational cost. A short presentation of the perturbation method is given hereafter.
More details on sensitivity calculation can be found in e.g. Cacuci, 2003.

The sensitivity equations are derived by carrying out a perturbation analysis of the model
equations. Let ¢ be the parameter with respect to which the sensitivity analysis is carried out. The
model balance equations (2a-b) and (8a-c)can be rewritten in a more general manner as

oU

where U is the variable vector and ¢ is the parameter vector. Differentiating equation (2.13) with
respect to ¢ leads to

6<8U)6f8U af (214

at\ao) " auas " s
The sensitivity of the variable U to the parameter ¢ is defined as Uy = 0U/d¢. Then equation
(2.14) may be rewritten as

oy _ 0f, . 9Of
o = ol 5 (2.15)

Similarly, the discharge @ at the outlet can be expressed as

The sensitivity of the discharge @ to the parameter ¢ is defined as Q4 = 0Q/0¢. Differentiating
equation (2.16) with respect to parameter ¢ leads to

) )
Q¢—QU¢+8§

= =5 (2.17)
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2.3.2 General sensitivity properties for the hysteresis-based model

The sensitivity equations are derived using the perturbation approach presented in Section 2.3.1.
The sensitivity equations are detailed in 2.8.1.

2.3.2.a Sensitivity to L

The impact of the initial level Ly on the simulated spring discharge decreases exponentially
with a time constant 7' = 1/kr. Note that neither the activation of the hysteretic transfer nor
the activation of the secondary springs nor the drying of the reservoir H have an impact on the
sensitivities to the initial level Lg.

2.3.2.b Sensitivity to Hy

Assume that neither the hysteretic transfert nor the secondary springs are activated. Also
assume that the reservoir H does not dry out (H > 0). Then the governing equations for the
sensitivity of H, L and @ to the initial water level Hy in the reservoir H may be solved analytically,
leading to

Hu, ZeXp(—kHLt) (2.18&)
k
Ly, =— (exp(—kupt) — exp(—kzt)) (2.18b)
ky, — kur
-
Qpy =A—EE (exp(—kurt) — exp(—kLt)) (2.18¢)
kr, — kur

The sensitivity of the spring discharge to Hy reaches its maximum at time ¢yax = In(kr/kur)/ (kL —
kHL).

The activation of the rapid transfer functions (hysteretic transfer or of the secondary springs)
result in a faster decrease in Hpy, (see equation (2.26a)). It is also associated with an increase in the
sensitivity Qp, (see equation (2.26d)). Heavy rainfall events therefore help erasing the influence of
the initial water level Hy. In other words, heavy rainfall events make the minimal warm-up period
shorter. However, since the influence of Hy on the spring discharge @ is increased during these
rainfall events, care should be taken not to include these events within the calibration period.

The drying of the reservoir H results in the cancellation of Hp, (see equation (2.27a)). After
the emptying of the reservoir H, the sensitivities Lp, and Qp, decrease exponentially. Also note
that subsequent filling of the reservoir H and the possible activation of the rapid transfert function
will have no impact on the discharge sensitivity Qp,. A complete emptying of the reservoir H
therefore prevents the simulated discharge from subsequent artefacts due to a burst in Hp, during
the activation of the hysteretic transfer function.

2.3.3 General sensitivity properties for the Vensim model

The sensitivity equations are derived using the perturbation approach presented in Section 2.3.1.
The sensitivities of the water levels in the reservoirs H, S and R to the parameter ¢ are denoted by
He, Sp and Ry respectively. The sensitivity equations are given in 2.8.2.

2.3.3.a Sensitivity to Ry

The impact of the initial level Ry on the simulated spring discharge decreases exponentially
with a time constant T' = 1/kr. Note that neither the activation of the hysteretic transfer nor
the activation of the secondary springs nor the drying of the reservoir H have an impact on the
sensitivities to the initial level Ry.
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2.3.3.b Sensitivity to Sy

The particularity of the Vensim model lies in the fact that the value of the distribution coefficient
X depends on the water level in the reservoir S. This means that that the sensitivity of the level R
to the initial water level in S is non-zero (see equation (2.29¢)).

Assume that the threshold Sgy is not activated. Then the behaviour of the sensitivity to Sy is
similar to that of the sensitivity to Ry. The impact of the initial level Sy on the simulated spring
discharge decreases exponentially with a time constant 7' = 1/kg.

The activation of the threshold Sgy results in a decrease in Sg, and in an increase in Rg,, based
on equations (2.29b) and (2.29¢) (see Figure 2.4b). The activation of the threshold Sgy thus hastens
the disappearance of the influence of the initial condition Sy. On the other hand, an activation of
Sgin results in a pulse for the sensitivity Rg, of the water level in the reservoir R and therefore in
a pulse for the sensitivity Qg, of the spring discharge.

The de-activation of the threshold S has no impact on the behaviour of the sensivities to Sy
(see Figure 2.4b and see proof in Appendix 2.8.2).

2.3.3.c Sensitivity to Hy

The reservoir H differs from the reservoirs S and R in that its response is all-or-nothing. The
sensitivity Hp, is piecewise constant (see Figure 2.5). It is equal to one at the beginning of the
simulation and it cancels when the reservoir H overflows for the first time (e = 1 at time ¢ = tp)
or when it dries out (H = Hpin) (see Figure 2.5). Consider the case where H has not dried out.
Then the first activation of the overflow triggers a pulse in the sensitivities Sg, and Rp, (see
terms X0Qu/0Hy and (1 — X)0Qu/0Hy in equations (2.28c) and (2.28d) respectively, and see
Figure 2.4c). On the contrary, a complete emptying of the reservoir H before the first overflow
completely stops the propagation of the sensitivity to Hy towards the reservoirs S and R. Also note
that a simulation that begins with a low water period with no complete emptying of the reservoir
H only delays the propagation of the sensitivity to Hy within the model (see Figure 2.5b). Last, a
complete emptying of the reservoir H after the first overflow has no impact on the propagation of
the sensitivity to Hy.

Consider the case where the first activation of the overflow happens before the reservoir H dries
out. If the threshold Sg is not activated, then for ¢t > ¢ty the sensitivities Sy, and Ry, decrease
exponentially. The activation of the threshold Sg results in a decrease in Sg, and in an increase
in Ry, (see Figure 2.4c).

2.4 Computational examples

The analysis of the sensitivity behaviour undertaken in Section 2.3 is valid regardless of the
particular values assigned to the parameters. The following computational examples aim at illus-
trating some features of the sensitivity behaviour as a function of model structure. The sensitivity
equations are solved numerically using an explicit Fuler scheme. The parameter set used for the
simulations is the one proposed by Tritz et al., 2011 (see parameters in Tables 2.4 and 2.2). For each
example the simulation starts from a different time. The initial conditions are modified accordingly
(see values in Tables 2.5 and 2.3).

2.4.1 Computational example 1

The first case tested is that of the time series used in Tritz et al., 2011. The simulation starts
on 1 January 2002. The internal water levels are presented in Figure 2.6.1.



2.4. Computational examples 47

a) S H
‘k X=XD X=X A
S > < |

;”_/x/r_wﬁxw \

0

T

kA, 2X S5,

H3S

exp(-kR()

-Q, g_)ﬁ Ss, e

~Y

c3) Ry,

1-X exp(-kR()
K exp(«th)
( tags
Q H
aS "o
T T T - > 0
0 0

t

kyAQy % Shy

~Y

by b

Figure 2.4: Vensim model. Typical behaviour of the sensitivities to Hy and Sy contingent on the reservoir
H overflow and on the activation of the switch in the distribution coefficient. The reservoir H overflows for
the first time at time ty. The threshold Sy is activated at time ¢; and desactivated at time t5. Graph
a): water level in the reservoirs S (dark line) and H (bold, grey line), Graphs b): sensitivity of R (graph
bl), S (graph b2) and @ (graph b3) to the initial condition Sy, Graphs ¢): sensitivity of R (graph cl), S
(graph ¢2) and @ (graph c3) to the initial condition Hy. Note that the value of Qg by the time of the first
overflow is independent from the magnitude of the rainfall event that triggers the overflow.
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Figure 2.5: Vensim model. Typical behaviour of the sensitivities to the initial water level Hy contingent
on the activation or de-activation of the rapid tranfer function: a) complete emptying of the reservoir H
before the first overflow, b) no emptying of the reservoir H before the first overflow.

Symbol Meaning Value

Hg. threshold level for secondary spring activation 145mm

ksec specific discharge coefficient for the secondary springs discharge function 2.9 x 1072/d
H; lower threshold level for the hysteretic discharge function 100mm

H, upper threshold level for the hysteretic discharge function 119mm

kmy specific discharge coefficient for the hysteretic discharge function 2 x 10~2mm/d
Q exponent for the hysteretic discharge function 2.4

Ky, specific discharge coefficient for the infiltration to the lower reservoir 7x 1073 /d

kr, specific discharge coefficient for the baseflow discharge 4x1073/d

Table 2.2: Hysteresis-based model. Parameter set used in Section 2.4, 2.5.2 and 2.5.4.
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Figure 2.6: Daily rainfall (graphs a) and simulated water levels for the hysteresis-based (graphs b) and
Vensim (graphs ¢) models for: the computational example 1 (graphs 1), the computational example 2
(graphs 2), the computational example 3 (graphs 3).

Example Symbol Meaning Value
Hy initial water level in the reservoir H 40mm

1 Lo initial water level in the reservoir L  150mm

Hy initial water level in the reservoir H 108mm

2 Lo initial water level in the reservoir L  156mm
Hy initial water level in the reservoir H 50mm

3 Lo initial water level in the reservoir L. 130mm

Table 2.3: Hysteresis-based model. Initial conditions used in Section 2.4, 2.5.2 and 2.5.4.

Symbol Meaning Value

Hoin minimum water level admissible in the reservoir H -190mm

XD distribution coefficient in low water level 0.81

Xw distribution coefficient in high water level 0.24

Ssin threshold level for the switch in the distribution coefficient 600mm

ks specific discharge coefficient for the reservoir S discharge function 1.5 x 1073/d
kr specific discharge coefficient for the reservoir R discharge function 1.8 x 1071/d

Table 2.4: Vensim model. Parameter set used in Sections 2.4, 2.5.3 and 2.5.4.
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Example Symbol Meaning Value
Hy initial water level in the reservoir H b5mm
1 So initial water level in the reservoir S 550mm
Ry initial water level in the reservoir R 50mm
Hy initial water level in the reservoir H -35mm
2 So initial water level in the reservoir S 500mm
Ry initial water level in the reservoir R Omm
Hy initial water level in the reservoir H -100mm
3 So initial water level in the reservoir S 508 mm
Ry initial water level in the reservoir R lmm

Table 2.5: Vensim model. Initial conditions used in Sections 2.4, 2.5.3 and 2.5.4.

Consider the hysteresis-based model model. Figure 2.7a shows the sensitivities to the initial
water levels in the reservoirs H and L. The sensitivities L7, and Qp, decrease exponentially as
stated in Section 2.3.2.a. The activation of the hysteretic transfer on days 70, 110 and 160 results
in a decrease of Hp, and in an increase of Qp, as predicted in Section 2.3.2.b. Note that the
magnitude of both the decrease in Hp, and the increase in Qp, remains limited, which must be
related to the fact that the rainfall remains low. The drying of reservoir H at day 205 results in a
sudden drop of Hp, and in a change in the derivatives of Lp, and Qp,.

Consider now the Vensim model. Figure 2.7b shows the sensitivities to the initial water level
in the reservoir S. Up to day 375, the sensitivity of the water level in R to Sy is equal to zero and
the sensitivity of the water level in S to Sy decreases exponentially. The activation of the switch
in the distribution coefficient (activation of the threshold Sgy) at days 375 and 700 results in a
sudden decrease in Sg,, and in a sudden increase in Rg, as stated in Section 2.3.3. The increase
in Rg, triggers an increase in the discharge sensitivity Qg,. Note that the de-activation of the
threshold Sgy at day 550 has no impact on the sensitivities behaviour, which confirms the analysis
of Section 2.3.3.b. Figure 2.7c shows the sensitivities to the initial water level in the reservoir I.
The reservoir H is overflowing at the beginning of the simulation (tg = to). The sensitivities Sg,
and Rp, decrease exponentially until the threshold Sgy is activated. The activation of Sgy results
in a decrease in Sg, and in an increase in Ry, and Qp,, as predicted in Section 2.3.3.c.

For both models, the maximum discharge sensitivity values are reached during the activation
of the threshold transfer functions. As for the hysteresis-based model, the drying of the reservoir H
during the warm-up year prevents the simulated discharge from any subsequent sensitivity burst.
On the contrary , discharge sensitivity bursts for the Vensim model are triggered by any activation
of the Sgy threshold. Also note that the maximum discharge sensitivity values for the Vensim
model are approximately one order of magnitude higher than those of the hysteresis-based model.

2.4.2 Computational example 2

The second computational example starts on 19 June 2002. The rainfall time serie starts with
a low water period, followed by a heavy rainfall event. The internal water levels are presented in
Figure 2.6.2.

Consider the hysteresis-based model. Figure 2.8a shows the sensitivities to the initial water
levels in the reservoirs H and L as a function of the simulation time. The sensitivities L1, and Qj,
decrease exponentially. The complete emptying of the reservoir H at day 45 results in a brutal drop
in the sensitivities to Hy.

Consider the Vensim model. Figure 2.8b shows the sensitivities to the initial water level in the
reservoir S. The successive activations of the threshold Sy from day 190 to day 220 result in a
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Figure 2.7: Computational example 1. Graphs a): hysteresis-based model. Sensitivity of the simulated
water levels (graph 1) and of the simulated discharge (graph 2) to Hy and Lg. Graphs b): Vensim model.
Sensitivity of the simulated water levels (graph 1) and of the simulated discharge (graph 2) to Sy. Graphs
¢): Vensim model. Sensitivity of the simulated water levels (graph 1) and of the simulated discharge (graph
2) to Hy. The simulation parameters are given in Tables 2.2 and 2.4.
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Figure 2.8: Computational example 2. Graphs a): hysteresis-based model. Sensitivity of the simulated
water levels (graph 1) and of the simulated discharge (graph 2) to Hy and Lg. Graphs b): Vensim model.
Sensitivity of the simulated water levels (graph 1) and of the simulated discharge (graph 2) to Sy. Graphs
¢): Vensim model. Sensitivity of the simulated water levels (graph 1) and of the simulated discharge (graph
2) to Hy. The simulation parameters are given in Tables 2.2 and 2.4.
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strong decrease in Sg, as compared to simulation 1, but also in sensitivity bursts for the simulated
water level in R and for the spring discharge ). Figure 2.8c shows the sensitivities of the water
levels and of the spring discharge to the initial water level in the reservoir H. The sensitivities to
Hj are equal to zero until the first overflow of the reservoir H (day 110). The behaviour of the
sensitivities to Hg against the activations of the threshold Sgy after the first overflow is similar to
that of the sensitivities to Sy, as stated in Section 2.3.3.c.

The fact that the simulation begins with a low water period has different consequences for
the Vensim and the hysteresis-based models. The low water period delays the propagation of
the sensitivity to Hg for the Vensim model. On the contrary, for the hysteresis-based model the
sensitivity to Hp leaks towards the lower reservoir and the simulated discharge from the beginning
of the simulation on.

2.4.3 Computational example 3

The last computational example starts on 8 September 2002. The rainfall time serie starts
with a drought period, which is followed by a heavy rainfall event. The internal water levels are
presented in Figure 2.6.3.

Consider the hysteresis-based model. Figure 2.9a shows the sensitivities to the initial water
levels in the reservoirs H and L as a function of the simulation time. The sensitivities L7, and Qj,
to the initial water level in L decrease exponentially as stated in Section 2.3.2.a. The activation
of the hysteretic transfer from day 40 to day 100 results in a decrease of the sensitivity Hp, and
in an increase of the sensitivity Qp, as seen in Section 2.3.2.b. Note that the magnitude of both
the decrease in ‘Hp, and the increase in Qp, is larger than in the computational example 1, which
must be related to the importance of the rainfall events.

Consider the Vensim model. Figures 2.9b and 2.9¢ show the sensitivities to the initial water
level in the reservoirs S and H respectively. The sensitivities behaviour is similar to that observed
in the example 1. The sensitivity Sg, decreases exponentially. The activation of the Sgy results in
a sudden decrease in Sg,, and in an increase in Rg, and Qg,. The sensitivities to Hy are equal to
zero until day 30 when the first overflow of the reservoir H occurs. The first overflow results in a
burst in the sensitivities of S, R and Q. After the first overflow, the behaviour of the sensitivities
to Hy is similar to that of the sensitivities to Sp.

This example illustrates the influence of a heavy rainfall period on sensitivity propagation. As
for the hysteresis-based model, the activation of the hysteretic transfer due to intense rainfall results
in a rapid decrease of the sensitivity to Hp. On the contrary, for the Vensim model the propagation
of the sensitivity to Hy and Sy is independent from the magnitude of the rainfall event.

2.5 Assessment of the appropriateness of the warm-up period

The theoretical developments presented in Section 2.3 provide a qualitative understanding of
the behaviour of the Vensim and hysteresis-based models in relation to their initialisation period. In
practice, two questions may arise when working on a given model and meteorological input series:

(i) do the initial conditions have an influence on the calibration results 7
(ii) do the initial conditions have an influence on the simulation results ?

These questions call for quantitative answers. Answering question (i) requires an estimation of
the uncertainty on the calibration criterion. Answering question (ii) requires an estimation of the
uncertainty on the simulated variable.

The aim of this Section is to assess the suitability of the local approach for answering question
(i) for the Vensim and hysteresis-based models, based on the Durzon example. Both the warm-up
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Figure 2.9: Computational example 3. Graphs a): hysteresis-based model. Sensitivity of the simulated
water levels (graph 1) and of the simulated discharge (graph 2) to Hy and Lg. Graphs b): Vensim model.
Sensitivity of the simulated water levels (graph 1) and of the simulated discharge (graph 2) to Sy. Graphs
¢): Vensim model. Sensitivity of the simulated water levels (graph 1) and of the simulated discharge (graph
2) to Hy. The simulation parameters are given in Tables 2.2 and 2.4.

and the calibration periods are assumed to be one-year-long, which is the duration used in Tritz et
al., 2011. The calibration is assumed to be based on the Nash criterion only, which is the procedure
adopted by Tritz et al., 2011 and Fleury, 2005. The Nash efficiency is the one of the most widely
used measure of model performance. It is a normalized variant of the mean squared error criterion.
The Nash criterion be interpreted as the sum of three indicators involving the correlation coefficient
between the measured and modelled variable as well as a measure of conditional and unconditional
bias [Murphy, 1988; Weglarczyk, 1998]. An alternative decomposition involves the correlation,
the bias and a measure of relative variability in the measured and modelled signals [Gupta et
al., 2009]. Theoretical justifications for its use in model performance assessment include the fact
that the Nash optimum corresponds to the maximum likelihood estimator for a homoscedastic,
gaussian distribution of model errors [Cacuci, 2003|. In practice, calibration is often based on
a set of performance measures [Moussa et al., 2007, e.g.] so that model performance is assessed
against different aspect of the system response [Madsen, 2000; Yapo et al., 1998]. Note the main
conclusions of the analysis presented below remain valid for others, distance-based measures of
model performance.

Section 2.5.1 details the methodology for the estimation of the uncertainty on the performance
criterion, based on the local perturbation approach. Numerical applications to the Vensim and
hysteresis-based models are given in Sections 2.5.3 and 2.5.2. The validity of the local approach is
checked in Section 2.5.4. The available warm-up period may sometimes be too short to allow for
a proper elimination of the initialisation bias. In that case, an intuitive solution would consist in
replicating the warm-up time series several times, so as to obtain a sufficiently long warm-up period.
The suitability of this approach for the studied daily, non-linear models is assessed in Section 2.5.5.

2.5.1 Principle of local uncertainty estimation

Denote by A¢ the uncertainty in the initial water level in the reservoir ® (® = H,S,L or R).

The uncertainty AQ, ) in the discharge estimate at time t may be approximated to the first order
by
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where Q¢(t) denotes the sensitivity of the simulated spring discharge to the parameter ¢ at time
t. The value of Q¢( p can be obtained by solving numerically the sensitivity equations as done in
Section 2.4.

Similarly, the bias AN in the Nash efficiency may be approximated to the first order by

AN¢ EN¢A¢ (2.20)

where Ny denotes the sensitivity of the Nash criterion to the initial water level ¢ in the reservoir
®. The Nash criterion may be expressed as

2 _ 24
N=1- 8 @ Qﬂ ' (2.21)
t12 (Qobs - Qobs)2 dt

where t1 and to are the initial and final times for the calibration period, Qps is the spring discharge
measured at time ¢ and Qgp is the mean measured spring discharge during the calibration period.
Differentiating equation (2.21) with respect to parameter ¢ leads to

to
Ng=-2 Q" Qpdt (2.22a)
t1
where 0-0
Q" = — obs - (2.23)
t (Qobs - Qobs) dt
Equation (2.19) can therefore be recast into
to
AN, = / T, dt (2.24)
t1
where
J¢ = - QQ*AQ¢ (225&)

2.5.2 Case of the hysteresis-based model

Similarly, the uncertainty on the simulated spring discharge can be estimated for a 25% variation
in Hy or L (see Figure 2.10a). The uncertainty in the discharge estimate is larger for a perturbation
in Sp than for a perturbation in Hy, which is due to the difference in the sensitivities (|Qg,| > |Qm,|
based on Section 2.4). Note that unlike the case of the Vensim model, the maximum uncertainty in
the discharge estimate during the calibration period (days 366 to 731) is reached at the beginning
of the calibration period (no sensitivity burst). Indeed, for the three computational examples the
reservoir H dried out before day 366. The consequence of the complete emptying of the reservoir
H is that subsequent activations of the rapid transfert function have no impact on the sensitivity
value (see Section 2.3.2). The maximum uncertainty in the discharge estimate is approximately
AQg, = 0.05m?/s, to be compared to the average low water spring discharge Q ~ 0.6m3/s.

The efficiency bias over the calibration period can be estimated based on equation (2.25) (see
numerical estimates in Table 2.6). Note that AN is a function of both the discharge sensitivity and
the discharge error (see equation (2.22a)).The maximum efficiency bias is AN = 2x 1073 regardless
of the parameter considered, which makes an influence of the initial condition on calibration unlikely.
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Model | Example n° Parameter AQ, 4366 (m*/s) ANy (%)
. Hy 1.3 x 1072 4.8 x 1072
2 Ly 4.7 x 1072 1.7 x 1071
5 5 Hy 8.3 x 1073 6.0 x 1073
z Lo 4.9 x 1072 3.5 x 1072
o H 6.0 x 1073 1.9 x 102
3 Ly 4.1 x 1072 1.3 x 1071
. H, 1.5 x 1073 4.3 x 1072

So 2.1 x 1071 5.9
% 5 Hy 1.4 x 1073 2.3 x 1072
9 So 2.0 x 1072 3.4 %1071
5 Hy 1.7 x 1072 7.8 x 1071

So 1.0 x 1071 4.6

Table 2.6: Hysteresis-based and Vensim models. Local estimates of the uncertainty in the simulated spring
discharge at day 366 and of the bias in the Nash coefficient over the calibration period (days 366 to 731),
assuming a 25% uncertainty in the initial water level ¢.

2.5.3 Case of the Vensim model

Assume that a relative uncertainty of 25% on the estimation of Hy (resp. Sp). The uncertainty
on the simulated spring discharge can be estimated based on equation (2.19) (see Figure 2.10b). The
uncertainty in the discharge estimate is one to two orders of magnitude higher for a perturbation
in Sy than for a perturbation in Hy, which is due to the difference in the order of magnitude of the
absolute value of the perturbation (|So| > |Hp|). The uncertainty in the discharge estimate at the
begining of the calibration period (day 366) is the largest for example 3 (see Table 2.6), which must
be related to the magnitude of the absolute value of the perturbation and also to the relatively
low number of activations of the threshold Sgj in the corresponding simulation. Note that for
computational examples 1 and 3, the maximum uncertainty in the discharge estimate during the
calibration period (days 366 to 731) is reached at days 700 and 450 respectively, by the time of the
activation of the switch in the distribution coefficient. The maximum uncertainty in the discharge
estimate is approximately AQg, = 2.5m?3/s, to be compared to the corresponding spring discharge
Q ~ 18m3/s. The activation of the switch in the distribution coefficient may hence hinder the
estimation of the flood peaks discharges.

Similarly, the efficiency bias AN over the calibration period can be estimated from equation
(2.25) (see numerical estimates in Table 2.6). Note that AN is a function of both the discharge
sensitivity and the discharge error (see equation (2.22a)).The maximum bias in the Nash efficiency
is ANy, = 8 x 1073 for a perturbation in Hy (computational example 3) and ANg, = 6 x 1072 for
a perturbation in Sy (computational example 1). An inaccurate estimate of the initial water level
in the reservoir S may therefore have an impact on the calibration results.

Equation (2.22a) suggests that two options can be considered in order to reduce the efficiency
bias

1. extend the calibration period. Indeed, at large time the discharge sensitivity Q4 tends to

zero, which means that the numerator of equation (2.22a) tends to a finite value. On the
other hand, the denominator of (2.22a) is approximately proportional to the length to — t;
of the calibration period. As a consequence, for very large calibration periods the efficiency
bias tends to zero.

2. extend the warm-up period. Indeed, the efficiency bias ANy is all the more reduced as the
discharge sensitivity Qg is low.
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Figure 2.10: Local uncertainty AQ in the discharge estimate for the hysteresis-based and Vensim models.
Hysteresis-based model (graphs a): case of a 25% perturbation in the initial Hy (left y-axis, solid line)
and Lg (right y-axis, dotted line) estimates. Vensim model (graphs b): case of a 25% perturbation in the
initial Hy (left y-axis, solid line) and Sy (right y-axis, dotted line) estimates. The uncertainty estimates are
calculated for the computational examples 1 (graphs al and bl), 2 (graphs a2 and b2) and 3 (graphs a3 and
b3). The beginning and the final time for the calibration period are indicated by vertical, dotted lines.

2.5.4 Validity of the local uncertainty estimates

The range of validity of the local sensitivity and uncertainty analyses is restricted to “small”
perturbations in the values of the parameters, the meaning of “small” being dependent upon the
degree of non-linearity of the model, and possibly the nominal value used for the analysis. The
validity of the local sensitivity and uncertainty estimates is checked by comparison against empirical
estimates in 2.8.4. The linear approximation is found to be valid for the hysteresis-based model for
perturbations up to 50% of the nominal value of the perturbed parameter. On the other hand, for
the Vensim model the linear approximation fails for perturbations as small as 10% of the nominal
value of the parameter perturbed. The difference in the range of validity of the linear approximation
is due to the difference in the degree of nonlinearity in the two models.

2.5.5 Compensating the lack of data with a repetition of available time series

The available warm-up period may sometimes be too short to allow for a proper elimination
of the initialisation bias. An intuitive solution would consist in replicating the input time series
of the warm-up period several times, so as to obtain a sufficiently long warm-up period. These
replicated time series would be inserted before the current warm-up period in the input time series
of the model (see Figure 2.11a-b). For this reason, the newly extended time series is termed a “pre-
warm-up period”. Since this artificially reconstructed pre-warm-up time series is not necessarily
representative of the actual forcings that occured over the pre-warm-up period, it is not certain
at all that this practice would allow the initialisation bias to be eliminated. The purpose of the
present subsection is to investigate whether it is actually the case.

Consider the time series used in the computational example 1 (Section 2.4.1) for the Vensim
model. Assume that the available meteorological data record starts on day 731. The data record is
extended artificially back to day 1 with the data recorded on days 731 to 1461 (see Figure 2.11a,b).
The period day 1 - day 730 is used to produce an initial state estimate for the internal variables
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Figure 2.11: Initial estimate of state variables. a) actual meteorological record, b) extended meteorological
record, c) water level in the reservoir H, S and R for a simulation using the actual (solid lines) or extended
(dotted lines) meteorological record.

of the model which is hoped to be more realistic than the modeller’s best guess (pre-warming up
period). This initial state estimate can be compared to the state reached by running the model for
the true meteorological data record (see Figure 2.11¢). The difference in the initial state estimates
at day 731 for the actual and extended record data is negligible for the reservoirs H and R. However,
the difference in the S estimate is 38% of the S value for the actual record. The repetition of the
available data record may thus not suffice to eliminate the bias due to the initialisation uncertainty.

2.6 Discussion

This Section is a summary and interpretation of the results obtained in Sections 2.3 to 2.5.

2.6.1 Sensitivity to the initial water level in the lower reservoirs

The functioning of the reservoir L of the hysteresis-based model and that of the reservoir R
of the Vensim model is linear. Indeed, the emptying of these reservoirs is modeled by a linear
discharge relationship and the water level in these reservoirs does not trigger any change in the
model functioning (no associated threshold transfer function). As a consequence, the sensitivity to
the initial water levels (Lo or Ry) is controlled by the only specific discharge coefficient kg of the
reservoir ® considered (® = L,R). The sensitivity decreases exponentially, with a time constant
T =1/ke

1. in the case of the hysteresis-based model, the reservoir L accounts for baseflow discharge,

which means that the numerical value of the specific discharge coefficient ky, is low. As a
consequence, the discharge sensitivity to Lg is relatively low, but it decreases slowly,

2. in the case of the Vensim model, the reservoir R accounts for rapid infiltration towards the
outlet, which means that the numerical value of the specific discharge coefficient kg is high.
As a consequence, the discharge sensitivity to Ry is high, but it decreases rapidly.



2.6. Discussion 57

The emptying of the reservoir S of the Vensim model is modelled by a linear discharge relation-
ship. The difference with the reservoirs R and L lies in the fact that the water level in the reservoir S
has an influence on model functioning. Indeed, the distribution coefficient X of the upper reservoir
overflow discharge Qy is defined as X = Xp if § < Sy and X = Xw if S > Sgn (see Section
2.2.3). The activation of the threshold Sgy heavily affects the behaviour of the sensitivity to the
initial water level Sy (see Figure 2.4b)

1. assume that the threshold Sy is not activated. Then the sensitivity to Sy decreases ex-
ponentially, with a time constant 7' = 1/kg. Since the reservoir S accounts for long-term
storage within the karst aquifer, the specific discharge coefficient kg associated with the lin-
ear discharge relationship is small. As a consequence, the decrease of the sensitivity to Sy is
slow (large time constant), but the numerical value of the sensitivity of the simulated spring
discharge is small.

2. the activation of the threshold Sgy triggers the leaks of part of the sensitivity to Sy towards
the reservoir R. The sensitivity of S to Sy decreases suddenly, while the sensitivity of R to Sg
increases. This sensitivity peak is rapidly drained off the reservoir R (high specific discharge
coefficient kg ), which results in a sensitivity peak in the simulated discharge (see Figure 2.4b).

3. each activation of the threshold Sy therefore results in a sensitivity peak of the simulated
discharge to Sg. The magnitude of the peak is proportional to the overflow discharge Q and
to the remaining sensitivity of S to Sy. Since the decrease of the sensitivity of S to Sy is slow,
discharge sensitivity peaks of significant magnitude may occur years after the begining of the
simulation. Also note that the number, magnitude and time of occurence of these sensitivity
peaks is difficult to predict since they are linked to internal model variables (water level in
the reservoir S and residual sensitivity of S to Sp).

2.6.2 Sensitivity to the initial water level in the upper reservoirs

During low water periods the upper reservoir of the hysteresis-based model leaks towards the
lower reservoir. By contrast, the upper reservoir of the Vensim model is disconnected from the
lower reservoirs. For both models, a rapid emptying function is activated during high water periods

1. in the case of the hysteresis-based model, the propagation of the sensitivity to Hy towards the
lower reservoir starts at the beginning of the simulation. The activation of the rapid transfer
functions results in a sudden decrease of the sensitivity to Hy, since part of the sensitivity
to Hy leaks directly towards the outlet (via the hysteretic transfer function) or is removed
from the model (via the secondary springs transfer function). The consequence is a burst
in the discharge sensitivity to Hy, the magnitude of which is proportional to the remaining
sensitivity of H,

2. in the case of the Vensim model, the propagation of the sensitivity to Hg into the model only
begins with the activation of the overflow discharge (see Figure 2.5). The first activation of
the overflow discharge triggers a Dirac peak in the sensitivity of the water level H to Hj,
the magnitude of which is independant from the magnitude of the overflow discharge. The
sensitivity to Hy leaks entirely towards the lower reservoirs. Subsequent activations of the
overflow discharge have no effect on the propagation of the sensitivity to Hy. The propagation
of the sensitivity to Hy in the reservoirs S and R is similar to that of the sensitivity to Sy and
Ry respectively (see Figure 2.4c).

As the upper reservoirs are affected by evapotranspiration, a complete emptying of these reservoirs
is possible. The complete emptying of the reservoir H causes the sensitivity of H to Hy to cancel.
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1. In the case of the hysteresis-based model, part of the sensitivity to Hy leaks towards the lower
reservoir even during low flow periods. A complete emptying of the reservoir H therefore stops
the propagation of the sensitivity towards the lower reservoir,

2. In the case of the Vensim model, the upper and lower reservoirs are disconnected during low
water periods. As a consequence, a complete emptying of the reservoir H before the first
overflow stops the propagation of the sensitivity to Hy into the lower reservoirs. On the other
hand, a low water period that does not result in a complete emptying of the reservoir only
delays the propagation of the sensitivity. Lastly, a complete emptying of the reservoir H after
the first overflow has no impact on the sensitivity propagation.

2.7 Conclusion - practical recommandations

2.7.1 General rules for the initialisation bias behaviour

The theoretical considerations and the application examples presented in Sections 2.3 to 2.5
and discussed in Section 2.6 have evidenced the role of model structure in the behaviour of the
sensitivity to the initial conditions. As a broad rule, the dissipation of the sensitivity is favoured
by

1. very low water periods. Indeed, the drying of the upper reservoir completely stops the pro-
pagation of the sensitivity to the initial water level in the upper reservoir,

2. very high water periods. Indeed, the activation of the rapid transfer functions (i.e., threshold
functions) in a given reservoir speeds up the propagation of the sensitivity to the initial water
level in that reservoir.

The above-mentioned considerations must be adjusted according to the structure of the reservoirs
considered.

1. Consider the case where leaks occur from the upper reservoir H towards the lower reservoirs
whatever the water level in H (no threshold). Then the sensitivity to the initial water level
in H leaks towards the lower reservoirs starting from the beginning of the simulation on. The
drying of the upper reservoir therefore leads to the dissipation of a proportion of the sensitivity
all the more important as the drying occurs rapidly after the beginning of the simulation.
Such a behaviour is illustrated by the computational example 2 for the hysteresis-based model
(see Figure 2.4.2b).

2. Consider the case where a rapid transfer function from a given reservoir is activated above
a given threshold. Assume that the transfer function is all-or-nothing (e.g. transfer func-
tion Qg from the reservoir H of the Vensim model). Then a single activation of that rapid
transfer function triggers the propagation of all the sensitivity to the initial water level in
that reservoir towards the other reservoirs or towards the outlet of the model (see Figure
2.5 for an illustration of that property for the Vensim model). Now, assume that the rapid
transfer functions are not all-or-nothing (e.g. transfer function Qpy from the reservoir H
of the hysteresis-based model ). Then the propagation of the sensitivity becomes faster as
the transfer functions are activated frequently and associated with high discharges. In other
words, the propagation of the sensitivity is sped if the meteorological time serie includes nu-
merous heavy rainfall events. Such a behaviour is illustrated by the computational example
3 for the hysteresis-based model (Figure 2.4.3b).

Conversely, the propagation of the sensitivity is impaired in the following situations

1. if the upper reservoir is disconnected from the lower reservoirs during the low water period,
and the simulation begins with a low water period that does not results in a complete emptying
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of the upper reservoir. Indeed, the propagation of the seunsitivity is delayed until the first
activation of the transfer functions towards the lower reservoirs. Such a behaviour is illustrated
by Figure 2.4¢ for the Vensim model.

. if a threshold transfer function is associated to the water level in a reservoir with slow dy-

namics. Indeed, sensitivity bursts associated with the activation of the threshold transfer
function may occur years after the simulation start. Such a behaviour is illustrated by the
computational example 1 (Figure 2.7b,c) for the Vensim model.

The sensitivity to the initial water level in a lower, linear reservoir is controlled by the only specific

discharge coefficient k associated with the reservoir linear discharge relationship. Indeed, the sen-

sitivity Q of the simulated discharge to the initial water level in that reservoir is Q = kAexp(—kt)
where A is the total catchment area and ¢ is the simulation time. The sensitivity decreases expo-
nentially with a time constant 7" = 1/k. The initial water level in a linear reservoir with a low

discharge coefficient therefore has a relatively mild influence on the simulated discharge, but its
influence decreases slowly (large time constant). On the other hand, the initial water level in a
linear reservoir with a high discharge coefficient has a relatively high influence on the simulated
discharge but its influence decreases slowly.

2.7.2 Consequences for the modelling practice

As regards the modelling practice, the main results of this study can be summarized as follows.

1.

Threshold-based transfer functions generate Dirac sensitivity patterns. When associated with
long-term memory reservoir and fast discharge models, they may generate a substantial ini-
tialisation bias even after very long periods of inactivity.

. As a consequence of the above remark, the commonly-used one-year warm-up period may not

ensure a proper elimination of the initialisation bias.

. When the available warm-up period is too short to allow for a proper elimination of the

initialisation bias, an intuitive workaround would consist in artificially extending the warm-
up time series by replicating it several times. However, the artificially extended warm-up time
series may not be representative of the actual forcings. As regards the present study, such a
procedure proved inefficient to reduce the initialisation bias.

. This work stresses the fact that the specification of the initial state may significantly bias the

calibration step. This initialisation bias issue is little regarded in most practical applications.
A careful examination of the initialisation bias behaviour should be part of the good modelling
practices. In particular, the use of elaborate procedures for locating the global optimum of
the objective function used for parameter optimization can only be justified in so far as the
initialisation bias has been efficiently eliminated.

. Local sensitivity analysis can be used as a low-computational cost tool to identify the main

characteristics of the bias behaviour, even for conceptual models with strongly non-linear
transfer functions.

. The last remark is specific to the modelling of karst spring discharge. Recent studies have

emphasized the need to account for the influence of the karst flowpath network connectivity on
the system response dynamics [Fleury, 2005; Jazayeri Noushabadi, 2009; Tritz et al., 2011].
The change in connectivity may be accounted for in the model structure by a threshold
function, the activation of which depends on the water level in a given reservoir. As for the
Vensim model, the threshold function triggers the switch in the distribution coefficient based
on the water level in the lower, slow discharge reservoir. As regards the hysteresis-based
model, the threshold function triggers the activation of the hysteretic transfer, based on the
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water level in the upper reservoir. Our study indicates that whenever possible, the activation
of the threshold function should not be associated with the water level in a slow dynamics
reservoir.

2.8 Appendix

2.8.1 Sensitivity equations for the hysteresis-based model

Denote by Hy4 and Ly the sensitivities of the water levels in the reservoirs H and L to the
parameter ¢. Applying the perturbation approach to the model equations (2.2) and (2.7) for a
perturbation in ¢ = Hy leads to the following set of sensitivity equations

dH m, O€gec Oeny Q H— H; “
= - ksec sec H — Hgec k k
dt HHO[ (5 o )>+ HY(@H tevg Tm ) \m—m ) T
(2.26a)
Mg, =0
(2.26b)
Ll
7 =kurHu, — kL, (2.26¢)
= A — A 2.2
Qn, =knyAHu, ( o TEHY H1> <H2 —H, + kL ALw, (2.26d)
Mo (£ = 0) =1 (2.260)
L, (t = 0) =0 (2.26f)
Ot = 0) —Aeqpy by " (HE=0) — " 2.6
Ho(—)—<€HYHYH2_H1 T, (2.26g)

Similarly, applying equations the perturbation appraoch to the model equations (2.2) and (2.7)
for a perturbation in ¢ = Ly leads to

dHr,
— 2.2
o 0 (2.27a)
dLr,
=— 2.27b
o krlr, (2.27b)
s —A | eryhyry 2Tt [ H =1 o kil 2.27
Lo = 5HYHYH2_H1 o, — +RLLL, (2.27c)
Hr,(t = 0) =0 (2.27d)
Lr,(t=0)=1 (2.27e)
QLo (t=0) =k A (2.27f)

where Hy and L4 denote the sensitivities to the parameter ¢ of the water levels in the reservoirs
H and L respectively.

for L

for L
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2.8.2 Sensitivity equations for the Vensim model

Consider a perturbation in the parameter ¢ = Hy. Then the perturbation approach leads to
the following set of sensitivity equations

i for Hyin < H <0 (2.28a)
Hp, =0 for H=Hyy,or H=0 (2.28b)
7t 85 SHOQH + X— Oty — ksSH, (2.28¢)
= 88 SHOQH +(1—-X)— oty — krRu, (2.28d)
Qmn, =A (krRu, + ksSH,) (2.28e)
Hp,(t=0) =1 (2.28f)
Sp,(t =0) =0 (2.28g)
R, (t = 0) =0 (2.28h)
Qn,(t = 0) =0 (2.281)

Note that the term 0X/0S is equivalent to a dirac impulse which is turned on whenever S = Sgj
(see demonstration in 2.8.3). Also note that the de-activation of the threshold means that the inflow
rate X @y into the reservoir S is lower than the outflow rate kgS from the reservoir S towards the
spring. Since the specific discharge coefficient of the inflow is much greater than that of the outflow,
the de-activation of Sgy requires that the outflow from the reservoir H be zero (e = 0 and therefore

Qu =0).

Similarly, for a perturbation in ¢ = Sy

dHs,
= 2.2
dSs, 0X
dto 55 S50QH — ksSs, (2.29D)
dRs, 0X
7 L= ~ 33 595 Qu — krRs, (2.29¢)
Qs =A (krRs, + ksSs;) (2.294)
Hs,(t=0) =0 (2.29¢)
Ss,(t =0) =1 (2.29f)
Ryt =0) =0 (2.29g)
Qs,(t =0) =ksA (2.29)
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Lastly, a perturbation in ¢ = Ry yields

dHg,
o =0 (2.30a)

dSgr,
= =0 (2.30b)

dRrg,

— 2.

— krR R, (2.30¢c)
QRO =A (k?RRRo + kSSRO) (2.30(1)
Hr,(t=0)=0 (2.30e)
Sr,(t=0) =0 (2.30f)
Rp,(t=0)=1 (2.30g)
Or,(t=0) =krA (2.30h)

2.8.3 Sensitivity source term 0Qu/0H, (Vensim model)

This Appendix details the calculation of the term 0Qu/JH, that appear in equations (2.28¢c)
and (2.28d). Denote by ¢t the time of the first overflow of the reservoir H. The overflow discharge
is a discontinuous function of time:

Qu =0 fort <tpy (2.31a)
Qu=P —ET for t >ty (2.31b)

Assume that Hy is perturbed by an amount 6 Hy > 0. Due to the perturbation in Hy, the time of
the overflow ¢y is advanced by a time dt (see Figure 2.12). The difference in the outflow between
tg — 0t and ty that results from the perturbation d Hy is

ty tyg
/ 5Qudt = / (P —ET)dt (2.32)
t t

H—ot g —ot

As 0Hy tends to zero, equation (2.32) can be approximated as
0Qudt = (P — ET)ot (2.33)

Similarly, the difference in the filling of the reservoir H that results from the perturbation § Hy can
be expressed as

§Hy = —(P — ET)ot (2.34)
Combining equations (2.33) and (2.34) leads to

0Qu .,
ot=1 (2.35)

The sensitivity of the overflow discharge to the perturbation in Hy is defined as

0Qu _ . 0Qu

8H0 - 6H10I20 (SHO (236)
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H+3H

Figure 2.12: Vensim model. Calculation of the term 0Qu/0Hy. Influence of a perturbation in the inital
water level Hy on the water level H and on the overflow discharge Qy.

and verifies

(Z%;) Tt (2.37a)

tj g%; =1 (2.37b)
(g%j)tq}[ =0 (2.37c)
(%)M —0 (2.37d)

The function 0Qu/0Hy is thus a Dirac function of magnitude 1571,

2.8.4 Validity of local uncertainty estimates

The aim of this Appendix is to check the validity of the local sensitivity and uncertainty esti-
mates by comparison against empirical estimates.

2.8.5 Case of the hysteresis-based model

Since the hysteresis-based model is linear with respect to a perturbation in the parameter Ly,
the validity of the local sensitivity and uncertainty analyses for a perturbation in Ly need not to
be checked.

The validity of the linear approximation for perturbations in Hy is first checked by a graphic
comparison between the local and empirical discharge sensitivities estimates. Figure 2.13 shows
the empirical discharge sensitivity Q‘;ﬁp computed based on perturbations AHy ranging from 10
to 50% of the nominal value of Hy. The visual comparison of the empirical (Figure 2.13) and
local (Figures 2.7.a2, 2.8.a2 and 2.9.a2 sensitivity estimates shows a good agreement between the
empirical and local approaches. The corresponding empirical and local uncertainties on the Nash
criterion are given in Table 2.7. The relative error on the Nash uncertainty estimate is at maximum
7% for a 50% perturbation in Hy, which confirms the suitability of the local approach.

2.8.6 Vensim model

Since the Vensim model is linear with respect to a perturbation in the parameter Ry, the validity
of the local sensitivity and uncertainty analyses with respect to a perturbation in Ry need not to
be checked.

The validity of the linear approximation with respect to a perturbation in Sy or Hy is first
checked by a graphic comparison between the local and empirical discharge sensitivity estimates.
Experimental sensitivities are computed based on the results of two simulations. In the second
simulation, the investigated parameter ¢q is modified by an amount A¢y as compared to the first



64 2. Use of local sensitivity analysis for model structure selection

a) b) 0)
7 7r 30
rrrrrr 10%
6r . 61 2 |y - 25%
PR 0,
al s 50 %
@ w @ 20+
~ ~ ~
gl ] o4t %
NaX 1 Ii Na) Z 15t
25 3+ 2o 3F =)
N L
2 17N 2t
/1 \\ . ‘l
1 7 T 1 ;/ti\:ix. °r ‘m
R T e, \
0 ! ! PR A e Y 0 L e 4 0 i \ L )
200 400 600 800 1000 200 400 600 800 1000 200 400 600 800 1000
Simulation time (d) Simulation time (d) Simulation time (d)

Figure 2.13: Hysteresis-based model. Discharge sensitivity estimates for a perturbation in the initial water
level Hy. Empirical estimates for: a) the computational example 1, b) the computational example 2, c) the
computational example 3. The simulation parameters are specified in Table 2.2.

Example n°  AHy (%) ANG™ (%) AN;SOC (%)

10 1.9%x1072 1.9x 102
1 25 50x 1072 4.8 x 1072
50 1.0x 1071 9.6 x 1072
10 24 %1073 24x107°
2 25 6.3x 1073  6.0x 1073
50 1.1x1072 1.2x10°2
10 75x 1073  7.6x 1073
3 25 1.8%x1072 1.9x 1072
50 3.6 x1072 3.8 x 1072

Table 2.7: Hysteresis-based model. Empirical (ANZ™) vs local (AN, 41)0‘3) uncertainty estimates of the
Nash criterion over the calibration period (days 366 to 731).
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simulation value. The empirical sensitivity QZ?p of the spring discharge to the parameter ¢ is
approximated as the ratio of the difference between the results of the two simulations runs to the
perturbation A,

Qemp _ Q(¢0+A¢07t) T Q(¢0,t) (238)
Po (1) Agg
Figure 2.14a shows the empirical discharge sensitivity estimates Q¢ for ASy ranging from
10 to 50% of the nominal value of Sy. The empirical estimates must be compared to the local
estimates which are plotted in Figures 2.7.b2, 2.8.b2 and 2.9.b2. The visual comparison of the local
and empirical sensitivities shows a strong difference between both, even for a 10% perturbation. The
empirical sensitivities do show peaks by the date the threshold Sgy is activated. However, empirical
sensitivities also exhibit a number of supplementary peaks. Figure 2.14b shows the empirical
estimates Qi’;;p of the discharge sensitivity computed based on perturbations AHy ranging from
10 to 50% of the nominal value of Hy. The empirical estimates must be compared to the local
sensitivities which are plotted in Figures 2.7.¢2, 2.8.c2 and 2.9.¢2. A visual comparison of the local
and empirical sensitivities shows a strong difference between both. However, the situation is the
reverse of that of a perturbation in Sy as the empirical sensitivities lack a number of additional
peaks compared to the local sensitivities.
The comparison of the empirical and local estimates of the uncertainty on the Nash criterion
(see values in Table 2.8) confirms the failure of the local approach for the uncertainty estimation.
The poor performance of the local uncertainty analysis may be associated to two factors: (i)
the time discretization adopted for the solution of the model equations and (ii) the dynamics of
the reservoir. Indeed, the reservoir S is characterized by a high storage and a slow drainage. As
a consequence, the perturbation ASy considered is important as compared to the daily changes in
the water level. A perturbation in Sy is likely to strongly modify the number of activations of the
switch in the distribution coefficient and therefore the number of peaks in the sensitivity to Sp. On
the other hand, the daily changes in the water level in the reservoir H are large compared to the
perturbations A Hy considered. At a daily time step, the result is that the perturbation in Sy is not
likely to trigger a switch in the distribution coefficient. The case of the simulation 2 is somewhat
different. The perturbation AHy < 0 results in a complete emptying of the reservoir H. Since the
emptying occurs before the first overflow, the propagation of the sensitivity to Hg is completely
stopped, as explained in Section 2.3.3.c.
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Figure 2.14: Empirical discharge sensitivity estimates for a perturbation in: a) the initial water level in
the reservoir S, b) the initial water level in the reservoir H for 1) the computational example 1, 2) the
computational example 2, 3) the computational example 3. The simulation parameters are given in Table

2.4.

Example n°  A¢, (%) A/\/;Zmp (%)

ANT (%)

|

10 1.9x 1072 1.7 x 1072
1 25 51x 1072 4.3 x 1072
50 1.3x 1072 8.7 x 1072
= 10 0 9.2 x 1073
I 2 25 0 4.2 x 1072
< 50 0 1.2 x 1072
10 1.8x 1071 34 x107!
3 25 1.3x1071 7.8 x 107!

50 5.7 x 107! 1.6

10 2.9 x 107! 2.4

1 25 4.6 5.9

50 6.3 12
S 10 32x107 14 x107!
I 2 25 2.8 3.4 x 1071
© 50 7.2 6.8 x 1071

10 3.5 1.8

3 25 4.3 4.6

50 27 9.2

Table 2.8: Vensim model. Empirical (ANG™) vs local (AN}°) uncertainty estimates for the Nash criterion

over the calibration period (days 366 to 731).
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2.9 Complementary discussion: Sensitivity behaviour for the
model parameters

The preceding sections emphasize the role of the threshold transfer functions in the behaviour
of the initialisation bias. It must be noted that the analysis remains to a large extend valid as
regards the behaviour of the sensitivities of the model parameters.

As an example, consider the Vensim model. Section 2.3.3 demonstrated that threshold functions
associated with the water level in a slow dynamics reservoir are related to the occurrence of bursts
in the initialisation bias of the simulated discharge. The sensitivities to a perturbation in a given
parameter ¢ can be written as

dSy 90X OQu  Okg

dRy  0X OQu  Okr

o = ggSe@n +(1- X)ch "0 krRg¢ (2.39b)
Qp =A (kgRy + ksSy) (2.39¢c)

The activation of the threshold Sgy on the water level triggers in a pulse in the discharge sensitivity
Q4 to the parameter ¢ (see term 0X/0S in equations (2.39), also see discussion in Section 2.3.3),
provided that Sy is non-zero. Note that Sy is different from zero for any parameter ¢ associated
with the reservoir S or with the reservoirs located upstream of the reservoir S.

The association of a threshold transfer function with the water level in a slow dynamics reservoir
is thus related to the occurrence of bursts in the sensitivities of the simulated discharge to any
parameter that controls the water level in that slow dynamics reservoir.
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CHAPTER 3

Use of ground-based gravity

measurements for the calibration of a
global rainfall-discharge reservoir model

This chapter focuses on the relevance of the inclusion of ground-based gravity data in the

calibration process of a global rainfall-discharge reservoir model. The analysis is performed for
the Durzon karst system (Larzac, France). The first part of the study focuses on the hydrological
interpretation of the ground-based gravity measurements. The second part of the study investigates

the information content of the gravity data with respect to water storage dynamics modelling. This

work is currently in revision for Environmental Earth Sciences [Mazzilli et al., 20115].
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3.1 Problem statement

In most cases, the parameter values for global, rainfall-discharge reservoir models can not be
directly derived from field measurements. Instead the model parameters must be estimated based
on the goodness-of-fit between observed and modelled variables [Wagener and Gupta, 2005].

Most global reservoir models are calibrated against discharge measurements. In such models,
the number of parameters to be calibrated is small (typically 4 to 10). Nevertheless, in many
cases the calibration results are plagued with equifinality. Including internal model state variables
(i.e., water content) in the calibration procedure may help reduce equifinality [Guinot et al., 2011;
Kuczera and Mroczkowski, 1998] but aquifer-scale water storage estimation is challenging.

Space-borne gravitational surveys such as the GRACE (Gravity Recovery and Climate Ex-
periment) satellite mission have the potential to address regional-scale water storage variations
[Strassberg et al., 2009; Werth et al., 2009]. Regarding small or intermediate scale aquifers, local
observations (such as groundwater level or soil moisture) remain the only option for water storage
variations monitoring. In particular, ground-based gravity measurements provide depth-integrated
estimates of local water storage variations [Pool and Eychaner, 1995]. The use of ground-based
gravity measurements as the only calibration constraint for a field-scale reservoir model has been
shown to improve model results substantially as compared to calibration against soil moisture or
groundwater head measurements [Creutzfeldt et al., 2010].

Because their representativeness is usually difficult to assess, the integration of local measure-
ments into the calibration process of spatially-integrated reservoir models is not straightforward.
Local data may thus be considered as “soft data”, i.e., data “that cannot be used directly as exact
numbers” with regards to the calibration process of spatially-integrated reservoir models. The in-
clusion of soft data in the calibration process has been reported to significantly improve both model
consistency and model predictive uncertainty [Seibert and McDonnell, 2002; Vache and McDonnell,
2006].

The present paper examines the relevance of the inclusion of auxiliary ground-based gravity
data in the calibration process of a daily rainfall-discharge reservoir model. The case under study
is that of the Durzon karst system (Larzac plateau, southern France), that has been the subject of
extensive geodetic monitoring [Jacob et al., 2009, 2008, 2010a,b|. The purpose of this work is (i)
to discuss the hydrodynamic interpretation of the gravity data, (ii) to investigate the possible use
of this data to constrain the calibration of a global reservoir model.

This contribution is structured as follows. The study area and the available field data are
presented in Section 3.2.1. The hydrological interpretation of ground-based gravity measurements
is discussed in Section 3.2.2. Section 3.2.3 discusses the potential benefits of including the auxiliary
gravity data into the calibration process of a global rainfall-discharge reservoir model.

3.2 Study area and field data

3.2.1 Site overview

The Durzon karst system is located in the Grands Causses area in the Southern Massif Central
(France). The main outlet of this system is the Durzon vauclusian spring, which is located in
the Northern part of the catchment on the Hospitalet fault (see Figure 3.1). The north-eastern
and the southern boundaries of the system are delineated by thrust faults. The other boundaries
are delineated by the topography. Based on geomorphological characteristics, mass balance and
tracing experiments [Bruxelles, 2001; Ricard and Bakalowicz, 1996], recharge area estimates range
from 100 to 120 km?. Following [Fleury, 2005] and [Tritz et al., 2011], a recharge area of 116.8 km?
is considered in the present study. The karst system is embedded in a 400 m thick formation of
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middle to upper Jurassic limestones and dolomites, deposited on top of a 200 m thick formation
of upper-Liassic marls [Bruxelles, 2001] (see Figure 3.1). This latter formation constitutes the
aquifer bedrock. The thickness of the vadose zone ranges from approximately 50 m upstream of
the catchment to approximately 180m downstream. The morphology of the cavities indicates
that karstification is still at an early stage [Bruxelles, 2001|. The karstification is predominantly
regressive, i.e., it develops from the Durzon spring towards the upstream of the catchment [Bruxelles,
2001]. The southern, upstream part of the catchment is less affected by karstification dynamics.
Inefficient vertical drainage in this part of the catchment is evidenced by the very low number of
swallow-holes and the presence of dolomitic sands and clay formations at the surface [Bruxelles,
2001]. During intense and long-lasting rainfall events, the amount of precipitation may exceed
the infiltration capacity toward the saturated zone and fill up the soil and epikarst reservoirs and
ponding occurs at the surface [Bruxelles and Caubel, 1996].

Hydrogeological framework
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Figure 3.1: Hydrogeological framework and instrumentation of the Durzon area. Modified after Bruxelles,
2001; Jacob, 2009; Ricard and Bakalowicz, 1996.

3.2.2 Meteorological data

Rainfall data are measured at the “Le Caylar” Météo-France meteorological station, some 10 km
S-SE of the Durzon spring. The daily potential evapotranspiration (PET) is estimated from the
Thornthwaite’s [Thornthwaite, 1948] monthly potential evapotranspiration using a sine function-
based interpolation as proposed by [Tritz et al., 2011]. For a more thorough description of the
meteorological data see Section 2.2.1.

3.2.3 Gravity data

Extensive geodetic monitoring was performed on the Durzon system as part of the ANR research
project HydroGéodésie 2006-2009. Water storage variations have been investigated based on several
gravimetric techniques [Jacob, 2009]:
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1. Absolute gravity measurements have been carried out at three sites (BLAQ, CANA and
SALV) on a monthly basis from January 2006 to September 2008 [Jacob et al., 2008| (see
Figure 3.2b). These measurements give insights into the temporal dynamics of the water
storage,

2. Time-lapse microgravity measurements have been carried out over 40 sites, and complemented
by absolute gravity measurements [Jacob et al., 20105] (see Figure 3.2a). In total, four
microgravity surveys have been carried out, in both low and high water level periods. These
surveys provide insights into the 2D heterogeneity of the water storage at the aquifer scale,

3. Time-lapse surface to depth gravity measurements have been performed six times down a pit
cave [Jacob et al., 20105]. These measurements provide vertical resolution for the gravity
signal measured by surface instruments. Water storage variations at the surface to depth
gravity site are thought to occur within the first 60 m of the karst, plausibly in the epikarst.

The gravity data presented hereafter are corrected for the regional contribution of hydrology cal-
culated from the European Center for Medium range Weather Forecasts model (ECMWF model)
[Viterbo and Beljaars, 1995] which quantifies global soil moisture and snow variations. Gravity
variations are converted into water height based on the infinite Bouger slab approximation. All
gravity data are taken from [Jacob, 2009].

3.3 Interpretation of ground-based gravity measurements in terms
of aquifer-scale water storage dynamics indicators

3.3.1 Hydrogeomorphological interpretation of the gravity signal

An intrinsic limitation of surface-based gravity measurements is that they cannot be used to
infer the vertical distribution of water storage variations. However, Jacob et al., 20106 suggest that
the main storage function may be held by the epikarst reservoir. Note that significant water storage
within the infiltration zone may occur in areas with low transfer capacity towards the saturated
zone. Low vertical transfer capacity is expected in the southern, upstream part of the catchment
but also in the middle and downstream parts of the catchment in areas remote from the main
drainage system. Also note that predominant water storage within the soil-epikarst reservoir or the
infiltration zone has been evidenced in various karst systems [Lastennet and Mudry, 1997; Perrin
et al., 2003q].

3.3.2 2-D storage heterogeneity within the karst system

Ground-based gravimeters are sensitive to local-scale hydrological signals. Indeed, the radius
of the sampling area of ground-based gravity measurements is smaller than 500 m. However, water
storage properties are likely to vary laterally within the karst system. Such lateral variations are
evidenced by magnetic resonance soudings [Legchenko and Valla, 2002] water content measurements
[Boucher et al., 2010].

Microgravity surveys have been conducted in order to characterize the 2D storage heterogeneity.
The water storage amplitude within the Durzon system has been shown to range from 100 mm in
low water periods to 550 mm in high water level periods [Jacob et al., 20105] (see Figure 3.2a). No
simple relationship has been established between the water storage amplitude and known geologic
or karstic features [Jacob et al., 2010b]. However, some characteristics of the gravity signal may
be related to geomorphological considerations. In the western part of the basin, high-amplitude
storage areas match depressions filled with poorly permeable, clay soil. By contrast, low-amplitude
storage areas in the centre of the basin match hilly surfaces with thin soil cover [Jacob et al., 20106].
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3.3.3 Analysis of the gravity-inferred water storage dynamics

Absolute gravity measurements do give insights on the temporal dynamics of water storage
(see Figure 3.2b). Water storage variations recorded by the absolute gravimeters at BLAQ, CANA
and SALV sites range from 230 to 360 mm. During summer, the water storage variations are
mostly driven by evapotranspiration [Jacob, 2009]. Conversely, winter water storage variations are
mainly driven by rainfall and by drainage towards the saturated zone and the outlet [Jacob, 2009].
SALV site exhibits a pluri-annual storage trend which may suggest enhanced water storage due to
inefficient vertical transfer in the upstream part of the catchment [Jacob et al., 2008].

3.3.4 Relevance of gravity measurements with respect to aquifer-scale water
storage dynamics modelling

The contribution of ground-based absolute gravity measurements to the modelling of the Durzon
aquifer-scale water storage dynamics may be questioned. Indeed, significant 2D heterogeneity of the
aquifer storage has been identified by microgravity surveys (Section 3.3.2). At the same time, due
to the heavy time investment required to conduct such surveys, only a few measurement campaigns
have been carried out. On the other hand, absolute gravity measurements have been conducted
with monthly time step. This is more appropriate to investigate water storage dynamics, but such
measurements could only be performed at a few locations. Nevertheless, the following observations
hint that absolute gravity measurements at BLAQ site may be considered as a proxy for aquifer
scale water storage dynamics:

1. the aquifer-scale water storage variations infered from mass balance calculation are in good
agreement with the water storage variations inferred from gravity monitoring at BLAQ site
[Jacob et al., 2008],

2. a rough estimate of the seasonal aquifer-scale water storage variations can be obtained by
integrating the local water storage variations inferred from microgravity measurements over
the whole catchment area. The thus obtained aquifer-scale water storage variations are in
good agreement with the water storage variations derived from absolute gravity surveys at
BLAQ site (see Figure 3.2).

The good correspondence between the gravity-inferred water storage variations at BLAQ site and
the aquifer scale water storage dynamics can be related to the relatively centred location of this
site in the catchment, where both the vadose zone thickness and the density of karst features are
intermediate, yielding intermediate storage and infiltration processes (see also Jacob et al., 20105).
However, note that such correspondence is fortuitous and could not be predicted in advance based
on the sole aquifer characteristics.

In the following, we investigate the use the absolute gravity time series at BLAQ site as a proxy
for aquifer scale water storage variation. Note that much caution is needed in the interpretation,
because the lack of representativeness of ground-based gravity measurements with respect to aquifer
scale storage dynamics is difficult to quantify. Furthermore, the associated uncertainty may not be
stationary. As an example, the heterogeneity in the water storage variations that results from the
heterogeneity in the basin vegetation cover may be enhanced during dry months, when evapotran-
spiration reaches its maximum, which means that the representativeness of gravity-inferred water
storage variations with respect to aquifer scale storage dynamics may be time-dependent.
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Figure 3.2: Temporal dynamics of the gravity signal. a) Gravity-inferred water stock difference AS
between: left) mid-January 2007 and early November 2007, middle) early November 2007 and early April
2008, right) early April 2008 and mid-September 2008. Modified after Jacob et al., 2010b. b) Squares,
triangles and diamonds: gravity changes inferred from absolute gravity measurements at BLAQ, CANA and
SALV sites respectively. Circles: mean basin-scale gravity changes based on the integration of microgravity
measurements. The first measurement at each site arbitrarily sets the reference gravity value.
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Figure 3.3: Structure and notations for the hysteresis-based model [Tritz et al., 2011].
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3.4 Use of ground based gravity measurements for model calibra-
tion

3.4.1 Model description and calibration

The model considered in this study is the hysteresis-based model proposed by Tritz et al., 2011.
A presentation of the model functioning and governing equations is given in Section 2.2.2 (also see
model structure in Figure 3.3). In particular, the evapotranspiration is assumed to be equal to the
PET as long as the upper reservoir is not empty. The potential evapotranspiration is calculated
based on a the Thornthwaite’s formula [Thornthwaite, 1948] (see Section 3.2.2). Note that the
Thornthwaite’s method is reported to underestimate the PET in arid regions and seasons [e.g. Lu
et al., 2005].

The hysteresis-based model has been calibrated against discharge data over the January 2006
- October 2008 period by Monte Carlo sampling of the parameter space (see parameter set in
Table 3.1, see sampling range in Table 3.2, and see calibration results in Figure 3.4). Note that
an uniform sampling of the parameter space is performed for the parameters Hy, Ho, Hgee and «
whereas a log-uniform sampling is performed for the parameters Ky, ksec, kur and kp,. The model
performance is assessed based on the Nash efficiency Ngp, [Nash and Sutcliffe, 1970] and a modified
balance error BEgiy, |Perrin et al., 2001]. Both criteria have been modified so as to account for the
¢ = 3% discharge measurement imprecision [Tritz et al., 2011]

. 2 Em(Q) X
NSlm - Z(Qobs - Qobs)2 (31 )
| 2Er(@)
BEgm =1 ‘ = ‘ (3.1b)

where Err(Q) is the modelling error, defined as

Qsim - (1 - ¢)Qobs if Qsim < (1 - ¢)Qobs
EI‘I‘(Q) = O lf (1 - (b)Qobs < Qsim < (1 + (b)Qobs (32)
Qsim - (1 + ¢)Qobs it Qsim > (1 + ¢)Qobs

The calibration yields a Nash efficiency of 0.87 and a balance error of 5.5%.

3.4.2 What to compare ?

The physical meaning of the two reservoirs in the hysteresis-based model has been discussed in
Section 2.2.2. Roughly speaking, the upper reservoir is meant to account for soil-epikarst storage
whereas the lower reservoir represents the vadose and saturated zones. However, these physical
considerations are only indicative. Rather, the upper reservoir accounts for rapid water storage
dynamics, whereas the lower reservoir represents slower water storage processes, regardless of the
physical reservoirs actually involved. Indeed, geophysical investigations over the Durzon basin have
shown that long-term storage processes may occur within the soil-epikarst system (see discussion
above). As a consequence, gravity-inferred water storage variations should be compared to the sum
of the water storage variations in the upper and lower reservoirs of the hysteresis-based model.

Denote by Hy, L4 and Q4 the sensitivity of the variables H, L and @ respectively to the
parameter ¢. Applying the perturbation approach to the model equations leads to the following
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Figure 3.4: Hysteresis-based model. Simulation results over the calibration period: a) difference AQ
between the measured and the simulated spring discharge, b) measured (Qobs, solid line) vs. simulated
(Qsim, dotted line) spring discharge.

Symbol Meaning Value

Hge. threshold level for the secondary springs activation 143 mm

ksec specific discharge coefficient for the secondary springs discharge 8.0 x 1072d~!

H, lower threshold level for the hysteretic discharge 27 mm

H, upper threshold level for the hysteretic discharge 99 mm

kmy specific discharge coefficient for the hysteretic discharge 7.3x 10 2mmd!
o} exponent for the hysteretic discharge 36

kmr, specific discharge coefficient for the infiltration to the reservoir L 7.3 x 1073 d~!

kr, specific discharge coefficient for the baseflow discharge 5.0 x 1073d~!

Table 3.1: Parameter set for the hysteresis-based model. Parameter set resulting from the calibration over
the January 2006 - October 2008 period.

Symbol Min. Value Max. Value
Hsec 0 400 mm

ksec 1 x102mmd~! 1mmd!
Hy 0 400 mm

H, 0 400 mm

kay 10 2mmd~! Immd~!

« 1 7

knr, 10~4mmd! 107 2mmd—!
kr, 107*mmd~! 10 2mmd~!

Table 3.2: Parameter range for the Monte-Carlo sampling performed in Sections 3.4.1 and 3.4.5.



3.4. Use of ground based gravity measurements for model calibration 79

set of sensitivity equations:

d OET 0 sec
(Ho +Lg) =———— e _ Qp (3.3a)

dt
0Quy 0Qr,
Qp = 9 + ErS (3.3b)

Equation (3.3) indicates that compared to discharge measurements, water storage measurements

contain enhanced information on the parameters related to the evapotranspiration and to the
secondary springs activation. The information on the secondary springs fluxes is expected to be
predominant during flood events, while information on the evapotranspiration fluxes is dominant
during low-flow periods. As a consequence:

— the information content of the water storage measurements is the highest during flood events
or during low-flow periods,

— due to low-frequency sampling of the gravimetric information, the information content of the
available water storage measurements as regards the parameters related to secondary springs
activation is likely to be reduced,

— by contrast, the monthly sampling of the gravimetric information may be adapted to the
water storage dynamics during low flow periods.

The perspective of gaining information on the evapotranspiration function is all the more in-

teresting that rainfall-discharge models are usually little sensitive to the evapotranspiration signal
(low-pass filter behaviour) [Oudin et al., 2006; Oudin et al., 2005].

3.4.3 Comparison between gravity-inferred and modelled water storage varia-
tions

The comparison between the total water storage variations inferred from absolute gravity mea-
surements at BLAQ site and the simulated water level variations in the reservoirs of the hysteresis-
based model yields the following comments (Figure 3.5).

1. There is a globally good agreement between the water storage variations inferred from gravity
measurements and the sum of the simulated water levels in the upper and lower reservoirs
of the hysteresis-based model (linear regression coefficient R? of 0.7). Note that most of the
water storage variations simulated by the hysteresis-based model occur within the upper,
rapid-dynamics reservoir. Furthermore, taking into account the contribution of water stor-
age variations within the lower, slow-dynamics reservoir helps better reproduce the seasonal
variability of the gravity signal,

2. The upper reservoir of the hysteresis-based model systematically dries out at the beginning of
the summer periods, which results in unrealistic zero evapotranspiration-related water storage
variations during the summer periods. This unrealistic behaviour does show up by comparison
to the gravity-inferred storage variations. Indeed, the simulated summer water storage de-
crease is lower than the corresponding gravity-inferred water storage decrease. Modifications
in either the selected parameter set or the evapotranspiration function or the model structure
may be considered in order to improve the simulation of the evapotranspiration-related water
storage variations, for the following reasons:

a) The actual evapotranspiration is taken equal to the potential evapotranspiration when the
upper reservoir is not empty is likely to yield overestimated summer evapotranspiration
fluxes, until the upper reservoir dries out. Taking into account the fact that the vegetation
may limit its transpiration to face drought conditions [Hernandez-Santana et al., 2008;
Otieno et al., 2007] could help sustain non-zero evapotranspiration fluxes for a longer
period,
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b) The limited depth of the upper reservoir (H > 0) is meant to prevent excessive under-
saturation. Increasing the depth of the upper reservoir would delay its drying and thus
result in more realistic evapotranspiration fluxes, but it would also probably deteriorate
discharge simulations at the beginning of the autumn period. Another option is to stop
the infiltration towards the lower reservoir L when H falls below a given value Hyyjy. This
would delay the drying of the upper reservoir H, but deteriorated simulations of the sum-
mer recession discharge are likely. Lastly, it may be questioned whether only the upper
reservoir should be submitted to evapotranspiration fluxes. Indeed, the upper and the
lower reservoirs can be seen as a decomposition of the water storage between two princi-
pal components, with contrasted flow dynamics properties. In that view, the lower, slow
dynamics reservoir could also be used to feed the evapotranspiration fluxes.

3. The overall fit between the gravity-inferred and the simulated water storage variations during
high flow periods is good. The main discrepancy is observed during winter 2006,/2007. The
September - November rainy period yields an increase of equivalent magnitude in the simu-
lated and the gravity-inferred water storages. However, the gravity measurements indicate a
slower storage decrease than the simulation results. Note that this period is associated with
no particular degradation of the quality of the simulation of the discharge time serie. The
overestimation of the main flood peak is balanced by the underestimation of the November
recession discharge, yielding a 2% balance error on the simulated spring discharge over the
October to December period (see Figure 3.4). The fact that the discrepancy between the
gravity-inferred and the simulated water storage is not associated with a bad estimation of
the output fluxes suggests that the cause of the discrepancy may be lack of representative-
ness of the gravity signal of the BLAQ station for that particular period. A heterogeneous
spatial distribution of rainfall during the October event could be the cause for that lack of
representativeness.

The overall good agreement between the gravity signal and the simulation results provides an indi-
cation of model consistency. However, it must be noted that the hysteresis-based model proposed
by Tritz et al., 2011 is partly “right for the wrong reasons”. The relatively good fit of the simulated
total water storage variations with the gravity-inferred water storage variations masks the fact that
unrealistic summer evapotranspiration fluxes are simulated. This observation illustrates the fact
that although physical soundness is recognized as a desirable property for global reservoir models,
the physical interpretation of the model structure and laws can not be validated on the sole basis
of a good simulation performance on the model output variable.

The above remarks also emphasize the complexity of the interpretation of the discrepancies
between the gravity signal and the simulation results, since these discrepancies cannot be system-
atically charged on bad model calibration or bad model structure. A consequence of that observation
is that the inclusion of gravity-inferred water storage variations in the calibration process of a global
reservoir model should account for the uncertainty that results from the lack of representativeness
of the ground-based gravity measurements with respect to aquifer scale water storage dynamics.

3.4.4 Definition of a criterion of fit between simulated and gravity-inferred
water storage variations

The criterion of fit for gravity-inferred water storage variations should account for the uncer-
tainty that results from the lack of representativeness of ground-based gravity measurements with
respect to aquifer scale water storage dynamics. Taking into account this uncertainty is of criti-
cal importance for the integration of the gravity-inferred information into the calibration process.
Indeed, an overestimation of the uncertainty may hinder the ability of the gravimetric informa-
tion to constrain the parameters. On the contrary, underestimating the uncertainty may constrain
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Figure 3.5: Hysteresis-based model. Comparison between water storage variations inferred from absolute
gravity measurements at BLAQ site (diamonds) and simulated water level variations (graph a, dashed line:
H, graph b, dotted line: L, and graph c, solid line: the sum of the above). The origin of the gravity-inferred
water storage is set arbitrarily so as to obtain the best visual fit between the simulated water storage
variations and the water storage variations inferred from gravity measurements.

the calibration to reproduce local effects and therefore bias the calibration. Two options may be
considered:

1. use an objective function which is based on the sign of the water storage variation (trend indi-
cator). It is then assumed that the uncertainty that stems from the lack of representativeness
of the gravity measurements is accounted for indirectly (soft fit criterion),

2. use a classical (i.e., distanced-based or weak-form) objective function and take into account
the uncertainty that stems from the lack of representativeness of the gravity measurements.

Two criteria are considered in the present study: a trend indicator and a distance-based function.

The trend indicator TI proposed thereafter aims to characterize the agreement of gravity-
inferred and simulated water storage variations trends. Let t; (i=1...N) be the times of gravity
measurements and dWS be the instrumental uncertainty. Denote by WSgrayi the gravity-inferred
water storage by WS, the simulated total water storage

WSam(t) = H(t) + L(t) (3.4)
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and denote by AZ; 1VVSgravi and AZ; 1VVSSim the gravity-inferred and the simulated water storage
variations between the times t;_1 and ¢;

A} WSgravi =WSgravi(ti) — WSgravi(ti—1) (3.5a)
Ay WSgim =WSgim (i) — WSgim (ti—1) (3.5b)

The indicator TT is defined as: iN p(t)
TI = ﬁ (3.6)

where p(t;) is equal to 1 if the signs of the gravity-inferred WSgpayi and the simulated WSgim
water storage variations are the same, or if the amplitude of both WSgrayi and WS, is below the
gravity-measurements instrumental uncertainty dWS, and p(¢;) is equal to 0 otherwise:

. A} WSgrayi x Al WSgm > 0
1) - |
p(ti) = Al WSga| < aWS and Al WSgn| < aws (3.7)

0 otherwise

Note that the proposed indicator TT takes values between 0 and 1, where higher TT values indicate
a better agreement between the gravity-inferred and the simulated water storage variations.

The second performance criterion retained for the analysis is the Nash efficiency. The crite-
rion is modified so as to account for an uncertainty dWS’ that stems from both the gravity instru-
mental uncertainty and the lack of representativeness of the local data with respect to aquifer-scale
storage dynamics. Denote by AWSg s the mean gravity-inferred water storage variation. The
modified Nash criterion Ny is defined as

>0 (Err, (AWS))?

Nys =1- ——= . (3.8)
o (Al WSyt — WSy
where
Err,, (AWS) = ]Agg_lwsgravi - Ai;_lwssim\ —aws’ (3.9a)
i | Al WSgravi — Al WS, | > dWS'
Err;, (AWS) =0 otherwise (3.9b)

3.4.5 Tests of complementarity between simulated and gravity-inferred water
storage variations for the proposed model structure and ET function

The first test investigates the capacity of the gravity-inferred water storage variations to better
constrain the evapotranspiration signal. The aim of this test is to check whether the gravity-derived
informations may help to detect wrong evapotranspiration estimates. The test is structured as
follows. The time ¢,;, at which the potential evapotranspiration is minimal (see equation (2.1) on
page 40) is varied from the 15 of January to the end of December. The calibration procedure of
the hysteresis-based model is repeated for each value of ¢, Other PET parameter values are kept
constant (see parameter values in Table 2.1). Note that unrealistic ¢y,;, values are spanned during
the procedure. These unrealistic t,;, values are expected to cause unrealistic evapotranspiration
fluxes during the corresponding simulations. For each tn;, value, the fit between simulated and
gravity-inferred water storage variations is estimated based on the two criteria described above.
The instrumental uncertainty is equivalent to +45mm storage variations.
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The test results are presented in Figure 3.6. The Nash criterion on the discharge efficiency
Nsim and the indicators based on the gravity measurements TI and Nwg show similar behaviour.
Quite expectingly, all criteria reach a minimum around ¢,;, = 200 d, that is, when the minimum of
the potential evapotranspiration function occurs around mid-July. The optimum of the discharge
efficiency N, is obtained for ¢,,;, between mid-January and mid-March. The optimum of the TI
and Nwyg criteria is larger since it is obtained for ¢y, between January and May.

The fact that the gravity-based performance indicators reach their lower values for unrealistic
evapotranspiration functions suggests that the proposed indicators may indeed be used to detect
wrong evapotranspiration estimates. However, the gravity-based and the discharge-based efficien-
cies (TT and Ngiy, criteria) are in phase. This means that the gravity-derived information can not
be used to further constrain the evapotranspiration signal and that TI and Ngy, provide redundant
information.

The second test investigates further the information content of the gravity-inferred water stor-
age variations, in comparison to that of the discharge time serie. As a first approximation, the
uncertainty dWS’ defined above (see Section 3.4.4) is taken equal to the instrumental uncertainty
dWS. Indeed, an accurate estimation of the uncertainty associated with the lack of representative-
ness of the local gravity measurements with respect to aquifer scale storage dynamics would require
a finer characterization of the spatial and temporal water storage heterogeneity within the aquifer.
A consequence of equaling dWS’ to dWS is that dWS’ is underestimated, which means that the
Nyyg criterion used in the test is more strict.

Multiple simulations of the hysteresis-based model are run based on a Monte-Carlo method from
prior distributions (see parameter range in Table 3.2) until a total of 500000 parameter sets achieve
a Nash efficiency larger than zero. Uniform prior distributions are assumed for Fry1, Fro, Fsec and
«. Log-uniform prior distributions are assumed for Ky, ksec, kg, and kr,. The evapotranspiration
signal used for the simulations is kept constant (see parameters value in Table 2.1). For each
parameter set we compute both the Nash criterion for the simulated discharge Ngj, and the modified
Nash criterion Ngpayi for the gravity-inferred water storage variations (see results in Fig. 3.7).

Assume that the purpose of the calibration procedure is to select a single optimal parameter
set. Fig. 3.7 shows that low Ngayi values also yield a low Ngy, values. Conversely, the optimal fit
for the gravity-inferred water storage variations is obtained for the parameter set that also yields
the optimum fit for discharge measurements. As a result, the multicriteria optimization problem
can be solved without compromise. It may be concluded that: (i) the proposed model can not be
forced into better reproducing the water storage dynamics inferred from the gravity measurements,
(ii) the information derived from the gravity measurements is redundant with that derived from
the discharge measurements.

Asgsume now that the calibration procedure aims to select multiple optimal parameter sets using
the generalized likelihood uncertainty estimation (GLUE) methodology Beven and Binley, 1992.
The GLUE methodology states that, owing to the multiple errors that stem in all stages of the
modelling process, the selection of an unique parameter set as the best predictor for the system
behaviour may be meaningless. Instead, it proposes to divide the parameter sets into two groups
according to the value of the objective function. Parameter sets that yield satisfactory results form

7L

the “behavioural“ set, as opposed to the “complementary” “non-behavioural” set. Each parameter
set is associated with a likelihood measure, which is derived based on the goodness-of-fit to the
available observation data. The likelihood of non-behavioural parameter sets is set equal to zero.

In what follows, we consider two likelihood measures:
1. the Nash efficiency based on discharge measurements,

2. the arithmetic mean of the Nash efficiency on discharge measurements and the gravity-inferred
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water storage variations.

The Monte-Carlo parameter sets are ranked according to the associated likelihood measures and
the best 10% are retained as “behavioural”. The cumulated GLUE parameter distributions are
presented in Fig. 3.8. The conditioned parameter distributions show no significant difference as a
function of the likelihood measure (two-sample Kolmogorov-Smirnov nonparametric statistic with
0.05 probability level Siegel, 1956). This result stresses the low discriminatory potential of the
gravity-derived information.

Possible reasons for the low information content of the gravity data include:

1. the relatively high value of the instrumental uncertainty (equivalent to +45 mm storage varia-
tions) as compared to the seasonal amplitude of the monitored water storage variations (about
230 mm at BLAQ). Note that even though the instrumental uncertainty may be reduced, the
uncertainty stemming from the lack of representativeness of the local measurements with
respect to aquifer-scale storage dynamics should still be accounted for,

2. the inadequacy of the model structure or that of the model transfer functions.

3.5 Conclusion

This work focuses on the possible contribution of auxiliary geodetic data to the calibration of a
global reservoir model for daily karst spring discharge simulation.

The first part of the study is devoted to the hydrodynamic interpretation of the ground-based
gravity measurements. Absolute gravity measurements at one particular site were deemed likely to
contain information on aquifer scale storage dynamics. However, the difficulty in quantifying the
uncertainty associated with the lack of representativeness of these local measurements with respect
to aquifer scale storage dynamics was recognized as a major impediment to the integration of local
data into the calibration process.

The second part of the study further investigats the information content of the gravity data with
respect to water storage dynamics modelling. The gravity-derived information was found unable to
further constrain the single-objective, discharge-based model calibration process. The failure of the
inclusion of the local information in the calibration process may be related to: (i) the high value of
the experimental uncertainty as compared to the seasonal amplitude of the monitored water storage
variations, (ii) the inadequacy of the model structure or that of the model transfer functions.

Fit criterion (-)
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Figure 3.6: Comparison between the Nash criterion on discharge measurements Ny, the trend indicator
TI and the modified Nash criterion Nwsg, for varying t,;, values in the PET function.
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Figure 3.7: Comparison between the Nash criterion on discharge measurements Ny, and the Nash criterion
on gravity-inferred water storage Nws. Each dot stands for a different parameter set.
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Figure 3.8: GLUE distributions for the parameters of the hysteresis-based model considering: (i) the Nash
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CHAPTER 4
Use of global sensitivity analysis for
model calibration

This chapter illustrates the use of global sensitivity analysis for model calibration purposes.
Sections 4.1 to 4.6 present a conceptual model for the hydrological modelling of karst springs under
active groundwater management. The model performance is assessed against that of alternative
model structures. Section 4.7 discusses on the influence of the nature of the objective function
used for the calibration on the calibration result. Part of these results have been presented at the
HyoKarst Conference held in Besangon, France (Sept. 1-3, 2011) [Mazzilli et al., 2011a].
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4.1 Problem background: active spring management principle and
modelling

The principle of the active management is to make the water withdrawal independent from the
seasonal variability of the resource. As regards the management of vauclusian karst springs, this
goal may be achieved by pumping below the spring overflow level, directly within the spring karst
conduit [Avias, 1995|. Pumping may then be performed at a rate close to the spring annual average
even during low water periods, with a limited risk of dewatering the pumps. The overexploitation
of the resource during dry months is counterbalanced by the first autumnal floods, so that on a
yearly time scale only renewable resources are mobilized.

Modelling the water level and the discharge of the karst springs under active management
is an issue for groundwater resource exploitation. Moreover, spring discharge modelling may be
associated with flood risk assessment issues. The only conceptual model proposed in the litterature
for the rainfall - water level - discharge modelling of karst springs under active management is
the 10-parameters, 4-reservoirs model proposed by Fleury et al., 2009. The relatively high number
of parameters used in this model is likely to cause equifinality issues. Our aim is to propose
a conceptual model that would be more satisfying as regards both model conceptualisation and
model equifinality, and with at least equal performance as regards spring water level and spring
discharge modelling.

The proposed model and the application site are described in Sections 4.2 and 4.3. The goodness
of the model performance during calibration and validation is evaluated in Section 4.4. The model
performance is also assessed by comparison to the existing, 10-parameters model (Section 4.5) and
against alternative model structures of similar complexity (Section 4.6).

4.2 Model description

4.2.1 Model structure and functioning

The proposed model is made of three reservoirs (see model structure in Figure 4.1) and it
compriges a total of 5 parameters. An interpretation of the model structure and functioning in
terms of physical storage entities and processes is proposed hereafter.

The upper reservoir E represents the soil and epikarst zone. The lower reservoir, denoted by
M hereafter, represents the matrix storage within both the saturated and unsaturated zones. The
reservoir C stands for the spring karst conduit. In what follows, the volumes of water stored in
reservoirs E, M and C are denoted by E, M and C' respectively.

The model functioning may be summarized as follows:

1. the upper reservoir E receives the incoming precipitations and is affected by evapotranspira-
tion,

2. part of the water contained in the reservoir E leaks to the reservoir M, which accounts for
the classical recharge processes to the matrix zone (discharge Qrm),

3. when FE exceeds a given threshold Feyt, part of the water contained in the reservoir E flows
outside of the catchment. This flux accounts for the activation of temporary springs (discharge

Qext)a

4. part of the water contained in the reservoir E may bypass the matrix compartment and flow
directly to the drain (discharge Qgc). Physically, such a connection is allowed via a network of
fractures and preferential flowpaths. It is responsible for the fast component of the catchment
response to rainfall events,
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Figure 4.1: Structure and notation for the proposed model. Note that the Qu¢ transfer function is
proportional to the water level difference between both subsystems, which means that inflow from the
reservoir C to the reservoir M is possible.

5. water exchange between the spring conduit and the matrix subsystem is accounted for via a
discharge Qnic, which is proportional to the storage difference between the reservoirs M and

C,
6. part of the water contained in the reservoir C is removed by pumping (rate Qpump),
7. spring overflow occurs when the water level within the reservoir C exceeds zero (rate Qover),

8. when the spring overflow rate is lower than a minimal value Qreturn, part of the pumped water
is released to the river so as to ensure a minimal spring flow rate Qspring = Qreturn-

An effective porosity coefficient w is used to establish a correspondence between the water level
in the reservoir C and the observed piezometric water level within the spring karst conduit at the
outlet of the aquifer (Lez spring).

The main characteristic of the proposed model lies in the transfer function between the spring
conduit and the matrix subsystems, which is proportional to the water level difference between
both subsystems. This conceptualization of conduit - matrix interactions is supported by direct
observations on a variety of karst aquifers [e.g. Bailly-Comte et al., 2010; Jeannin, 1996]. Conceptual
flow models that account for the matrix-conduit interaction have been proposed by Butscher and
Huggenberger, 2007; Maréchal et al., 2008 and Hartmann et al., 2009.

4.2.2 Governing equations

The model has three balance equations:

dE [ P—ET - Qext —Qem — Qec I £ >0 (4.1a)
dt max(P — ET, 0) it E=0 '

dM

I =QeM — Quc (4.1b)
dC

E =QEc + Qumc — qump — Qover (4:1C)

where ET is the evapotranspiration rate, P is the precipitation rate, Qgc is the fast flow component
through the epikarst zone, Qg is the infiltration rate to the lower reservoir, Qext is the discharge
to secondary springs, Qnc is the transfer rate from the reservoir M to the reservoir C, Qpump is the
discharge pumped from the spring conduit and Qover is the overflow discharge at the spring pool.
Note that discharges are expressed as height of water per day. The actual evapotranspiration rate
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is assumed to be equal to the potential evapotranspiration rate as long as the soil-epikarst reservoir
E is not empty. The discharges Qext, @M and Qrc are assumed to obey classical, linear laws
[Maillet, 1906].

[ max(P —ET,0) if £ = Eex
Qext = { 0 otherwise (1.22)
Qec =kpcE (4.2b)
Qem =kpmE (4.2¢)

where ko, kgm are specific discharge coefficients and Fey is the threshold for the activation of
the temporary springs. The discharge Quc from the reservoir M towards the reservoir C is set
proportional to the water level difference between the reservoirs M and C

Qme = kmc(M - C) (4.3)

where kyic is a specific discharge coefficient. Note that Qyic can take negative values, that is, water
flow from the reservoir C to the reservoir M is allowed. The discharge Qover is defined as

Qover = maX(C7 0) (4.4)

The spring discharge Qspring is defined as the maximum of the overflow discharge Qover and the
return flow Qeturn, multiplied by the total area of the catchment A.

Qspring =A maX(Qovery Qreturn) (4‘5)
The water level WL within the spring conduit is defined as
WL =2+ C/w (4.6)

where zq is the pool overflow level (65 m ASL) and w is an equivalent storage coefficient.
The model equations (4.1) to (4.6) are solved numerically using an explicit Euler scheme. The
state variables at time n 4 1 are expressed as

E — max [En + At (Pn+1 - ETn+1 - Qextn - QEMn - QECn) 70] lf ETL > 0 (4 7&)
il E, + Atmax (P, — ETp41,0) if B, =0 '
My 1 =M, + At (Qrm, — Qucy,) (4.7b)
Cn+1 =Cp + At (QECn - QMCn - qumpn - Qovern) (47C)

where the subscripts n+1 and n denote the values of the variable at the time n+1 and n respectively.
Note that P,+1 and ET), 11 are the mean rainfall rate and evapotranspiration rate between the times
n+1 and n+ 2 respectively. Indeed, the fact that the model operates on a daily time step, together
with the model serial structure would result in a one-day delay of the predicted to the observed
flood peaks. The one-day time lag in the meteorological data is meant to make up for the one-day
time lag between the predicted and observed flood peaks. Note that the application of the model
to another basin or its numerical implementation with a different computational time step could
make this operation unnecessary.

4.3 Application example

4.3.1 Site overview

The model is applied to the Lez spring (Hérault, southern France), which is a pioneer site in
active groundwater management Avias, 1987. The Lez spring is the main outlet of a large karst
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aquifer (referred to hereafter as the “Lez aquifer) made of Late Jurassic to early Cretaceous lime-
stones. The aquifer is compartimentalized by a network of NE-SW normal faults into a raised,
north-western compartment where the aquifer limestone outcrops and a lowered, south-eastern
compartment where most of the aquifer is covered by impermeable formations (see Figure 4.2).
The Lez spring is located at a contact between the middle Jurassic to late Creataceous limestones
and the impermeable formations. Mass balance calculations yield recharge area estimates ranging
around 150 km? Marjolet and Salado, 1978. Following Fleury et al., 2009, a recharge area of 130 km?
is assumed in the present study.

The Lez spring has been used for the water supply of the city of Montpellier since 1854. The
methods used for water withdrawal have evolved with the water demand. Gravity-driven water
withdrawal was performed until 1965. Pumps were then installed some 6.5 m below the overflow
level of the spring. This solution allowed the withdrawal of up to 8001s~!, even during low flow
periods when the natural outflow of the spring was lower than 2001s~! Avias, 1995. Since 1982,
pumping is performed directly within the karst conduit, some 48 m below the spring pool overflow
level (see Figure 4.3). During low water periods the pumping rate exceeds the natural spring
discharge and the spring dries out. Part of the pumped water is then returned to the river in order
to sustain aquatic biota (a minimum 1601s~! discharge is required). The drawdown of the water
level within the spring conduit may reach several tens of meters at the end of the low-water period.

4.3.2 Meteorological data

The input rainfall rate is taken as a weighted function of the rainfall rate measured at three
Météo-France stations as proposed by Fleury et al., 2009

P =ppPp + pmPu + (1 —pp — pm) Py (4.8)

where pp, pm and 1 — pp — py are the weight coefficients for the rainfall rates Pp, Py and Py
measured at the Prades, Saint-Martin-de-Londres and Valflaunés rainfall stations respectively (see
location in Figure 4.2 and see weigths values in Table 4.1). The weight coefficients are deduced
from time series analysis Fleury et al., 2009. The average annual rainfall rate for the 1997/2005
period is 1037 mm.

The daily potential evapotranspiration (PET) is estimated from the Thornthwaite Thornth-
waite, 1948 formula (computed at the Montpellier Fréjorgues Meteo-France meteorological station)
using a sine function-based interpolation, as proposed by Tritz et al., 2011

t — tmin
PET(t) = [1 — acos <27T T >

where t is the time where the PET is to be interpolated, PET is the average value of the PET series
computed from Thornthwaite’s formula, T is the period of the PET signal (one year), tmi, is the
time at which the PET is minimal and a is the dimensionless amplitude of the signal. The parameter
tmin and a have been estimated by means of a classical least-squares optimization procedure (see
parameter values in Table 4.1 and see PET time series in Figure 4.4).

PET (4.9)

The evapotranspiration rate ET is taken equal to the potential evapotranspiration PET as long
as the upper soil/epikarst reservoir is not empty.
4.3.3 Discharge and piezometric water level data

Spring discharge measurements are performed some 500 m downstream of the spring pool. The
measured spring discharge includes the potential return flow to the river. Note that although spring
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Figure 4.2: Lez aquifer: hydrogeological setting. Only the main springs are featured on the map. Adapted
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Figure 4.3: Lez aquifer: schematic cross-section of the Lez spring karst conduit and the pumping station
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Figure 4.4: Potential evapotranspiration rate.

Thornthwaite’s formula. Black, dotted line: daily values interpolated based on equation (4.9) Tritz et al.,

2011.

Grey, solid line: monthly PET value computed using
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Symbol Meaning Value

pp rainfall weight coefficient for the Prades station 0187

M rainfall weight coefficient for the Saint-Martin station 0386

a Dimensionless amplitude of the sine wave 1

tmin Time of minimum PET 10 January
T Period of the interpolation function 1 year
PET Average potential evapotranspiration rate 1.1mmd—!

Table 4.1: Parameters for the rainfall and potential evapotranspiration models.

water level and discharge measurements have been performed since 1946, simultaneously complete
time series are only available for the 1997/2005 period.

The mean spring overflow discharge is an average 1.1 m?3s~! for the 1997-2005 period. The
minimum spring discharge is 1601s~! (return flow). The maximum spring discharge is 16 m3s~!
(1997-2005 period). The discharge measurement uncertainty is estimated to be about £5%. The
pumping rate is in average 1.1 m3s™! over the 1997-2005 period. The pumping rate measurement
uncertainty is estimated to be negligible. The minimal piezometric level within the karst conduit
is 38 m ASL for the 1997-2005 period, with an average 147 days of overflow per year. The water

level measurement uncertainty is estimated to be negligible.

4.4 Calibration performance and predictive capability

Section 4.4.1 evaluates the model’s ability to reproduce the spring discharge and water level
observations, taken separately. It also investigates the competition between the discharge and water
level calibration objectives. Section 4.4.2 presents a Monte-Carlo based analysis of the identifiability
of the model parameters. Section 4.4.3 evaluates the model predictive capability.

Note that the spring discharge and the spring water level can not be considered as completely
independant variables. Rather, the spring discharge and the spring water level time series may be
seen as the time-slice partition of a same signal into a low flow (spring water level) and a high flow
(spring discharge) signals.

4.4.1 Calibration performance

The calibration procedure is performed over a eight-year period (1997-2005 data) based on a
Monte-Carlo algorithm. Before calibration, the model is run during a three-years initialization
period.

Calibration performance for the spring overflow discharge The discharge modelling error
Errg is defined so as to take into account the e = £5% measurement uncertainty on the spring

discharges
Qspring - (1 - E)Qobs if Qspring < (1 - 6)C2obs
Eer = Qspring - (1 + E)Qobs if Qspring > (1 + <C#‘)Cgobs (410)
0 otherwise

where Qgpring and Qops are the simulated and measured spring discharge respectively.

As a first approach, the model performance is assessed based on the Nash-Sutcliffe efficiency
(see definition in Table 4.3). The influence of the performance indicator on the calibration results
will be investigated further in Section 4.7.1. Note that the values of the performance indicators
over the calibration period for the different models are summarized in Table 4.8 (page 116).
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The calibration results are shown in Figure 4.5 (Nash efficiency 0.86 - see parameter set in
Table 4.2). The overall dynamics of the spring discharge is satisfyingly reproduced by the model.
However, the model appears to overreact to some rainfall events and underreact to other events.
As an example, the first automn 2004 flood peak is not simulated by the model because the spring
overflow level is not reached. This must be related to a delay in the simulated piezometric head
rise, which in turn results in a bad estimation of the spring overflow time. On the contrary, the first
autumn 2005 rainfall events does trigger a flood peak, whereas measurements indicate no spring
overflow.

Calibration performance for the water level within the conduit The model performance is
assessed based on the Nash-Sutcliffe efficiency measure. The calibration results are shown in Figure
4.5 (Nash efficiency 0.81 - see parameter set in Table 4.2). The overall dynamics of the spring water
table is reproduced satisfyingly by the model. However, large errors (10m of amplitude) occur
during summer 1997 and summer 2003. The simulated piezometric head is either overestimated
(summer 1997) or underestimated (summer 2003). Note that the calibrated effective porosity value
is close to the value proposed by Roesch and Jourde, 2006 based on hydrodynamic considerations.

Calibration performance for the joint discharge and water level variables The compe-
tition between the discharge and water level calibration objectives is illustrated using the concept
of Pareto optimality. In a multi-objective framework, a solution (parameter set) is Pareto-optimal
if no other solution is at least equal in all objectives and superior in at least one [Gupta et al.,
1998]. The set of Pareto-optimal solutions is referred to as the Pareto front. In practice, the Pareto
front is approximated by means of e.g. evolutionary algorithms (see review in Efstratiadis and
Koutsoyiannis, 2010). In what follows, a very rough approximation of the Pareto front is obtained
based on a Monte-Carlo approach.

The Pareto front for the two-objective problem is plotted in Figure 4.9. Maximal values of the
performance indicator with respect to the discharge variable (Nash efficiency approx. 0.86) may be
associated with relatively low values of the performance indicator with respect to the water level
simulation (Nash efficiency approx. 0.4). On the other hand, the maximal performance indicator
with respect to the water level variable is associated with the maximal performance indicator with
respect to the discharge variable. Note that the trade-off between both objectives is small.

The multiobjective calibration problem may be turned into a single-objective calibration prob-
lem via the aggregation of the various objective functions. Such aggregate measures include the
arithmetic mean or the Euclidian distance to the objectives [Madsen, 2000]. In this study, the
discharge and the water level are considered as equally important and the aggregated criteria is
chosen so as to maximize the efficiency with respect to both objectives. The criterion retained for
the analysis is the normalized, Euclidian distance E in the Ng, Nwri, space

N3 + Ng
E:\/% if N >0 and Nyy, > 0 (4.11a)

E =0 otherwise (4.11b)

where Ng and Ny, are the Nash-Sutcliffe efficiencies for the discharge and spring water level data
respectively. Note that E varies between 0 and 1. Figure 4.7 shows the simulation results for the
“best compromise” parameter set (Ng = 0.84, Np = 0.81 - see parameter set in Table 4.2). Note
that the simulated time series are very similar to the ones resulting from calibration against each
objective taken separately. Also note that the calibrated value of the kgy parameter is very low.
This means that the best calibration result is obtained when the discharge from the reservoir E to
the reservoir M is close to zero. This point is discussed with greater details in Section 4.4.2.
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4.4.2 Model identifiability

Model identifiability is defined here as the capability of model calibration to constrain the;
parameters used by the model. Parameter identifiability is studied as follows. The model is run
over the 1997-2005 calibration period for Monte-Carlo parameter sets. Figure 4.8 shows dotty plots
resulting from model realisations, with the performance indicator on the y-axis and the parameter
values on the z-axis. Calibration against spring discharge data alone (Figure 4.8a) yields well
identified optimum values for all parameters. Calibration against spring water level data alone
(Figure 4.8b) yields well identified optimum values for the kpc, kyc and w parameters. By
contrast, the kgpps and FEeyy values are poorly defined. Calibration against both spring discharge
and water level data (Figure 4.8c) yields well identified parameter optima except for the kgpys
parameter.

The poor identifiability of the et parameter based on water level data alone is not surprising as
Foyt is mainly associated with spring discharge control during flood events. The poor identifiability
and low values of the kgy parameter means that water transfer from the soil/epikarst reservoir
to the matrix system is not dominant. The matrix reservoir acts mainly as a buffer for the karst
conduit reservoir. This rapid identifiability analysis indicates that for the specific case of the Lez
spring, the kgps discharge coefficient can be set equal to zero with no degradation of the model
performances. The proposed model therefore behaves as a four-parameters model.

Note that calibration against spring discharge data alone, spring water level data alone and
both spring discharge and water level data yield similar optimum values for all parameters except
krar which is an indication for good parameter identifiability.

4.4.3 Predictive capability

The predictive capability of the model is evaluated based on a standard split-sample test scheme
[Klemes, 1986]. The available data set is split into three sets of equal length. The model is suc-
cessively calibrated against one time period and tested against the others. The periods considered
hereafter are denoted by P; (Jan. 1997 to Oct. 1999), P2 (Oct. 1999 to Aug. 2002) and P3 (Aug.
2002 to July 2005). The cumulated rainfall over the P; and Ps periods are similar, but the number
of overflow days is sensibly higher for Po. The P3 period is notably wetter (see Table 4.4).

Figure 4.10 plots the perfomance measure for the calibration period against the the perfomance
measure for the validation period. Calibration against the P; and P3 periods yields almost equal
performance during the validation period. The performance indicator is degraded in validation
mode when the calibration is performed against the Py data set.

4.4.4 Conclusion

The proposed model yields satisfying performances as regards the simulation of the water level
and the discharge time series for both the calibration and validation tests. There is no competition
between the simulation of the water level time series and that of the discharge time series. A simple,
Monte-Carlo based analysis indicates good model identifiability except for the kgy parameter.
Indeed, the very low values taken by the kgy parameter indicate that for the specific case of the
Lez spring the proposed model structure may be simplified into a 4-parameter structure, by setting
the Qgm transfer rate equal to zero.
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Figure 4.5: Proposed model. Simulation results for the parameter set resulting from a calibration against
discharge data alone: top) daily rainfall, bottom) observed and simulated river discharge. See discussion in
Section 4.4.1.
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Figure 4.6: Proposed model. Simulation results for the parameter set resulting from a calibration against
water level data alone: top) daily rainfall, bottom) observed and simulated water levels. See discussion in
Section 4.4.1.



4.4. Calibration performance and predictive capability

5 0
el |
c 80
D— 120 i 1 1 1 1 1 1 1 1
97 98 99 00 01 02 03 04 05
80 . T T T T
75 | —— observations ——-- proposed model |
ToF
m 70 " T N A’ M T f
<S5 AN ) [ I v ! A
Eeop AW Y WA | ] | f \
! \
TS5 A\ T ! N N fi I !
Bsof WVl Yl i kY’ ! |
| \\I \J \\ A |
% 45 + NS N
= 4r v
A}
35 N
30 1 1 1 1 1 1 1 1
97 98 99 00 01 02 03 04 05
18 B T T T T
16 | — observations ——-- proposed model
)
m\
E
(]
o
@
<
[
2
o)
=
X

Figure 4.7: Proposed model. Simulation results for the parameter set resulting from a calibration against
discharge and water level data: top) daily rainfall, middle) observed and simulated water levels, bottom)

observed and simulated river discharge. See discussion in Sections 4.4.1.

Symbol Meaning Q)-set P-set PQ-set
Feoxt threshold level for the secondary springs 70 mm 93 mm 96 mm

kec specific discharge coefficient from E to C 4.01072 /d 451072 /d 4.01072 /d
kem specific discharge coefficient from E to M 231072 /d 4.0107* /d 3.8107* /d
knc specific discharge coefficient from M to C  2.81072 /d 2.1107%2 /d 3.21072 /d
w effective porosity - 1.81073 1.81073

Table 4.2: Proposed model. Parameter set obtained by calibration to discharge data alone (Q-set), water
level data alone (P-set), and joint discharge and water level data (PQ-set).
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Name Symbol Reference Formula
) : . > Err¢2
Nash and Sutcliffe efficiency =~ NSE  [Nash and Sutcliffe, 1970] NSE4 =1 — 5

Z (¢obs - ¢obs)

. . > |Errg]
Volumetric efficiency VE - VEg =1-— -
E ‘¢obs - ¢obs‘

: . > Erry

Modified balance error MBE [Perrin et al., 2001] MBEy =1 —

Z ¢obs - %

Table 4.3: Definition of the objective functions used in Section 4.7.1 ¢opbs is measured value of the ¢
variable, ¢ops is the mean of ¢ops over the modelling period, Errg is the modelling error for the ¢ variable
(Errgy = ¢ — ¢obs). Note that the NSE, VE and MBE measures all take values between —oo and 1, where
the highest values indicate better agreement between the simulated and observed variable.
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Figure 4.8: Proposed model. Dotty plot resulting from model realisations, with the performance indicator
on the y-axis and the parameter values on the z-axis: a) calibration against the spring discharge alone, b)
calibration against the spring water level alone, ¢) calibration against both discharge and water level.
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Period average rainfall average Qpump average Qspring spring overflow

Py 937 mm/yr 1.1m3s™! 0.9m3s~! 103 d/yr
Py 891 mm/yr 11m3s™! 1.0m?s™! 140 d/yr
P3 1171 mm /yr 1.1m3s™! 1.3m3s7! 193 d/yr

Table 4.4: Characteristics of the sub-periods used for the split-sample test: average rainfall, average
pumping rate, average measured spring discharge and average spring overflow frequency for the Lez spring.

Period length: 1027 days.
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Figure 4.9: Proposed model. Pareto-optimal solutions with respect to the Nash efficiencies for the river
discharge (z-axis) and the water level (y-axis) data, for the proposed model. The grey square markers
denote non-optimal solutions that yield maximum Ny, performance for a given Ng value. See discussion

in Section 4.4.1.
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Figure 4.10: Proposed model. Split sample test results. Model performance for the calibration (z-axis)
and validation (y-axis) periods for the proposed model. Calibration on the P;, P, and P5 periods are denoted
by square, triangle and circle markers respectively. See discussion in Section 4.4.3.
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4.5 Model evaluation against the existing, 10-parameters model

4.5.1 Description of the 10-parameters model

Model structure and functioning The existing model [Fleury et al., 2009] is made of four
reservoirs (see model structure in Figure 4.11) and involves a total of 10 parameters. An interpre-
tation of the model structure and functioning in terms of physical storage entities and processes is
proposed hereafter, based on [Fleury et al., 2009].

The upper reservoir E represents the soil zone. The reservoirs S and R represent the slow and
rapid infiltration zones respectively. The reservoir C represents the saturated zone. In what follows,
the volumes of water stored in reservoirs E, S, R and C are denoted by F, S, R and C respectively.

The model functioning may be summarized as follows:

1. the upper reservoir E receives the incoming precipitations and is affected by evapotranspira-
tion. Evapotranspiration stops when the water level reaches a threshold value Fiyf,

2. part of the water contained in the reservoir E leaks to the reservoirs S and R, provided that
the water level in E is larger than zero. This accounts for slow and rapid infiltration processes
in the unsaturated zone respectively (discharges Qrs and Qgrr),

3. part of the water contained in the reservoir E leaks to the reservoir C, provided that the
water level in E is larger than zero. This accounts for slow flow towards the saturated zone

(discharge Qgc),

4. when C exceeds a given threshold Ceyt, part of the flow Qgc to the saturated zone is directed
outside of the catchment, which accounts for the activation of temporary springs (discharge

Qext)7

5. the reservoirs S and R leak towards the outlet of the catchment, which accounts for drainage
towards the saturated zone (discharges Qs and QRr),

6. part of the water contained in the reservoir C is removed by pumping (rate Qpump),
7. spring overflow occurs when the water level within the reservoir C exceeds zero (rate Q¢),

8. when the spring overflow rate is lower than a minimal value Qreturn, part of the pumped water
is released to the river so as to ensure a minimal spring flow rate Qgspring = Qreturn-

An equivalent storage coefficient is used to establish a correspondence between the water level in
the reservoir C and the observed water level within the spring karst conduit.

Note that the model description given above slightly differs from the model description given by
Fleury et al., 2009. Indeed, in [Fleury et al., 2009] the effective infiltration is calculated based on a
time-dependant infiltration threshold. If the rainfall intensity is higher than the threshold, then the
effective infiltration is taken equal to the rainfall minus the infiltration threshold. If the rainfall is
smaller than the threshold, then the effective infiltration is taken equal to zero. The effective rainfall
intensity is calculated by means of a third-party software (TEMPO software [Pinault, 2001]) and
it is used as an input for the rainfall-discharge model. In the description given above, the effective
infiltration calculation has been integrated into the rainfall-discharge model, for the sake of unbiased
comparison.
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Governing equations. The model has four balance equations:

dE [ P-ET-Qu ifEn<E<O0 (4.122)
dt | max(P —ET,0) if E = Eiy ‘

ds

-~ — 4.12b
o —WBs — @s ( )
dR

I =QEr — Ur (4.12¢)
dC

E :QEC - qump - Qover (412d)

where ET is the evapotranspiration rate, P is the precipitation rate, Qg is the total discharge
from the reservoir E, Qrs, Qrr and Qpc are the discharges from the reservoir E to the reservoirs
S, R and C respectively, Qext is the discharge to secondary springs, Qpump is the discharge pumped
within the spring conduit, Quver is the overflow discharge at the spring pool and Ej,¢ is the lowest
permissible water level in the reservoir E. Note that discharges are expressed as height of water per
day. The actual evapotranspiration rate is assumed to be equal to the potential evapotranspiration
rate as long as the soil-epikarst reservoir E is not empty. The discharges Qm, Qext, QES, QER, @S,
Qr and Qover are assumed to obey classical, linear laws [Maillet, 1906]:

_ { max(P—ET,0) if E=0
@ = { 0 otherwise (4.13)
and

Qps =kpsQu (4.14a)

QEeR =kERQH (4.14b)

Quc =kec(1l — €extX)Qn (4.14c¢)

Qext =kECEext X QH (414(21)

Qs =kgS (4.14¢)

Qr =krR (4.14f)

where krg, kgr, kgc and X are partition coefficients, kg and kg are specific discharge coefficients,
Cext is the threshold for the activation of the temporary springs and eyt is defined by the following

relation:
1 ifC > Cext
Foxt {o if C' < Clt (4.15)
The partition coefficients for the reservoir E are bound by the relation
ks + kgr + kpc =1 (4.16)
The discharge Q¢ is defined as
Q¢ = max(kcC,0) (4.17)
where k¢ is a specific discharge coefficient. The spring overflow discharge Qover is defined as
Qover = QS + QR + QC (418)

The river discharge Qspring is defined as the maximum of the overflow Qover and the return flow
Qreturn, multiplied by the total area of the catchment A:

Qspring =A maX(Qover’ Qreturn) (419)
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The water level WL within the spring conduit is defined as

WL =z + C’/wH ifC >0 (4.20a)
WL =2 + C/uwy if C' <0 (4.20b)

where wy and wy, are equivalent storage coefficients for the high and low water periods respectively
and zp is the pool overflow level (65 m ASL).

The model equations (4.12) to (4.19) are solved numerically using an explicit Euler scheme. As
for the proposed model, a one-day time lag in the meteorological data is used so as to make up for
the one-day time lag between the predicted and observed flood peaks.

I 0 :
Cex t refum

Oy % |

Qover . Qspring

Figure 4.11: Structure and notation for the existing, 10-parameters model [Fleury et al., 2009].

4.5.2 Calibration performance and predictive capability

Calibration performance for the discharge and water level variables, taken separately.
Figure 4.13 shows the simulation results for the parameter set resulting from a calibration against
discharge data alone (Nash efficiency 0.83). The simulated hydrograph is similar to that obtained
by calibration of the proposed, 5-parameters model: over-reaction and under-reaction of the 10-
parameters model are triggered by the same rainfall events as the proposed model. However, the
10-parameters model also tends to simulate a number a low-amplitude flood peaks during low-flow
periods. The fact that the 10-parameters model may simulate spring overflow even though the
simulated spring water level is lower than the pool overflow level is due to the parallel structure
of the R, S and C reservoirs. Indeed, the spring overflow discharge is taken as the sum of the
discharges from the reservoirs R, S and C. On the other hand, the spring water level is considered
based on the water level within the reservoir C only. Rainfall events of moderate magnitude that
result in a piezometric rise with no overflow of the reservoir C may therefore be associated with a
non-zero spring overflow discharge.

Figure 4.14 shows the simulation results for the parameter set resulting from a calibration
against water level data alone. The calibration performance is significantly less than that of the
proposed model (Nash efficiency 0.73). Major discrepancies in the simulated water level recessions
occur during the summer 1999, 2003 and 2005, with simulated water levels much lower than the
observations.
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Calibration performance for the joint discharge and water level variables. The Pareto
front for the two-objective calibration is shown in Figure 4.16. It is seen that the trade-off between
both objectives is very important. Figure 4.15 shows the simulation results for the “best compro-
mise” parameter set (Ng = 0.72, Np = 0.59). The simulation of the spring water level and the
spring discharge time series is significantly degraded compared to the single-objective calibration
exercise.

Model identifiability. Figure 4.12 shows the dotty plots resulting from the 10-parameters model
realisations, with the agregated performance indicator E' on the y-axis and the parameter values
on the z-axis. Most parameter optimum are poorly defined which is likely to be associated with
low predictive capability.

Predictive capability. The predictive capability is assessed by the standard split-sample test
procedure described in Section 4.4.3 (see Figure 4.17 for test results). Calibration against the P;
period yields a relatively similar performance during the validation period. By contrast, calibration
against the Py or P3 periods yields very degraded performances during the validation run.

4.5.3 Conclusion

It may be concluded from Section 4.5.2 that the proposed 5-parameters model performs better
than the existing 10-parameters model for spring discharge and water level simulation, with reduced

parametric uncertainty and enhanced predictive capability.

0.7

0.6

0.5

04 AR .
s s 1 2150 -100 -50 0

kpx (/d) By (mm)

100 200 300
Cloxt (mm)

10 2 s 10" 2 s 1 107 2 5
Waet Wary (Mm)

Figure 4.12: Existing model. Dotty plot resulting from model realisations, with the £ measure on the
y-axis and the parameter values on the x-axis. Calibration against joint discharge and water level data.
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Figure 4.13: Existing model. Simulation results for the parameter set resulting from a calibration against
discharge data alone: top) daily rainfall, bottom) observed and simulated spring discharge. See discussion
in Sections 4.4.1 (proposed model) and 4.5.2 (existing model).
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Figure 4.14: Existing model. Simulation results for the parameter set resulting from a calibration against
water level data alone: top) daily rainfall, bottom) observed and simulated water levels. See discussion in
Sections 4.4.1 (proposed model) and 4.5.2 (existing model).

Symbol Meaning Q-set P-set PQ-set
kEr partition coefficient from E to R 8.0102 1.01072 3.91072
kgs partition coefficient from E to S 3.11071 5.01072 5.6102
kgc partition coefficient from E to C 6.11071 9.4107! 9.0107!
kr specific discharge coefficient from R 3.0,107'/d 7.6107°/d 4.6107'/d
ks specific discharge coefficient from S 291072/d 2.0107'/d 3.8107%/d
kc specific discharge coefficient from C 6.01072/d  3.11072/d 1.9107!/d
FEine minimum water level admissible in E —108 mm —29 mm —36 mm
Coxt threshold level for the secondary springs 70 mm 185 mm 122 mm
X partition coefficient to the secondary springs 060 051 081

wWH effective porosity for high water periods — 431071 5.1107!
wr, effective porosity for low water periods — 2.31073 2.11072

Table 4.5: Existing model. Parameter set obtained by calibration to discharge data alone (Q-set), wa-
ter level data alone (P-set), and joint discharge and water level data (PQ-set). Note that the partition
coefficients from the reservoir E are bound together by the relation kgr + kgs + kgc = 1.
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Figure 4.15: Existing model. Simulation results for the parameter set resulting from a calibration against
discharge and water level data: top) daily rainfall, middle) observed and simulated water levels, bottom)

observed and simulated spring discharge.
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4.6 Model evaluation against alternative parsimonious model
structures

4.6.1 Model evaluation against a slightly modified version of the proposed
model

The present section aims at assessing the contribution of the matrix-conduit transfer function
Qwmc proposed in Section 4.2 to the performances of the proposed model. To that purpose, we
investigate the calibration performance of a slightly modified version of the proposed model. This
modified model is identical to the proposed model except that the transfer function Qnc only
allows flow from the matrix to the karst conduit: Qmc = kmcM.

The calibration of the modified model over the 1997-2005 spring discharge data yields a Nash
efficiency similar to that of the proposed model (0.84). The calibration of the modified model over
the 1997-2005 spring water level data yields a Nash efficiency of 0.76, which is significantly less than
the calibration performance of the proposed model (0.81). The pareto front for the two-objective
calibration is plotted in Figure 4.18. Its shape is very different from that of the pareto front of the
proposed model. Indeed, there is significant trade-off between the performance indicator associated
with water level and spring discharge simulation. The simulated time series for the parameter set
resulting from the calibration against both discharge and water level data are shown in Figure 4.20
(Ng =0.80, Np =0.73) .

Figure 4.21 shows the dotty plots resulting from the modified model realisations, with the
agregated performance indicator E on the y-axis and the parameter values on the x-axis. Compared
to the proposed model (Figure 4.8c), the identifiability of the kyic parameter is deteriorated, which
indicates lower model consistency. The predictive capability of the modified version is also impaired
compared to that of the proposed model (see split-sample test results in Figure 4.19).
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Figure 4.18: Modified version of the proposed Figure 4.19: Modified version of the proposed

model. Pareto-optimal solutions with respect to
the Nash efficiencies for the spring discharge (z-
axis) and the water level (y-axis) data. See discus-
sion in Sections 4.4.1 (proposed model) and 4.5.2
(modified version of the proposed model).

model. Split sample test results. Model perfor-
mance for the calibration (z-axis) and validation
(y-axis) periods. Calibration on the P;, P, and
P5 periods are denoted by square, triangle and
circle markers respectively. See discussion in Sec-
tion 4.4.3 (proposed model) and 4.6.1 (modified
version of the proposed model).
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Figure 4.20: Modified version of the proposed model. Simulation results for the parameter set resulting
from a calibration against discharge and water level data: top) daily rainfall, middle) observed and simulated
water levels, bottom) observed and simulated spring discharge. See discussion in Sections 4.4.1 (proposed
model) and 4.6.1 (modified version of the proposed model).

Symbol Meaning Q-set P-set PQ-set
Feoxt threshold level for the secondary springs 74 mm 147 mm 91 mm
krc specific discharge coefficient from E to C ~ 3.41072/d  5.51072/d 4.01072 /d
kEm specific discharge coefficient from E to M 2.51072/d 1.4107%*/d 4.01073 /d
knc specific discharge coefficient from M to C  1.31072/d 1.7107%/d 6.21073 /d
w effective porosity - 3.11073 2.71073

Table 4.6: Modified version of the proposed model. Parameter set obtained by calibration to discharge
data alone (Q-set), water level data alone (P-set), and joint discharge and water level data (PQ-set).
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Figure 4.21: Modified version of the proposed model. Dotty plot resulting from model realisations, with
the E indicator on the y-axis and the parameter values on the xz-axis. Calibration against joint discharge
and water level data.
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4.6.2 Model evaluation against a 1-reservoir, 4-parameters model

A single-reservoir, 4-parameters model has been proposed by Fleury, 2011 (personal comm.).
The model structure is meant to be the simplest possible, with no conceptualisation of the flow
transfer processes in the karst aquifer. Note that this model has similar complexity (as measured
by the degree of freedom) to the proposed, 3-reservoirs model.

Model structure and functioning. The proposed model is made of only one reservoir, and it
comprises a total of four parameters (see model structure in Figure 4.22)
The model functioning may be summarized as follows:

the reservoir C receives the incoming precipitations and is affected by evapotranspiration,
part of the water is removed by pumping (rate Qpump),

spring overflow occurs when the water level exceeds zero (discharge Qover),

=W o=

when C exceeds a given threshold Ceoy, part of the water flows outside of the catchment
(discharge Qext),

5. when the spring overflow rate is lower than a minimal value Qreturn, part of the pumped water
is released to the river so as to ensure a minimal flow rate Qspring = Qreturn-

The water level WL within the spring conduit is defined as
WL =2+ C/w (4.21)

where zg is the pool overflow level (65m ASL) and w is an effective porosity coefficient.

P ET
‘ ' Q Qreturn
Qext plump
< R Cext
0 L )—Y
=0 Qover spring
@

Figure 4.22: Structure and notation for the 1l-reservoir, 4-parameters model proposed by Fleury, 2011
(personal comm.).

Governing equations. The model has one balance equation:

dC
— =P —-ET - qump - Qover - Qext (422)

dt
where ET is the evapotranspiration rate, P is the precipitation rate, Qext is the discharge to
secondary springs, Qpump is the discharge pumped from the spring conduit and Qover is the overflow
discharge at the spring pool. Note that discharges are expressed as height of water per day. The
actual evapotranspiration rate is assumed to be equal to the potential evapotranspiration rate. The
discharges Qext and Qover are defined as

Qext :max(kext(c - Cext); 0) (423&)
Qover :max(kspringca 0) (423b)
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where kext, kspring are specific discharge coefficients and Ceyt is the threshold for the activation of
the exterior losses. The spring discharge Qgpring is defined as the maximum of the overflow discharge
Qover and the return flow Qreturn, multiplied by the total area of the catchment A.

Qspring =A maX(Qover» Qreturn) (424)

The water level WL within the spring conduit is defined as
WL =20+ C/w (4.25)

where w is an effective porosity coefficient and zj is the pool overflow level (65m ASL). The model
equations are solved numerically using an explicit Fuler scheme.

Calibration performance and predictive capability. The calibration of the 1-reservoir model
over the 1997-2005 spring water level data yields a Nash efficiency similar to that of the proposed
model (0.79). By contrast, the calibration over the spring discharge data yields a Nash efficiency of
0.80 which is significantly less than the calibration performance of the proposed model (0.84). The
pareto front for the two-objective calibration of the 1-reservoir model is plotted in Figure 4.9. It has
similar shape to the Pareto front of the proposed model but the maximum performance indicator
for the water level simulation is lower than that of the proposed model. The simulated time series
for the parameter set resulting from the calibration against both discharge and water level data are
shown in Figure 4.23 (Ng = 0.80, Ny, = 0.79). Compared to the proposed 3-reservoirs model, the
1-reservoir model has difficulties in adequately simulating piezometric rises (see e.g. winter 1999
and winter 2003 simulations), leading to missed flood events.

Figure 4.24 shows the dotty plots resulting from the 1-reservoir model realisations, with the
agregated performance indicator E on the y-axis and the parameter values on the z-axis. The
identifiability of all model parameters is good.

The predictive capability is assessed by a standard split-sample test (see test results in Figure
4.26). Calibration against the P and Py periods yields increased performances during the validation
period as compared to the calibration period. However when the calibration is performed against
the P53 data set the performance indicator over the validation period is greatly impaired.

4.6.3 Conclusion.

It may be concluded from Section 4.6 that the proposed model structure yields improved water
level simulation and predictive capability as compared to alternative model structures of equivalent
complexity.
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Figure 4.23: 1l-reservoir model. Simulation results for the parameter set resulting from a calibration
against discharge and water level data: top) daily rainfall, middle) observed and simulated water levels,
bottom) observed and simulated river discharge. See discussion in Sections 4.4.1 (proposed 3-reservoirs
model) and 4.6.2 (1-reservoir model).

Symbol Meaning Q-set P-set PQ-set
Coxt threshold level for the secondary springs 63 mm 41 mm 79 mm
Kext specific discharge coeff. for the secondary springs 9.9107'/d 2.01073/d 1.6107!/d
kover specific discharge coeff. for the spring overflow 2.91072/d 4.21072/d 3.01072/d
w effective porosity - 9.31073 9.11073

Table 4.7: 1-reservoir model. Parameter set obtained by calibration to discharge data alone (Q-set), water
level data alone (P-set), and joint discharge and water level data (PQ-set).
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Figure 4.24: 1-reservoir model. Dotty plot resulting from model realisations, with the F measure on the
y-axis and the parameter values on the x-axis. Calibration against joint discharge and water level data.
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Figure 4.27: Proposed model. Calibration against discharge data alone. Dotty plot of Ng, N, g, VEq
and MBE( performance indicators resulting from Monte Carlo simulations.
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4.7 Complementary discussion

4.7.1 Influence of the nature of the objective function on the calibration result

The nature of performance indicator used for the calibration procedure is likely to have an
influence on the calibration result (calibrated parameter set and characteristics of the simulated
spring water level and spring discharge time series). Several authors advocate a multi-objective
calibration approach so as to force the model into reproducing different aspects of the system
response [Madsen, 2000; Yapo et al., 1998]. This section aims at evaluating the influence of the
performance indicator on the calibration results for the proposed model.

Performance indicator for the spring overflow discharge. An important aspect of the
system response is the correct simulation of the succession between overflow and drying up periods.
Calibration against objective functions that emphasize low flow periods are likely to yield a better
simulation of that succession. In order to assess the influence of the objective function on that
particular characteristics of the calibrated hydrographs, the calibration is carried out using the
following objective functions

1. the Nash-Sutcliffe efficiency Ng,

2. the Nash-Sutcliffe efficiency calculated against the square root of the discharge variable N g,
3. the Volumetric Efficiency VEq,

4. the Modified Mass Balance error MBE(.

The definition of the different objective functions is given in Table 4.3. The Nash-Sutcliffe efficiency
and the Volumetric Efficiency are distance-based functions whereas the Modified Balance Error is
a weak-form based function |Guinot et al., 2011]. Compared to the Nash-Sutcliffe efficiency, the
NSE JO and the VEqg emphasize low flow periods.

The complementarity of the different objective functions is investigated as follows. Monte-
Carlo simulations of the proposed model are performed and the different performance indicators
are calculated for each model run. Then each performance indicator is plotted against the others
(see Figure 4.27). It is seen that the maximal performance in terms of NSEq, NSE 4 and VEq
(all distance-based functions) is obtained for the same parameter sets. This means that multi-
objective calibration based on these performance indicators would neither improve the simulation
of the system response nor reduce the model parametric uncertainty, as compared to a calibration
against the Nash efficiency only. Similarly, the maximal distance-based performance indicators are
associated with the highest values of the MBE(,.

Performance indicator for the water level within the conduit. In water resources man-
agement, the most important aspect of the system response consists in low water level simulation.
This section aims to test whether excluding high water periods from the calibration data improves
the simulation of low water level periods. The model is calibrated against water level data based
on the Nash efficiency and high water periods are excluded from the Nash calculation. The high
water periods are defined as the days when the observed spring water level is higher than a given
threshold level. This threshold level is successively taken equal to 64, 60 and 55m ASL (arbitrary
values). Figure 4.28 shows the simulated water level time series for the parameter sets resulting
from the calibration. It is seen that the removal of high water periods from the calibration proce-
dure does not improve the simulation of the low water level periods. Furthermore, the simulation
of the alternation between the spring overflow and the non-overflow periods is impaired.
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Conclusion. The parsimonious, 5-parameters structure of the proposed model is strongly con-
strained by the calibration data. The use of alternative performance indicators for the calibration
procedures could not yield modified or more satisfying simulations of the system response.

4.7.2 Water level simulation results for the 1997-2010 period

Spring water level measurements are available for the 1997/2010 period. Figure 4.29 presents
the simulation results for a calibration against spring water level data over the 1997,/2010 period, for
the proposed 3-reservoirs model and the 1-reservoir model. It is seen that compared to the single-
reservoir model, the proposed model tends to better reproduce the succession between the spring
overflow and non-overflow periods. However, large errors are found for the water level simulation
during summer 2000, 2005 and 2006. Note that no systematic trend can be derived from Figure
4.29 for the modelling error during low flow period. Indeed, the simulated water level may be either
higher (summer 2000) or lower (summer 2005, 2006) that the observed water level. The fact that
the sign of the error (over-estimation or under-estimation of the system response) is the same for
both models suggests that the meteorological input used for the simulation may be affected by
local, non-systematic errors.

4.7.3 Conclusion

In this chapter we proposed a global reservoir model for the simulation of the rainfall - dis-
charge - water level modelling of karst springs under active groundwater management. The main
particularity of the proposed model is that it accounts for flow exchange between the spring conduit
and the matrix compartment. The proposed model yields satisfying performances as regards the
simulation of the water level and of the discharge time series for both the calibration and validation
tests. Not allowing for flow exchange between the conduit and the matrix compartments greatly
impairs the ability of the proposed model to reproduce the spring water level and discharge time
series.

Compared to the existing four-reservoirs and 10-parameters model, the proposed three reser-
voirs, b parameters model yields improved simulations of both the spring water level and the spring
discharge time series, and also enhanced predictive capability. Compared to a single-reservoir and
4-parameters model, the proposed model yields improved simulations of the spring water level and
enhanced predictive capability. However, the relatively good performance of the single-reservoir
model clearly demonstrates that the fact that a given model adequately fits the calibration data
should not be considered as a proof that the corresponding flow conceptualisation is valid.

These results tends to indicate that the conceptualisation of the flow transfer proposed herein is
well adapted to the system under consideration (Lez system). Further assessement of the proposed
model structure on different test sites is needed.
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Figure 4.28: Proposed model. Calibration against water level data based on the Nash-Sutcliffe efficiency
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Figure 4.29: Simulation results for the parameter set resulting from a calibration against spring water
level data: observed and simulated spring water level for the proposed model and for the 1-reservoir model.

1997/2010 data.

Ng Nwr FE
proposed model 0.86 0.81 0.83
existing model 0.83 0.73 0.66
modified proposed model 0.84 0.76  0.76
1-reservoir model 0.80 0.79 0.80

Table 4.8: Summary of the calibration performances for the various models. Performance indicator for a
calibration to discharge data alone (Ng), water level data alone (Np), and joint discharge and water level

data (E).
Calibration on Py Calibration on Po Calibration on P3
Ecatibration  Fvalidation | Fealibration  Pvalidation | Fealibration  Evalidation
proposed model 0.84 0.81 0.89 0.68 0.83 0.80
existing model 0.78 0 0.65 0 0.85 0
modified proposed model 0.70 0.71 0.83 0.73 0.85 0.65
1-reservoir model 0.74 0.78 0.79 0.83 0.88 0.46

Table 4.9: Summary of the split-sample test results for the various models. Performance indicator for a
calibration to discharge data alone (Ng), water level data alone (Np), and joint discharge and water level

data (F).
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Part 2. Analysis of a distributed, hybrid
flow model






Introduction to Part 2

This part is devoted to the analysis of the sensitivity properties for hybrid flow modelling
approaches. Hybrid flow models are distributed models in which the karst drainage network is
represented by one-dimensional discrete elements which are coupled to a three-dimensional matrix
system representative of the fractured blocks. The main issues addressed are:

(i) do flow parameters, model geometry and boundary conditions influence model response in the
same way 7

(ii) do confined and unconfined aquifers behave in the same way with respect to the sensitivity
propagation 7

(iii) what is the impact of discrete karst conduit modelling on the sensitivity propagation ?

(iv) when a distributed model is shown to provide wrong simulation results, where should addi-
tional measurements be carried out in priority ?

(v) can general rules be defined for the optimal location of measurement points ?

These questions are addressed using both analytical and empirical sensitivity approaches.

In Chapters 5 and 6, an hybrid flow model is developed for the large karst hydrosystem located
between the Hérault and Vidourle rivers, that includes the Lez karst hydrosystem (Hérault, France).
In what follows, that large hydrosystem will be referred to as the “Lez karst hydrosystem”. Chapter
5 presents the hydrogeologic and hydrodynamic settings of the study area. Chapter 6 describes the
hybrid flow model setup and the simulation results.

The sensitivity properties are addressed in Chapter 7. As a preliminary step, Section 7.1
investigates the sensitivity propagation within the matrix system. More precisely, it analyses the
sensitivity properties of the two-dimensional, steady-state groundwater flow equation to the flow
parameters and to the boundary conditions based on an analytical perturbation approach. Section
7.2 investigates the influence of the discrete conduit network on the sensitivity propagation based
on an empirical analysis of the Lez hydrosystem hybrid flow model.






CHAPTER 5

Study area

The Lez aquifer system has been presented briefly in chapter 4. The present chapter discusses

its hydrodynamic functioning, in view of the hybrid flow modelling.
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