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Résumé : Cette thèse est consacrée à l’étude de deux aspects de la physique mésoscopique que 
sont le bruit quantique haute fréquence et l'effet de proximité supraconducteur en se focalisant 
toutefois sur un système modèle: le nanotube de carbone. 

Ainsi la première partie de cette thèse est dédiée à la mesure de bruit quantique haute fréquence. Afin 
de mesurer ces fluctuations nous avons développé un système de détection "on-chip" original dans 
lequel la source de bruit et le détecteur, une jonction Supraconducteur/Isolant/Supraconducteur, sont 
couplés par un circuit résonant. Cela nous a permis dans un premier temps de mesurer le bruit à
l'équilibre du résonateur.  Son bruit comporte une forte asymétrie entre émission et absorption reliée 
aux fluctuations de point zéro. Une seconde étape a été de mesurer le bruit hors équilibre d’émission 
du passage tunnel de quasi-particules dans une jonction Josephson. Ce bruit comporte une forte 
dépendance en fréquence en accord avec les prédictions théoriques et nous a permis de valider le 
principe de détection. Finalement, nous avons pu mesurer le bruit associé au régime Kondo hors 
équilibre d'une boîte quantique à nanotube de carbone (énergie caractéristique kBTK avec TK la 
température Kondo). Ce bruit d’émission à kBTK~h possède une forte singularité à la tension  V=h/e  
( étant la fréquence de mesure). Cette singularité est reliée aux résonances Kondo dans la densité
d’états de la boîte associés aux niveaux de Fermi de chaque réservoir.  A plus haute fréquence
h~3kBTK, la singularité disparaît, ce qui est compris par des effets de décohérence induits par la 
tension.

Dans la seconde partie, nous avons développé une technique permettant de mesurer à la fois la 
relation courant/phase et la caractéristique courant/tension d'un lien faible séparant deux 
supraconducteurs. Nous avons ainsi caractérisé une jonction à base de nanotube de carbone au 
travers de laquelle une relation courant-phase modulable par une tension de grille a été observée. 
Cette relation courant/phase exhibe une forte anharmonicité lorsque le supercourant présente une 
relativement grande amplitude. 

Mots clefs: physique mésoscopique, bruit quantique, effet Kondo, supraconductivité de proximité,
nanotube de carbone, boîte quantique.

Abstract : This thesis discusses two experiments of mesoscopic physics regarding the high frequency 
quantum noise and the superconducting proximity effect. We nevertheless focused on a single model 
system: the carbon nanotube. 

The first experiment aims to measure the high frequency quantum noise of the tube. In order to 
measure those fluctuations we have designed an original on-chip detection scheme in which the noise 
source and the detector, a Superconductor/Insulator/Superconductor junction, were coupled through a 
resonant circuit. This first allowed us to measure the equilibrium noise of the resonator. It exhibits a 
strong asymmetry between emission and absorption related to zero point fluctuations. We have then 
measured the out-of-equilibrium emission noise of quasiparticles tunneling of a Josephson junction. It 
exhibits a strong frequency dependence in agreement with theoretical predictions and allowed us to 
validate the detection scheme. Finally, the out-of-equilibrium emission noise associated to the Kondo 
effect (characteristic energy kBTK with TK the Kondo temperature) in a carbon nanotube quantum dot 
was measured. We find a strong singularity at voltage V=h/e ( is the measurement frequency) for 
frequency ~kBTK/h. This singularity is related to resonances in the density of states of the dot pinned 
at the Fermi energy of the leads. At higher frequency h~3kBTK the singularity vanishes and 
understood in terms of decoherence effects induced by the bias voltage. 

In the second experiment, we have developed a technique allowing to measure in the same 
experiment the current-phase relation and the current-voltage characteristic of a weak link separating 
two superconductors. We have characterized a carbon nanotube based junction through which a gate 
tunable current-phase relation was observed. Jointly to a high critical current amplitude, an 
anharmonic current-phase relation was measured.

Keywords: mesoscopic physics, quantum noise, Kondo effect, superconducting proximity effect,
carbon nanotube, quantum dot.
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Chapteri
Résumé de la thèse

i.1 Introduction

Les progrès important de l'électronique moderne permettent à ce jour de fabriquer et ma-
nipuler des dispositifs dont les dimensions pertinentes sont de l'ordre de la dizaine de
nanomètres. On parle alors de nano-électronique. Cette miniaturisation progressive alliée
à la possibilité de refroidir ces échantillons à des températures de l'ordre du mK permet
de sonder des régimes dans lesquels la mécanique classique n'est plus valable et où la mé-
canique quantique prend le relais. C'est le coeur de la physique mésoscopique qui tend à
rendre compte des propriétés électroniques à des échelles intermédiaires entre l'atome et
le monde macroscopique. Ces systèmes sont su�samment petits pour être quantiquement
cohérents, c'est à dire que leur taille est inférieure à la longueur sur laquelle les fonctions
d'onde électroniques conservent une phase bien dé�nie. De ce fait leurs propriétés sont
profondément a�ectées par les interférences quantiques au sein du matériau. La nanoélec-
tronique quantique se propose de fonder une nouvelle électronique basée sur les phénomènes
quantiques de la matière et plus particulièrement sur la nature quantique des électrons. Il
devient alors possible d'utiliser les niveaux d'énergies quantiques pour coder l'information
et optimiser son traitement [1].

Un des systèmes les plus étudié dans ce domaine est la boîte quantique [2] arti�ciel
consistant en une région de l'espace où un nombre bien dé�ni d'électrons est con�né. Le
spectre d'énergie découlant de ce con�nement est, à l'image des atomes, discret. Ces sys-
tèmes peuvent être considérés comme des atomes arti�ciels. Un des grands avantages que
l'on a à fabriquer ces atomes arti�ciels est la possibilité de les connecter à des réservoirs
d'électrons. Dans ce cas selon le régime atteint de couplage avec la boîte on observe des
phénomènes multiples et variés. Parmi ceux-ci, l'e�et Kondo dans les boîtes quantiques [3]
est un sujet central de ce manuscrit. Nous voulons en étudier deux aspects complémentaires
que sont sa dynamique haute fréquence [4] et sa compétition avec la supraconductivité de
proximité [5]. Cette thèse s'articule donc autour de deux axes de recherches, distincts, com-
plémentaires et appliqué à un seul et même objet: la boîte quantique à base de nanotubes
de carbone.
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i.2 Bruit quantique haute fréquence de systèmes méso-

scopiques

La première partie de ce manuscrit est dédiée à l'étude des �uctuations de courant, ou
bruit, dans un régime dit �quantique� ou �haute fréquence�.

En e�et, bien que le bruit électrique ait été étudié de manière extensive à basse fréquence
dans de nombreux systèmes [6] de tailles variées et présentant ou non de la cohérence
quantique, son étude haute fréquence est relativement nouvelle.

Dans ce régime particulier où l'énergie thermique à laquelle est menée l'expérience
est bien plus faible que l'énergie correspondant à la fréquence de mesure, les �uctuations
de courant acquièrent une forte dépendance en fréquence. Le bruit comporte alors des
signatures des échelles d'énergie pertinentes dans le système telles que la tension (énergie
eV ) ou la température (énergie kBT ).

Plus encore, ce bruit quantique peut être décrit en terme d'échanges de photons d'énergie
hν entre la source et le détecteur de bruit. Selon que les photons soient émis ou absorbés
par la source on mesure le bruit en émission (correspondant aux fréquences négatives) ou
le bruit en absorption (correspondant aux fréquences positives) [7] (voir �gure i.1). Cette
di�érence entre procédés d'émission et absorption est bien connue dans le domaine de
l'optique quantique mais est di�cile à observer dans des systèmes électroniques puisque la
plupart des ampli�cateurs utilisés dans la mesure du bruit échangent de l'énergie avec le
système mesuré. Il s'ensuit que le résultat des mesures est une combinaison non triviale
des bruits en émission et en absorption [8].

SOURCE DETECTOR

Emission

S(<0)

Absorption

S(>0)

Figure i.1: Schématisation du procédé d'échange de photons entre la source de bruit et le
détecteur. Pour mesurer le bruit en émission, le détecteur doit être passif alors que pour
mesurer le bruit en absorption, il doit être actif.

D'un autre côté un détecteur quantique [7, 9], tel que la jonction Supraconducteur/
Isolant/ Supraconducteur (SIS) permet de mesurer indépendamment le spectre de bruit
en émission et en absorption. Cependant, due à la di�culté d'extraire la contribution du
bruit à l'équilibre, ce type de mesure n'a été mené que dans le cadre de mesures de bruit en
excès. Le bruit en excès correspondant à la di�érence entre le bruit à une tension donnée
et le bruit à l'équilibre.

Pour comprendre cela, il peut être intéressant d'introduire en quelques mots le principe
de détection ainsi que le spectre de bruit à fréquence �nie d'un système à l'équilibre.
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i.2.1 Asymétrie du bruit quantique

La di�érence entre le bruit en émission et le bruit en absorption intervient dès lors que l'on
considère une description quantique du circuit électrique auquel on s'intéresse [10]. Une
forte conséquence est alors que le spectre de bruit de tout élément dissipatif est fortement
asymétrique vis-à-vis des processus d'émission (ν < 0) et d'absorption (ν > 0) à l'équilibre
thermique. C'est le théorème de �uctuation-dissipation [7]:

SV (ν) =
2Re [Z(ν)]hν

[1− e−βhν ]
. (i.1)

avec β = 1/kBT . Cette formule décrit la transition entre le bruit thermique à basse
fréquence et le régime quantique relié aux �uctuations de point zéro du champ électromag-
nétique à fréquence �nie. Nous avons représenté en �gure i.2 la dépendence en fréquence
attendue du spectre de bruit en tension d'une résistance R pour di�érentes températures.
Ces courbes montrent clairement la forte asymétrie entre émission et absorption. A basse
température le système ne présente pas de bruit en émission bien qu'il présente toujours
du bruit en absorption. En augmentant la température, du bruit en émission apparaît et
le bruit en absorption augmente.
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Figure i.2: Dépendence en fréquence attendue du bruit en tension à l'équilibre d'une ré-
sistance R = 300Ω à trois températures (formule i.1) . A température nulle T = 0, il n'y
a pas de bruit en émission alors que le bruit en absorption augmente linéairement avec la
fréquence. Ce bruit à température nulle est une signature directe des �uctuations de point
zéro.

Nous avons conçu au cours de cette thèse une expérience originale permettant la mesure
de bruit en émission et en absorption d'un circuit résonant à l'équilibre thermique basée
sur l'utilisation d'un détecteur de bruit embarqué: la jonction SIS.
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i.2.2 Principe de détection avec une jonction SIS

Le principe de détection de bruit haute fréquence avec une jonction SIS est basée sur la
modi�cation de la caractéristique courant/tension dc induite par le bruit en tension haute
fréquence SV (ν) présent à ses bornes. Le traitement quantitatif du principe de détection
peut être dérivée dans le cadre de la théorie P (E) [11] (cf. chapitre 4). Dans cette
théorie l'environnement bruyant de la jonction SIS présente une certaine probabilité P (E)
d'échanger l'énergie E avec la jonction. Cette probabilité est directement reliée au spectre
de bruit en tension SV (ν) de l'environnement. On dit alors que le courant dc généré par la
présence de bruit aux bornes de la jonction est un courant photo-assisté IPAT . Ce courant
prend la forme, lorsque la jonction est polarisée à la tension VD:

IPAT (VD) =

∫ ∞
0

dν
( e

hν

)2

SV (−ν)IQP,0(VD +
hν

e
)︸ ︷︷ ︸

Emission

+

∫ eVD/h

0

dν
( e

hν

)2

SV (ν)IQP,0(VD −
hν

e
)︸ ︷︷ ︸

Absorption

−
∫ +∞

−∞
dν
( e

hν

)2

SV (ν)IQP,0(VD)︸ ︷︷ ︸
Renormalization

. (i.2)

où IQP,0(VD) est la caractéristique courant/tension de la jonction SIS détectrice sans
environnement. Le premier terme de l'équation i.2 est relié au bruit en émission, le second
au bruit en absorption et le troisième à la renormalisation du courant élastique.

La �gure i.3 montre une caractéristique courant/tension typique de la jonction SIS
avec (courbe verte) et sans environnement bruyant (courbe noire = IQP,0(VD)). Selon que
l'on est polarisé en dessous ou en dessus du gap supraconducteur, di�érents scénarios sont
possibles.

Région sensible au bruit en émission: |VD| < 2∆/e Cette situation correspond
à une polarisation sous la gap. Dans ce cas, le courant élastique de quasi-particules au
travers la jonction tunnel est bloqué. En revanche sous irradiation, du fait du bruit émis
par l'environnement, les quasi-particules peuvent absorber des photons d'énergie hν =
(2∆− e|VD|) leur permettant de passer par e�et tunnel au travers la jonction. On a alors
un courant photo-assisté dont l'amplitude et la position sont respectivement reliées à la
puissance de bruit en émission de l'environnement et à la fréquence ν (formule i.3).

Région sensible au bruit en absorption: |VD| > 2∆/e La jonction est désormais
polarisée au delà du gap. Dans ce cas un courant �ni, essentiellement dû à la traversée
par e�et tunnel élastique de quasi-particules, s'écoule au travers de la jonction. Il est
pourtant possible pour une quasi-particules de traverser la jonction de manière inélastique
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en émettant un photon d'énergie hν = e|VD| − 2∆. Cela est possible si et seulement si
l'environnement du détecteur est capable de l'absorber (cf. insert de droite dans la �gure
i.3). On sonde alors la capacité de l'environnement à absorber des photons, c'est à dire
son spectre de bruit en absorption. Si tel est le cas, la caractéristique courant/tension
exhibe une marche négative dont l'amplitude et la position sont respectivement reliées à
la puissance de bruit en absorption de l'environnement et à la fréquence ν.
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Figure i.3: Courbe noire: caractéristique courant/tension I(V) d'une jonction SIS typique.
Courbe verte: courbe I(V) calculée du détecteur sous irradiation donnant lieu au courant
photo-assisté IPAT . En dessous du gap, le détecteur est sensible au bruit en émission; au
delà du gap au bruit en absorption. L'amplitude du courant photo-assisté est exagérée
pour des raisons de clarté. La �gure montre également des représentations de type semi-
conducteur de la jonction SIS polarisée en dessous et en dessus du gap. En dessous du
gap, un photon émis par l'environnement permet le passage tunnel d'un électron au travers
de la jonction (courant photo-assisté positif). En dessus du gap un photon absorbé par
l'environnement réduit le taux de passage tunnel des quasi-particules (courant photo-assisté
négatif).

Dans cette thèse nous avons couplé de manière résonante deux sources di�érentes de
bruit au détecteur SIS. Cela nous a permis de mesurer le bruit quantique à l'équilibre du
circuit de couplage résonant ainsi que le bruit hors-équilibre de deux sources di�érentes:
une jonction Josephson et une boite quantique, constituée par un nanotube de carbone,
dans le régime Kondo.

i.2.3 Circuit de couplage

Le circuit de couplage est composé de deux lignes de transmissions coplanaires en alu-
minium toutes deux connectées à un plan de masse soit via la jonction SIS soit via la
source de bruit (cf. Fig. i.4). Chaque ligne est composée de deux sections de même
longueur mais de largeurs di�érentes a�n d'assurer une rupture d'impédance responsable
de la résonance. On a alors un résonateur quart d'onde avec comme première fréquence
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de résonance ν ∼ 30GHz et des facteurs de qualité inférieur à 10. Ces lignes sont placées
proches l'une de l'autre a�n d'assurer un bon couplage source/détecteur aux fréquences
de résonance et terminées par des résistances on-chip au travers desquelles sont polarisées
indépendamment la source et le détecteur.

Source

SIS 
detectorA

VD

A

VS

l

Superconductor

Impedance ZaZb

REnd

REnd

l

a

b

c

1µm

a

Figure i.4: Desin de l'échantillon avec a = 5µm, b = 100µm, c = 5µm and l = 1mm.
Les deux lignes de transmission sont terminées par deux résistances de platine on-chip. La
jonctions SIS est réalisée par évaporation sous angle et a une géométrie de SQUID pour
moduler le supercourant.

i.2.4 Mesure de bruit dans le régime quantique à l'équilibre d'un
résonateur

En négligeant la source sur laquelle aucune tension de polarisation n'est appliquée, nous
avons sondé le bruit à l'équilibre du résonateur. Pour ce faire nous avons étudié la forme
particulière de la caractéristique courant/tension du détecteur ou plutôt de sa dérivée
dI/dV (cf.i.5a) en fonction de la température. A basse température, en plus de la car-
actéristique attendue de la jonction, nous voyons des pics (dénoté par des �èches sur la
�gure i.5a) aux tensions eVD = 2∆ + hνn avec νn les fréquences de résonances du circuit
de couplage (ν1 = 28.4GHz et ν3 = 80.2GHz). Ces pics ne sont pas visibles en dessous
du gap. Ce n'est plus vrai à haute température où un pic à eVD = 2∆ − hν1 apparaît et
croit avec la température. Nous attribuons ces pics à la sensibilité de la jonction SIS aux
�uctuations de tension du circuit résonant.

De l'aire sous la courbe des pics à VD = (2∆−hν1)/e nous avons extrait la dépendance
en température du bruit en émission du résonateur à 28GHz. De l'aire sous les pics à
VD = (2∆ + hν1)/e et VD = (2∆ + hν3)/e c'est le bruit en absorption à 28 et 80 GHz
que nous extrayons. Les résultats sont montrés en Fig.i.5b et comparés aux prédictions
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théoriques prenant en compte les valeurs calibrées de Re[Z]. Un accord quantitatif a été
trouvé.

L'expérience que nous avons menée est la première à avoir détecté indépendamment la
puissance de bruit en émission et en absorption d'un circuit mésoscopique à l'équilibre.
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Figure i.5: (a) Conductance di�érentielle dI/dVD du détecteur à di�érentes températures.
Les courbes sont décalées verticalement par soucis de clarté. Les pics correspondant à la
détection du bruit en émission et en absorption sont montrés par des �èches. (b) Dépen-
dance en température du bruit en tension à ν1 = 28.84GHz et ν3 = 80GHz en émis-
sion et en absorption. Les lignes pleines correspondent aux prédictions théoriques avec
Re[Z(ν1)] = 714Ω et Re[Z(ν3)] = 604Ω. Seul le bruit en absorption, correspondant aux
�uctuations de point zéro, est détecté en dessous de 0.4 K.

i.2.5 Mesure de bruit en émission hors-équilibre d'une jonction
Josephson

Le circuit de couplage permet de coupler une source de bruit au détecteur via le circuit
résonant. Cela nous a permis de mesurer le bruit émis lors du passage de quasi-particules
au travers une jonction Josephson à deux fréquences.

Dans ce contexte, le bruit en courant SI(ν) généré par la source de bruit se couple
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au détecteur via le circuit de couplage caractérisé par sa transimpédance Zt(ν). Cette
transimpédance quanti�e le lien entre le bruit en tension SV (ν) apparaissant aux bornes
du détecteur et le bruit en courant généré par la source:

SV (ν) = |Zt(ν)|2SI(ν). (i.3)

Pour mesurer le bruit émis par la jonction source, on polarise le détecteur à une tension
�xe sous le gap eVD ≤ 2∆ (région sensible à l'émission), balaye la tension de la source au
niveau de la branche de quasi-particules et mesure simultanément le courant photo-assisté
créé au niveau du détecteur. La valeur de la tension appliquée au détecteur permet de
remonter à la dépendance en fréquence du bruit. De la mesure du courant photo-assisté
et de la calibration, on est capable de remonter au bruit de quasi-particules émis par la
jonction Josephson à ν1 = 28.4GHz et ν3 = 80GHz (cf. Fig.i.6b).
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Figure i.6: (a) Axe de gauche: courant photo-assisté au travers du détecteur en fonction
de la tension source VS. Quand le détecteur est polarisé en VD1 il est sensible à la fois au
bruit à ν1, ν2,ν3... Quand il est polarisé en VD2 il n'est plus sensible au bruit à ν1 et ν2 mais
uniquement à ν3 et ... Axe de droite: courant dc au travers de la source IS sur la même
échelle de tension source (b) Bruit en émission extrait à ν1 = 28.4GHz et à ν3 = 80.2GHz.
Pour comparaison, le bruit attendu est tracé en tirets. Le bruit attendu à fréquence nulle
est tracé en bleu.
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Les résultats s'accordent parfaitement avec la théorie prédisant que pour qu'une jonc-
tion Josephson émette du bruit de quasi-particules à la fréquence ν il est nécessaire de
la polariser à hν/e au delà du gap. Cela se comprend parfaitement au regard des transi-
tions inélastiques nécessaires pour émettre un tel photon. L'amplitude du bruit mesuré est
également en accord avec les prédictions théoriques.

i.2.6 Mesure de bruit en émission hors-équilibre d'une boîte quan-
tique à nanotube de carbone dans le régime Kondo.

En adaptant légèrement notre circuit de couplage nous avons été capable de remplacer
la jonction Josephson par une autre source de bruit: la boîte quantique à nanotube de
carbone (cf. Fig.i.7). La transparence des barrières obtenue était telle que nous avons pu
observer l'e�et Kondo et mesurer pour la première fois les �uctuations de courant haute
fréquence associées. Les fréquences sondés ν1 ≈ 30GHz et ν3 ≈ 80GHz sont du même
ordre de grandeur que l'échelle caractéristique de l'e�et Kondo donné par la température
Kondo TK . Nous avons donc sondé le bruit d'une impureté Kondo à l'échelle de temps
donnée par sa dynamique propre.
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Figure i.7: Dessin de l'échantillon: un nanotube de carbone (image en microscopie élec-
tronique du bas) est couplé à une jonction SIS (image en microscopie électronique du haut),
utilisée comme détecteur quantique de bruit, par un circuit résonant. Le nanotube de car-
bone est fabriqué par CVD, connecté avec des électrodes de Palladium et une grille latérale
contrôle son potentiel électrostatique.

Pour hν1 ≈ kBTK , le bruit en émission haute fréquence du nanotube dans le régime
Kondo montre une singularité quand la tension est de l'ordre de la fréquence à laquelle est
mesurée le bruit. A plus haute fréquence hν3 ≈ 3kBTK , elle n'est plus visible.

Nous attribuons cette singularité à l'existence de deux résonances Kondo associées aux
niveaux de Fermi des contacts (cf. Fig.i.8). Les transitions inélastiques entre chaque



x Résumé de la thèse

résonance donne lieu à un fort niveau de bruit aux fréquences correspondants à l'énergie
les séparant hν ≈ eVS.

Des calculs de type groupe de renormalisation e�ectués par C.P. Moca et al. [4] perme-
ttent de reproduire quantitativement nos données expérimentales compte tenu d'un taux
de décohérence additionnelle du spin dans la boîte. Cette décohérence de l'e�et Kondo
induite par la tension est un phénomène bien connue et a déjà été étudié expérimentale-
ment [12,13] et théoriquement [14�16]. La tension engendre une réduction de la résonance
Kondo due à des procédés inélastiques.
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Figure i.8: (a) Dérivée du bruit en courant (courbe rouge) et conductance di�érentielle
(courbe bleu) du nanotube de carbone en fonction de la tension VS à ses bornes au centre de
l'arête Kondo. Axe de gauche : dSI/dVS à 29.5GHz en fonction de la tension VS. La courbe
verte correspond aux courbes calculées avec le groupe de renormalisation et en tenant
compte d'une décohérence additionnelle. Axe de droite: Conductance di�érentielle dI/dV
du nanotube en unité de e2/h. (b) Même données à 78GHz. La courbe verte correspond
aux courbes calculées avec le groupe de renormalisation dSI/dVS en utilisant la même
dépendance en tension du taux de décohérence.(c) Représentation schématique d'une boîte
quantique dans le régime Kondo hors-équilibre et sa densité d'états associée à deux tensions
di�érentes. Quand la boîte quantique est polarisée en tension, la résonance Kondo se sépare
en deux résonances séparées de la tension appliquée. Il en découle une augmentation du
bruit en émission à la fréquence eVS = hν. L'amplitude des pics de résonances, et par
conséquent le bruit en émission à eVS = hν sont réduits par la décohérence introduite par
la tension �nie appliquée à la boîte.

Le schéma de détection utilisé permet de tracer une carte complète du bruit dans la
région de l'arête Kondo. Nous avons ainsi dé�ni la fonction F(V) permettant de comparer
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le bruit mesuré au bruit d'une jonction tunnel normal:

F (V ) =
dSI/dVS

e dI/dVS(VS − hν/e)
. (i.4)

Il s'agit du rapport entre la dérivée du bruit mesuré et la conductance di�érentielle
décalée de la tension correspondant à la fréquence de mesure. Pour un sytème linéaire
ou pour un système non linéaire avec une transmission qui ne dépend pas de l'énergie,
cette quantité est égale au facteur de Fano. Nous avons tracé cette fonction F (V ) pour
ν1 = 29.5GHz (Fig. i.9a) et ν3 = 78GHz (Fig. i.9b). Pour |eVS| < hν, où le bruit en
émission est nul, F (V ) est arbitrairement �xée à zéro. Quelque soit la fréquence le bruit
est sous-poissonien avec F (V ) proche de l'unité dans les régions faiblement conductrices
et une forte diminution de F (V ) aux abords des régions plus fortement conductrices. Ce
comportement est consistant qualitativement avec la réduction du facteur de Fano pour
des canaux de conduction bien transmis.
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Figure i.9: Facteur de Fano e�ectif F (V ) en fonction de la tension source VS et la tension
de grille VG à ν1 = 29.5GHz (a) et ν3 = 78GHz (b). F est arbitrairement �xé à zéro dans
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à la dépendance en tension de F à VG = 3.12V et VG = 3.21V. La �èche noire indique
F (V ) = 1.



xii Résumé de la thèse

i.2.7 Conclusion

Nous avons développé un schéma de détection original permettant de coupler de manière
résonante une source de bruit au détecteur choisi, la jonction SIS. Cela nous a permis
de mesurer, aux fréquences de résonance du circuit de couplage, le bruit à l'équilibre du
résonateur, le bruit hors équilibre d'une jonction Josephson et en�n le bruit associé au
régime Kondo hors équilibre. Ce nouveau schéma de couplage est applicable à tous types
de source de bruit haute impédance.

i.3 Mesures de relations courant/phase

La deuxième partie de ce manuscrit est dédiée à la mesure de relations courant/phase au
travers d'une jonction hybride supraconducteurs/nanotube de carbone.

Dès lors qu'un conducteur normal est connecté à un supraconducteur, il est in�u-
encé par les corrélations induites par le supraconducteur. C'est l'e�et de proximité [17].
Le mécanisme responsable de cet e�et est la ré�ection d'Andreev [18] à l'interface nor-
mal/supraconducteur. Dans ce procédé, un électron du métal normal est ré�échi en un
trou créant une paire de Cooper dans le supraconducteur. Grâce à ce phénomène un
transport non dissipatif de courant, un supercourant, peut avoir lieu entre deux supracon-
ducteurs séparés par un métal normal (lien faible) tant que la cohérence de phase dans la
partie normale est préservée. Le supercourant est alors porté, dans la partie normale, par
des états intriqués de paires électron/trou, les états liés d'Andreev, dépendants de la dif-
férence de phase entre les deux supraconducteurs. Une mesure de la relation courant/phase
(RCP) renseigne alors sur les propriétés de cohérence de la partie normale.

Dans la suite, la partie normale est constituée par un nanotube de carbone se compor-
tant comme une boîte quantique. Dans ce cas particulier, l'e�et de proximité est fortement
modi�é par les interactions électroniques. Par exemple, il a été démontré que dans le cadre
de contacts à transparence intermédiaire, le supercourant dépend du nombre d'électrons
dans la boîte [12]. Si le nombre d'électron est impair, la RCP est décalée de π et on a une
jonction ′π′. Toujours dans un mode de transmission intermédiaire, l'e�et Kondo peut aussi
entrer en jeu. Dans ce cas le singulet de spin entre les électrons des réservoirs et le spin
dans la boite d'énergie caractéristique kBTK entre en compétition avec le singulet de spin
des électrodes BCS d'énergie caractéristique ∆. Dans ce régime de compétition ∆ ≈ kBTK ,
des RCP très particulières sont attendues montrant en particulier des transitions entre les
états ′0′ et ′π′ de la boîte induites par la di�érence de phase entre les supraconducteurs.

Un des objectifs de cette thèse était de mesurer ces RCP particulières. Pour ce faire
nous avons mis au point une technique de mesure de RCP permettant de mesurer à la fois
la conductance de l'objet dans l'état supraconducteur et sa RCP associée. Cette technique
est basée sur une adaptation du SQUID asymétrique présenté dans la référence [19]. Nous
avons d'abord véri�é son principe de fonctionnement sur une petite jonction Josephson
puis nous l'avons appliqué au nanotube de carbone.
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i.3.1 Un SQUID asymétrique pour étudier les relations courant/
phase et courant/ tension d'un lien faible

Nous avons réalisé un SQUID dc fortement asymétrique comme schématisé sur la �gure
i.10. Les contacts A et C sont respectivement la source et le drain du SQUID. Un bras
contient le lien faible à caractériser (petite jonction Josephson, boîte quantique,...) alors
que l'autre possède deux grandes jonctions Josephson en série séparées par un contact
central B.

L'intérêt d'un tel SQUID est triple. Premièrement, l'asymétrie entre les branches du
SQUID permet de mesurer simplement la relation courant/phase (cf. [19]). Deuxièmement,
les trois contacts permettent de mesurer les résistances des jonctions et du lien faible
à température ambiante. Troisièmement, on peut utiliser le contact B pour mesurer la
conductance du lien faible dans l'état supraconducteur.
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Figure i.10: Schéma du SQUID asymétrique. Les phases ϕ1, ϕ2 and ϕSJ sont reliées au
�ux magnétique dans la boucle φ par la relation ϕSJ − (ϕ1 + ϕ2) = −2πφ/φ0 + 2nπ avec
φ0 = h/2e.

Principe de la mesure de la relation courant/phase

En notant ϕ1, ϕ2 les di�érences de phase entre les deux grandes jonctions et ϕSJ la di�érence
de phase aux bornes de la petite jonction, on a la relation ϕSJ−(ϕ1 +ϕ2) = −2πφ/φ0 +2nπ
avec φ0 = h/2e le quantum de �ux, φ le �ux magnétique appliqué et n un entier, permettant
de relier le �ux appliqué à la di�érence de phase aux bornes du lien faible.

Désormais, si I0 est le courant critique des grandes jonctions et ISJ,0 celui du lien
faible, dû à la forte asymétrie du SQUID I0 >> ISJ,0, le SQUID passera d'un état non
dissipatif à un état dissipatif (le SQUID switche) lorsque ϕ1

∼= ϕ2
∼= π/2 et donc ϕSJ ∼=
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−2πφ/φ0 + π + 2nπ. Il s'en suit que la mesure du courant critique du SQUID en fonction
du �ux magnétique appliqué obéit à la relation:

IC(2πφ/φ0) ∼= I0 + ISJ,0f(π − 2πφ/φ0), (i.5)

avec ISJ,0f(x) la relation courant/phase du lien faible. Le courant critique du SQUID est
donc modulé en fonction du champ magnétique appliqué avec une modulation entièrement
dû à la relation courant/phase du lien faible. En pratique, on ne mesure jamais le courant
critique, à cause de la température �nie de l'environnement, mais un courant de switching
plus faible. Cet élément important ne change en revanche pas le principe de l'expérience.

Principe de la mesure de la relation courant/tension

On utilise le contact C pour �xer VBC à une tension en dessous du gap supraconducteur
où le transport de quasi-particules est prohibé. Cette tension fait que la jonction 2 agit
comme un interrupteur ouvert. Il ne reste plus qu'à mesurer la relation courant tension de
la petite jonction en appliquant une tension entre A et C tout en mesurant le courant qui
sort en C (cf. Fig.i.10).

i.3.2 Test du schéma de mesure appliqué à une jonction Josephson

Nous avons testé ce principe de détection en l'appliquant en premier lieu à une petite
jonction Josephson pour laquelle la relation courant/phase est bien connue. Les résultats
de la mesure de la relation courant/phase et courant/tension sont montrés sur la �gure
i.11.

On conclut de ces mesures que notre technique est complètement adaptée à l'étude
de liens faibles de relativement haute impédance (Re[Z] ∈ [10 − 50]kΩ). Elle permet de
mesurer le caractère harmonique de la relation courant/phase testée et, de manière non
ambiguë, la conductance di�érentielle du lien faible dans l'état supraconducteur.

i.3.3 Relation courant/ phase d'une jonction hybride Supracon-
ducteur/ Nanotube de carbone

Nous considérons maintenant un nanotube de carbone en lieu et place de la petite jonction
Josephson utilisée lors de la mise au point de la technique. Une image de l'échantillon
en microscopie électronique est montrée sur la �gure i.12. Le nanotube est couplé ca-
pacitivement à une grille arrière en silicium dopé a�n de pouvoir moduler son potentiel
électrostatique.

L'expérience permet de tracer des cartes de relations courant/phase en fonction de la
tension de grille appliquée. On peut alors relier ces informations aux cartes de conductance
en fonction des tensions source/drain et de grille à la fois dans l'état normal et dans l'état
supraconducteur. Le nanotube est dans un régime de couplage fort avec les électrodes. La
conductance di�érentielle monte jusqu'à 4e2/h sans pour autant montrer des signes clairs
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Figure i.11: (a) Relation courant/phase expérimentale d'une petite jonction Josephson.
Les données reproduisent parfaitement l'évolution sinusoïdale attendue. (b) Conductance
di�érentielle dISJ/dVSJ et caractéristique courant/tension ISJ(VSJ) d'une petite jonction
Josephson extraites de l'expérience. Ces courbes sont obtenues en �xant VBC à une tension
en dessous du gap supraconducteur où le transport de quasi-particules est prohibé, et avec
un champ magnétique B = 8.5 Gauss pour éliminer le supercourant dans les grandes
jonctions. On trouve ∆PdAl + ∆Al = 400µeV et la résistance normale RN,SJ = 27kΩ.

Josephson junctionsCarbon nanotube

Figure i.12: Image en microscopie électronique du SQUID asymétrique utilisé dans
l'expérience. Les jonctions et les contacts du nanotube sont composés de la séquence
de matériaux PdAl/Al203/Al. Les contacts du nanotube sont séparés de ≈ 450nm.
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du régime Fabry-Pérot. Comme attendue, les régions présentant une forte conductance
montre des supercourants élevés. Des supercourants supérieurs à 10 nA ont ainsi été
mesurés au travers du nanotube. Lorsque le supercourant est grand, la relation courant-
phase est fortement anharmonique (cf.Fig.i.13a). Au contraire, quand le supercourant est
faible, la relation redevient harmonique (cf.Fig.i.13b). Cela est consistant avec une analyse
considérant un canal de conduction bien transmis. Une étude plus précise prenant en
compte l'asymétrie des barrières ainsi que la dépendance en température de l'anharmonicité
de la relation courant-phase est en cours.

-10

-5

0

5

10

0 23/2

 

 

I S
,T

ub
e(n

A
)

Tube

 Exp. @ VBG=0.0V

 IS,Tube=9.sin(Tube)

 Fit with 1=2=0.82
 Rescaled fit (x0.8)

/2

T=21mK -2

-1

0

1

2

Tube

 Exp. @ VBG=-1.7V

 IS,Tube=1.85 sin(Tube)

I S,
Tu

be
(n

A
)

0 /2  3/2 2

Figure i.13: (a) Relation courant/phase de la boîte quantique à nanotube de carbone
dans une région de forte conductance (courbe noire). L'amplitude du supercourant est
de 9.0nA et la RCP est anharmonique comme le suggère la comparaison avec la courbe
bleue représentant une sinusoïde de même phase et même amplitude. La courbe verte
correspond à un �t utilisant le formalisme des points contacts atomiques [20] à température
nulle. Cela n'est pas su�sant pour reproduire les données. Nous avons donc renormalisé
ce �t (courbe rouge) par le facteur 0.8 pouvant être expliqué par les incertitudes sur le
gap supraconducteur des contacts, la conductance du tube dans l'état normal mais aussi
par un e�et de température �nie. (b) Relation courant/phase dans une région de faible
conductance (courbe noire). L'amplitude du supercourant est de 1.85nA et la RCP est
harmonique comme suggéré par le �t sinusoïdal (courbe bleue).

i.3.4 Conclusion

Nous avons développé une extension de la technique introduite par le groupe Quantronique
[19] permettant de mesurer à la fois la relation courant/phase et la relation courant/tension
d'un lien faible. Nous l'avons testée sur une petite jonction Josephson et appliqué à une
boîte quantique en nanotube de carbone. Le nanotube était dans un régime de couplage
fort avec les électrodes permettant d'obtenir un supercourant maximum de 12 nA. La taille
du supercourant est complètement reliée à l'importance de la conductance. Plus intéres-
sant encore, quand le supercourant est fort la relation courant/phase est fortement anhar-
monique. Lorsqu'il est faible, la relation redevient harmonique. Le traitement théorique
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de ces données est toujours en cours.

i.4 Conclusion

Cette thèse a étudié deux aspects de la physique mésoscopique que sont le bruit quan-
tique haute fréquence et l'e�et de proximité supraconducteur en se focalisant toutefois
sur un système modèle: la boîte quantique à nanotube de carbone.

Ainsi la première partie de cette thèse était dédiée à la mesure de bruit quantique
haute fréquence. A�n de mesurer ces �uctuations nous avons imaginé un système de
détection "on-chip" original dans lequel la source de bruit et le détecteur, une jonction
SIS, sont couplés de manière résonante. Cela nous a permis de mesurer le bruit à l'équilibre
du résonateur, le bruit hors équilibre d'une jonction Josephson et en�n le bruit associé
au régime Kondo hors équilibre d'une boîte quantique à nanotube de carbone.

Dans la seconde partie, nous avons développé une technique permettant de mesurer
à la fois la relation courant/phase et la relation courant/tension d'un lien faible séparant
deux supraconducteurs. Après l'avoir testé sur une petite jonction Josephson, nous avons
caractérisé la boîte quantique en nanotube de carbone au travers de laquelle un super-
courant maximum de 12 nA a été observé. Conjointement à ce fort supercourant la
relation courant/phase exhibe une forte anharmonicité.
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Chapter2
Introduction

The recent progress of modern electronics allows to build and manipulate devices at the
nanoscale. This progressive miniaturization together with the possibility to cool down such
devices at temperature of the order of mK's allows us to probe regimes in which classical
mechanics is not valid anymore and quantum mechanics must be applied. This de�nes a
sub-disciplin of condensed matter physics: �the mesoscopic physics�. It describes electronic
properties at intermediate length scales between the atom and the macroscopic world.
Mesoscopic physics study a large range of systems: insulators, semiconductors, metals,
and superconductors. The systems studied are typically in the range of 100 nanometers to
1µm. Thus mesoscopic physics has a close connection to the �elds of nanofabrication and
nanotechnology. Devices used in nanotechnology are examples of mesoscopic systems. The
systems under interest are su�ciently small to be quantum mechanically coherent. This
means their size is smaller than the length over which the electronic wave-functions keep
a well de�ned phase, the phase coherence length Lϕ. The properties of such systems are
then strongly modi�ed by quantum interferences.

Quantum nanoelectronics aims to use quantum phenomena for electronics [1]. One of
the most studied system in this area is the arti�cial quantum dot. It consists in a designed
region of space where a de�ned number of electrons is con�ned. The electronic spectrum
is then discrete exactly like atoms. The �rst arti�cial quantum dots have been realized by
electrostatic con�nement in a two dimensional electron gas [2] and are nowadays routinely
achieved. Opposingly, molecular electronics is much younger but has received quite a lot
of interest these last years. It is now possible to access individual molecules such as C60
molecules [21], Co nanoparticles [22], DNA [23], carbon nanotubes [24]...

One of the main advantage of fabricating such arti�cial atoms is the possibility to
connect them to charge reservoirs to make transport experiments . Depending on the
coupling strength between the dot and the reservoirs or the nature of the contacts, di�erent
physical phenomena arise such as the Coulomb blockade [25], the Kondo e�ect [26, 27] or
the superconducting proximity e�ect [28�31].

In this thesis we have used carbon nanotubes (CNTs) to fabricate quantum dots. In
the following, we then �rst present them and explicit how does transport through CNT
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quantum dot behave depending on the transparency of the contacts.
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2.1 Single wall carbon nanotubes

Since their discovery in 1991 by Sumio Iijima [32], carbon nanotubes have attracted a lot of
interest. The atomic structure of CNTs is that of a sheet of graphene rolled into a cylinder.

Figure 2.1: The atomic structure of CNTs is that of a sheet of graphene rolled into a
cylinder.

From the mechanical point of view, this confers carbon nanotubes a high mechanical
sti�ness and a good �exibility at the same time. Despite their lightweight, they are one of
the strongest materials known, with a Young modulus in the range of TPa [33]. Carbon
nanotubes often grow in bundles, ropes or they appear nested within each other. They are
consequently named multi-wall carbon nanotubes (MWCNTs). In the following, we will
limit ourselves to the description of single-wall carbon nanotubes (SWCNTs).

Beyond those awesome mechanical properties, carbon nanotubes also have exceptional
electrical properties. It is interesting to note that in theory metallic nanotubes can carry
an electric current density of 4.109A/cm2 which is more than 103 times greater than metals
such as copper [34,35]. Potential applications are studied in microelectronics to replace, as
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an example, vias in the back-end-of-line1 of integrated circuits [36]. For more applications
see for example [37].

Carbon nanotubes are among the most versatile model systems for electrical transport
experiments in mesoscopic physics [38]. The precise roll-up direction and diameter deter-
mine whether it is metallic or semiconducting. In addition, metallic nanotubes are often
considered as ideal one-dimensional conductors for the study of Luttinger liquid behav-
ior [39].

In the following we �rst describe cristallographic and intrinsic electronic properties of
SWCNTs. Afterwise, we show that a carbon nanotube connected to metallic leads may
operate as a quantum dot in which electrons are con�ned. In this case electrons occupies
well de�ned electronic states exactly like atoms.

2.1.1 Description

As already mentioned, a CNT is a sheet of graphene rolled into a cylinder. Graphene
is derived from graphite in which carbon atoms are arranged in an hexagonal network.
Depending on winding directions of the carbon nanotube with respect to the eigen vectors of
graphene network, one obtains di�erent kinds of nanotubes described by a certain helicity.
To understand this, let us consider a graphene sheet as shown in �gure 2.2. In this �gure,
a ribbon indicated by black lines is chosen to make the CNT . This choice is characterized
by the vector Ch which can be decomposed on the eigen basis of the hexagonal network
(a1, a2) so that

Ch = na1 +ma2. (2.1)

Figure 2.2: Graphene sheet. The two black lines de�ne a ribbon from which a carbon
nanotube is rolled. For this speci�c choice, a (4,1) carbon nanotube is obtained (see text).

1Back-end-of-line (BEOL) denotes the second portion of integrated circuits fabrication where the indi-
vidual devices (transistors, capacitors, resistors, etc.) get interconnected with wiring on the wafer.
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The couple of integers (n,m) classi�es the nanotubes and determines their characteris-
tics: diameter, helicity angle (θ on �gure 2.2), eigen vectors of the nanotube (T)... From
the cristallographic point of view, if helicity θ = 00 tubes are called zigzag tubes corre-
sponding to the set of couples (n,0). Opposingly, when θ = 300 tubes are armchair and
the set of couples is (n,n). Other kinds of nanotubes are helicoidal tubes. These di�erent
examples are illustrated in Fig.2.3.

Figure 2.3: Di�erent types of single wall carbon nanotubes: armchair (5,5), zigzag (9,0)
and helicoidal (10,5).

2.1.2 Intrinsic electronic properties

The structure of a nanotube strongly a�ects its electrical properties. This comes from the
peculiar band structure of the graphene sheet in which is introduced periodic boundary
conditions to take into account the rolling. This limit condition highly depends on the
particular rolling direction characterized by the couple (n,m).

A tight-binding model for π orbitals electrons in graphene allows to determine its dis-
persion relation and by extension the one of carbon nanotubes. It reads:

E±(kx, ky) = ±γ0

√
1 + 4cos

√
3kxa0

2
cos

kya0

2
+ 4

(
cos

kya0

2

)2

(2.2)

with the nearest-neighbor hopping energy γ0 = 2.8eV and the lattice constant a0 = 2.46.
Conduction and valence bands, respectively, correspond to the di�erent signs in the above
dispersion relation. As can be seen on Fig.2.4, they touch each other in six points, the
K-values (Graphene is thus a semi-metal). However, only two of these six points are
independent, whereas the rest is equivalent by symmetry. Those points are denoted K and
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K ′. In the vicinity of the K-points the energy depends linearly on the wave vector, similar
to a relativistic particle.

Figure 2.4: Dispersion relation of a graphene sheet from which is derived the band structure
of carbon nanotubes. At half �lling only six points touch each other: the K points.

Since a CNT is a graphene sheet rolled into a cylinder, this implies periodic boundary
conditions for the electronic wave functions along the axis de�ned by the rolling vector Ch.
As an example, let us consider the armchair tube (n,n). In this case the vector Ch only has
a non zero component along the x axis2. The periodic boundary condition imposes that
wave vector along x get quantized and reads:

kx =
2πq

n
√

3a0

(2.3)

with q an integer number. As a consequence, the �rst Brillouin zone of the nanotube
corresponds to interval ]− π/a0, π/a0]. This is represented in �gure 2.5a which highlights
the metallic behaviour of the armchair carbon nanotube. At half-�lling, two degenerate
points touch the Fermi energy giving rise to 4 conduction channels if one takes into account
the spin degree of freedom.

For a zig-zag tube (n,0) one can have di�erent cases depending on n values. The
quantization rule is here along the y axis:

ky =
2πq

na0

(2.4)

In the �rst Brillouin zone, the wavevector k falls within the interval ]−π/
√

3a0, π/
√

3a0].
Consequently, depending on n values dispersion branches may or not include the point K
as respectively represented in �gure 2.5b and c. In the last case, the dispersion relation
exhibits a bandgap which can reach hundreds of meV [40,41]. The tube is semiconducting.

2Note than the (x, y) basis is de�ned modulo a rotation of 2π/3.



6 Introduction

For a given (n,m) nanotube, if n = m, the nanotube is metallic; if n−m is a multiple
of 3, then the nanotube is semiconducting with a very small band gap, otherwise the nan-
otube is a moderate semiconductor. Thus all armchair (n = m) nanotubes are metallic,
and nanotubes (6,4), (9,1), etc. are semiconducting. However, this rule has exceptions, be-
cause curvature e�ects in small diameter carbon nanotubes can in�uence strongly electrical
properties. Thus, a (5,0) SWCNT that should be semiconducting is metallic according to
the calculations. Likewise, vice versa zigzag and chiral SWCNTs with small diameters that
should be metallic have a �nite gap (armchair nanotubes remain metallic).

Figure 2.5: Dispersion relation of di�erent single wall carbon nanotubes. On the left are
represented the dispersion relation of a graphene sheet where black lines denote allowed
values for the transverse wave vector imposed by boundary conditions. On the right are
shown the deduced dispersion relations of the carbon nanotubes. (a) Metallic armchair
tube (5,5). (b) Metallic zigzag tube (6,0). (c) Semiconducting zigzag tube (5,0).
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2.2 Carbon nanotube quantum dots

The particular geometry of carbon nanotubes, few nanometers in diameter and several
micrometers long, allows to remarkably easily connect them in a top-down approach3. By
depositing two electrodes onto a previously selected SWCNT, a junction is created between
source (S) and drain (D) electrodes, which in general can consist of a normal metal, a
ferromagnet, or even a superconductor. Con�nement is thus introduced in the remaining
dimension and a quantum dot is formed between the barriers at the contacts. Indeed, when
the distance between contacts is comparable to the wavelength of the electrons that occupy
it, the system exhibits a discrete energy spectrum, resembling that of an atom. As a result,
quantum dots behave in many respects as arti�cial atoms. A quantum dot is a general
kind of system and many di�erent sizes and materials can be used to realize it: single
molecules trapped between electrodes [30, 42], metallic or superconducting nanoparticles,
self-assembled quantum dots, semiconductor lateral or vertical dots [2,43], semiconducting
nanowires or carbon nanotubes [24,44] between closely spaced electrodes (see Fig.2.6a). In
this thesis, we study metallic carbon nanotubes based quantum dots.

2.2.1 Hamiltonian description

Hamiltonian of the dot

The hamiltonian of the isolated dot can be written as [45�47]:

Hdot =
∑
ns

εnd
+
nsdns + EC(N̂ −N0)2 − ESŜ2. (2.5)

The �rst term of this hamiltonian describe the excitation spectrum of the dot with εn
the energy of the single-particle level n. d+

ns (dns) is the creation (respectively annihilation)
operator of an electron with spin s in the single particle level εn. From this term, one
can introduce the mean single-particle level spacing between two successive energy levels
< εn+1− εn >= δE. This term takes into account the con�nement potential together with
the inherent physics of the carbon nanotube4.

The second term describes the electrostatic energy of the dot. EC = e2/2C is the
charging energy of the dot with C the total capacitance which is the sum of the capacitances
between the dot and the source, CS, the drain, CD, and the gate, CG: C = CS +CD +CG
(see Fig.2.6a). N̂ is the operator of the number of electrons in the dot and N0 = CGVG/e is
a tunable term via a nearby gate voltage VG (coupling capacitance CG) allowing to change
the total number of electrons in the dot.

Finally, the last term of this expression correspond to intradot exchange interactions
with energy exchange ES and Ŝ =

∑
nss′ d

+
ns
σss′

2
dns′ the spin operator of the dot. σ =

3The top-down approach uses the traditional workshop or microfabrication methods where externally-
controlled tools are used to cut, mill, and shape materials into the desired shape and order. Micropatterning
techniques, such as photolithography and inkjet printing belong to this category.

4Note than if orbital degenerascy of the carbon nanotube is lifted, this will be taken into account in
this term.
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(σx, σy, σz) are the Pauli matrices. In the following we will neglect this last term assuming
than ES << δE,EC .

A dot is thus a small box that can be arbitrarily �lled with electrons making use of a
nearby gate voltage.

Total hamiltonian

In practice, the dot is not fully isolated from the external world and is coupled via tunnel
barriers to source and drain reservoirs, with which particles can be exchanged. By attaching
current and voltage probes to these reservoirs electronic properties of the dot are measured
and the nearby gate electrode is used to tune the electrostatic potential of the dot with
respect to the reservoirs. The complete hamiltonian H of the system reservoirs, dot is
decomposed in three terms:

H = Hleads +Hdot +Htunneling. (2.6)

The �rst term describes free electrons in metallic leads with a continuous spectrum ξk and
a constant density of states ν5:

Hleads =
∑
αks

ξkc
+
αkscαks , ξk = −ξ−k. (2.7)

The operator c+
αks (cαks) creates (respectively destroys) an electron with spin s in the state

k of lead α (α = S,D for source/drain leads).
The second term is given by Eq.2.5 and the last term describes tunneling between the

dot and the leads. It has the form:

Htunneling =
∑
αkns

tαnc
+
αksdns +H.c. (2.8)

where tαn is the tunneling amplitude connecting the state n in the dot with the state k in
the lead α.

The tunneling between the dot and the leads induces a broadening of discrete levels in
the dot. The width Γαn that level n acquires due to escape of an electron to lead α is given
by

Γαn = πν|t2αn| (2.9)

which by extension gives the total width of the level n:

Γn =
∑
α

Γαn =
∑
α

πν|t2αn| (2.10)

5Note than the use of superconducting leads with a gapped density of states would be taken into account
within this term.
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Conclusion

We conclude by summarizing the relevant energy scales introduced by this hamiltonian
description. First, due to electronic con�nement and particular band structure in the dot,
a discrete energy spectrum of single-particle levels is formed at energies εn with a mean
level spacing δE. Second, due to the small size of the dot, capacitance between external
gate and leads impose a strong charging energy EC = e2/2C which has to be paid each
time one needs to add an electron on the dot. Third, the tunnel coupling to external leads
induce a broadening Γ of the single-particle levels as shown in Fig.2.6b.

(a)

G

G

(b)


EC

Figure 2.6: (a) Schematic of a quantum dot (QD) with source (S)/drain (D) leads and a
capacitively coupled gate (G) .(b) The discrete energy levels of width Γ = ΓS + ΓD on the
QD are separated by the orbital energy δE and the charging energy EC .

At low temperature, depending on the relative values of those di�erent energy scales one
encounters di�erent transport regimes for the quantum dot. In the weak coupling regime,
the tunneling hamiltonian can be taken as a small perturbation to the dot Hamiltonian
and thus Γ << EC , δE. The energy levels on the dot are clearly de�ned and Coulomb
blockade is of primary importance. Opposingly, in the strong coupling regime the dot
levels are strongly hybridized with the electronic wave functions of the reservoirs so that
Γ > EC , δE. In this case, the dot behaves as a constriction. Finally, in the intermediate
coupling regime Γ ≈ EC ≈ δE, the physics is very rich and complicated. In particular we
will see how Kondo correlations may appear. We now detail those limits.

2.2.2 Strong coupling regime

In the strong coupling regime, the quantum dot levels are strongly hybridized with the
electronic wave functions of the electrodes. Their width Γ are much larger than the charging
energy and the mean single level spacing δE. The dot behaves as a constriction. In this
case, by aligning the Fermi energy of the leads with the N degenerate energy level(s) in
the dot, one reaches resonant conditions in which conductance is high. In the Landauer-
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Büttiker formalism the conductance is essentially given by the formula6 [6]:

G = e2/h

N∑
i=1

Ti. (2.11)

describing charge transport through N transport channels with transmission T (0 ≤ T ≤ 1).
For one single orbital level aligned within the bias window, due to the spin degeneracy,
conductance can go up to 2e2/h.

ON

OFF

VG

VSD

S D

Figure 2.7: Schematic of electronic transport through a strongly coupled quantum dot.
Due to the strong hybridization of the dot with the electronic wave functions of the elec-
trodes the dot behaves more as a constriction. Every degenerate (spin and orbital) levels
participate at the same time to the conductance of the system.

Carbon nanotube speci�city 1 - The metallic nanotube is a one-dimensional con-
ductor with two orbitally degenerate conducting channels. This orbital degeneracy can be
intuitively understood by the two clockwise and anti-clockwise ways of propagating elec-
trons along the nanotube [48]. As a consequence of the additional orbital degeneracy7, the
maximum conductance of a ballistic carbon nanotube with perfect barrier transparency is
G = 4G0 = 4e2/h, corresponding to a resistance of 6.45kΩ. The factor 4 accounting for
both spin and orbital degenerascy.

Carbon nanotube speci�city 2 - Quantum interference between propagating electron
waves may occur. The nanotube behaves as a coherent electron waveguide, with a resonant

6This formalism will be detailed in chapter 3
7In a real device, defects in the atomic structure often lifts this so called K-K' degeneracy and only one

spin degenerate orbital level at a time aligns with the Fermi energy of the reservoirs.
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cavity formed between the two nanotube/electrode interfaces (see �gure 2.8). A Fabry-
Perot electron resonator is formed. The vizualisation of these processes has been realized
in carbon nanotubes [49�52] and two dimensional electron gases (2DEG) in a magnetic
�eld [53]. The signature of this e�ect can be seen on the conductance which oscillates as
a function of the nearby electrostatic gate voltage VG and source-drain bias voltage VSD.
The oscillation period exhibits an inverse dependence on the nanotube length L and the
characteristic energy scale is EFP = hvF/L with vF the Fermi velocity associated to the
molecule.

Source Drain

e-

L

Gate

Figure 2.8: In the Fabry Perot regime the CNT, shown here in grey, acts as an electronic
waveguide in which the two degenerate orbitals of the propagating electron waves interfere.
Signatures on conductance are visible revealing the characteristic energy scale EFP =
hvF/L with vF the Fermi velocity associated to the conductor and L the distance between
contacts.

2.2.3 Weak coupling or Coulomb blockade regime

In the weak coupling regime, energy levels are very well de�ned and Γ << EC , δE. This
case is frequently reached in state of the art quantum dots due to their small dimensions.
Indeed as the size falls down, the total capacitance to the external leads vanishes and
charging energy becomes signi�cant. It is common that charging energy reaches few meV 8

whereas in a dilution fridge, thermal energy kBT is only few µeV 9. As a consequence,
thermally activated transport is strongly suppressed.

One conveniently introduces the electrochemical potential µ(N), which is by de�nition
the energy required for adding the N th electron to the dot:

µ(N) = (N −N0 −
1

2
)EC −

EC
e

(CSVSD + CGVG) + εN (2.12)

The discrete levels are consequently spaced by the so-called addition energy:

Eadd(N) = µ(N + 1)− µ(N) = EC + δE (2.13)

which comports a purely electrostatic term meaning that every electrons approaching the
QD feels a repulsion due to the charge of the electrons already present there, plus the energy

8The charging energy associated to a capacitance C = 10aF is EC = 8meV
9The thermal energy associated to a temperature T = 10mK is kBT = 0.86µeV
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spacing between two discrete quantum levels, δE. Note that δE can be zero, when two
consecutive electrons are added to the same spin-degenerate channel or a di�erent orbitally
degenerate channel. The addition energy spectrum of such weakly coupled quantum dot
is shown in �gure 2.9. It corresponds to a ladder of single particle levels that can be
energetically shifted up and down with respect to the Fermi energies of the leads using a
nearby gate voltage.

Zero bias regime If the single particle levels are below the Fermi energies of the leads
(Fig. 2.9a), the energy provided to the dot at low temperatures and small bias voltage is
too small to overcome the addition energy. Transport is exponentially suppressed. As a
consequence, the number of electrons on the dot remains �xed and no current �ows through
it. This is the Coulomb blockade.

For transport to occur, a level of the dot must fall within the bias window between the
electrochemical potential (Fermi energy) of the source (µS) and drain (µD) reservoirs, i.e.
µS ≥ µ ≥ µD with VSD = (µS − µD)/e. In this case, an electron can tunnel in and out
of the dot carrying a �nite current. This is done by changing the voltage applied to the
gate electrode which shifts the whole ladder of electrochemical potential levels up or down.
When a level falls within the bias window (see Fig. 2.9b), the current through the device
is switched on. The electron number on the dot alternates between N − 1 and N . Only
after one electron tunnels o� to the drain can another electron come onto the dot from the
source. This cycle is known as sequential single-electron tunneling.

By sweeping the gate voltage and measuring the conductance, we obtain a trace as
shown in Fig.2.9c. At the positions of the peaks, an electrochemical potential level is aligned
with the source and drain Fermi energy and sequential tunneling occurs. Opposingly, in
the valleys between the peaks, the number of electrons on the dot is �xed due to Coulomb
blockade. The distance between the peaks corresponds to Eadd = EC + δE, and can
therefore give information about the energy spectrum of the dot.

Carbon nanotube speci�city- In �gure 2.9 we show the case of a carbon nanotube
with a fourfold degenerate energy level. Indeed, if one electron is already present on the
�rst energy level of the dot, the addition energy of a second, third and fourth electron
is EC until the energy level is full (4 electrons for spin and orbit degenerascy in carbon
nanotube). In this case, adding another electron to the dot requires to pay the charging
energy plus the single energy level spacing δE.

Finite bias regime A second way to lift Coulomb blockade is to increase the source-
drain voltage, VSD (see Fig.2.9d). This increases the bias window in which an electronic
level may stand. Again, a current �ows when an electrochemical potential level falls within
the bias window. When VSD is increased so much that two levels of the dot fall within the
bias window, there are two paths available for electrons tunneling through the dot. This
leads to an increase of the current, enabling to perform the spectroscopy of the excited
states. How exactly the current changes depends on the tunnel rates of the two paths.
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VG

S D

VG

S D

G

EC

EC

-EC

-EC-E

EC+E

EC+E EC

(a) (b)

(c)

(d)

S D

Figure 2.9: Transport through a metallic nanotube quantum dot in the Coulomb blockade
regime. (a) No energy level in the dot aligns to the Fermi energies of the leads. Transport
is energetically forbidden, no current �ows through the dot. It is Coulomb blocked. (b)
By tuning the gate voltage VG, an energy level of the dot coincides with Fermi energy
and resonant single electron tunneling occurs. The magnitude of the current depends
on the tunnel rates between the dot and the reservoirs ΓS and ΓD. (c) Coulomb peaks
in conductance versus gate voltage at zero bias. (d) Coulomb diamonds in di�erential
conductance dI/dVSD, versus VSD and VG. Each diamond corresponds to an integer number
of electrons on the QD, and its size is determined by EC and δE.
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Stability diagram Usually, the current or di�erential conductance (the derivative of
the current with respect to the source-drain bias) is measured while sweeping the bias
voltage, for a series of di�erent values of the gate voltage. Such a measurement is shown
schematically in Fig. 2.9d. Inside the diamond-shaped region, the number of electrons is
�xed due to Coulomb blockade, and no current �ows. Outside the diamonds, Coulomb
blockade is lifted and single-electron tunneling take place. The energy of excited states
δE as well as the charging energy can be extracted directly from such Coulomb diamonds.
It is important to note that a slightly asymmetric couplings to the two leads distort the
diamonds so that they are no longer four-fold symmetric but appear slightly slanted. From
the distortion of the diamonds, one can obtain the relative capacitive couplings of the two
leads.

Limitations The simple model described above explains successfully how quantization
of charge and energy leads to e�ects like Coulomb blockade and Coulomb oscillations.
Nevertheless, it is too simpli�ed in many respects. For instance, the model considers only
�rst-order tunneling processes, in which an electron tunnels �rst from one reservoir onto
the dot, and then from the dot to the other reservoir. Furthermore, this simple model does
not take into account the spin of the electrons nor exchange e�ects.

2.2.4 Intermediate coupling regime

In the intermediate coupling regime, tunneling cannot be accurately accounted taking �rst
order perturbation theory as done in the low coupling regime. In particular, going beyond
this lowest-order allows one to consider processes in which states of the dot which are
energetically not allowed participate in the tunneling process as virtual states [54, 55].
These processes are refered as co-tunneling processes. Indeed, even deep in a coulomb
blockade valley where transport is energetically prohibited, quantum mechanically, as a
direct consequence of time-energy uncertainty, it is allowed for an electron to tunnel in and
out the dot.

Co-tunneling processes

Unlike the sequential tunneling, in the co-tunneling mechanism, the electron tunneling
from one of the leads into the dot, and from the dot to the other lead occurs as a single
quantum process10.

Those co-tunneling processes can either be elastic or inelastic. In the inelastic co-
tunneling mechanism (see Fig.2.10a), an electron tunnels from a lead into one of the vacant
single-particle levels, while it is an electron occupying an other level in the dot which
tunnels out of the dot. As a result, the charge transfer is accompanied by the creation of

10The co-tunneling e�ect leads, for su�ciently good tunnel coupling between dot and electrodes, to a
non zero conductance in the Coulomb diamonds where transport is classically prohibited.
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an electron/hole pair in the dot11. In the elastic co-tunneling mechanism (see Fig.2.10b),
no pairs are created and the occupation numbers of single-particle energy levels of the dot
in the initial and �nal states are the same. It is interesting to de�ne the temperature
Tel =

√
ECδE/kB. If T ≥ Tel, inelastic co-tunneling is favored while for T ≤ EC/kB only

elastic tunneling occurs.

Figure 2.10: Taken from [47]. Examples of co-tunneling processes. (a) Inelastic co-
tunneling. An electron-hole pair is left after tunneling process. (b) Elastic co-tunneling.
(c) Elastic co-tunneling with a spin-�ip.

Kondo regime

A dot which has a odd number of electrons in its ground state carries a spin 1/2. This
opens a possibility of a co-tunneling process in which the transfer of an electron between the
leads is accompanied by the simultaneous �ip of the electron's spin of the dot (see Fig.2.10c
and 2.11) [57]. This virtual process leads to a dynamical screening of the localized spin
by the conduction electrons of the leads. The amplitude of such a process, calculated
in fourth order tunneling theory diverges at zero energy. This logarithmic singularity in
the transmission amplitude leads to an extraordinary enhancement of the conductance G
accross the dot at zero bias and low temperature. This conductance enhancement can be
understood in the light of Kondo physics [3,58] using renormalization group technique [59].

At this stage, it is important to note that Kondo theory originally explained the anoma-
lous increase of the resistance at low temperature in dilute magnetic alloys. The physical
interpretation is the screening of localized spins by the spin of conduction electrons. In
such case the magnetic impurity forms with conduction electrons and at low temperature, a
spin singlet ground state having a larger cross section: the Kondo cloud. As a consequence,
resistance increases.

Anderson [57] also proposed that for the same reasons, a tunneling experiment should
exhibit an increase of the zero bias conductance [60,61]. This e�ect was investigated later
on with unpaired electrons in quantum dots both theoretically [62,63] and experimentally
[26, 64]. In this case the dot behaves as an S = 1/2 magnetic impurity between tunneling
barriers separating two massive conductors.

11One signature of inelastic co-tunneling in quantum dot is an increase of the conductance at �nite bias
in the middle of a Coulomb blockade diamond [56]
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Initial state Virtual state Final state

Figure 2.11: Elastic co-tunneling events responsible for Kondo type correlations between
Fermi leads and single spin in the dot.

To understand this e�ect, it is interesting to write the e�ective low energy (E < ∆ with
∆ a cuto� energy) hamiltonian 12 in the form [47]:

Heff =
∑
γks

ξkψ
+
γksψγks +

∑
γ

Jγ(sγ.S). (2.14)

The operators ψγ are linear combinations of operators cS,D describing electrons in the
leads,

sγ =
∑
kk′ss′

ψ+
γks(

σss′

2
)ψγk′s′ (2.15)

is the local spin density of itinerant electrons in the channel γ = 1, 2 and S is the spin
operator of the dot. The sum over k in Eq.2.14 is limited to a small energy strip |ξk| < ∆.
The second term of this hamiltonian represents the exchange between electrons in the leads
and the spin of the dot. The exchange amplitudes Jγ are real and a simple expression, valid
for S = 1/2, relates the exchange energy to the transmission amplitudes of the barriers:

tr(Ĵ) =
1

EC

∑
n

(|tSn|2 + |tDn|2). (2.16)

In this context, the local spin of the dot together with the conduction electrons of the
leads condense in a many-body spin-singlet ground state with a binding energy given by
the critical Kondo temperature TK . The Kondo temperature for S = 1/2 is related to the
exchange couplings Jγ by

TK ∝ exp(−1/νtr(Ĵ)) (2.17)

The manifestation of the spin singlet state is the formation of a Kondo resonance of width
TK at the Fermi energy of the leads in the quantum dot density of states. This reso-
nance gives rise to a zero bias conductance peak whose amplitude depends on the barriers

12The range of energy considered must be small enough to conserve the charge state of the dot. To do
so, a handmade cuto� ∆ ≈ min(δE,EC) is necessary
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transmissions:

G =
2e2

h

4ΓSΓD
(ΓS + ΓD)2

. (2.18)

It is very interesting to note than G may reach a unitary limit as high as the spin
degenerate quantum of conductance 2e2/h [65, 66] if tunnel barriers are fully symmetric.
The amplitude of the conductance only depends on the symmetry of the coupling to the
electrodes and not of the strength13. The Kondo temperature is related to the charging
energy EC of the quantum dot, the total coupling Γ = ΓS + ΓD to the electrodes and
the position ε of the energy level measured from half �lling14, according to the Bethe-
Ansatz [67, 68]:

TK =
√
ECΓ/2 exp

[
− π

8ECΓ
|4ε2 − E2

C |
]
. (2.19)

As a result of this many body singlet, the stability diagram of the quantum dot
(dI/dV = f(VSD, VG)) exhibits a strong conductance increase at zero bias as long as
there is an odd number of electrons in the dot (tunable via the nearby gate voltage): the
so-called Kondo ridge (see Fig.2.12).

S D
TK

n

n+Ec

VG



(a) (b)

Kondo ridge

Half-filling

Figure 2.12: (a)Density of states of the dot exhibiting a Kondo resonance at Fermi energy
of the leads. (b) Scheme of a stability diagram exhibiting Kondo e�ect. The zero bias
conductance increase (Red line) is named Kondo ridge and survives as long as the number
of electrons in the dot is odd. The green line corresponds to half-�lling criteria (controlled
with gate).

13At least as long as the coupling is strong enough for the Kondo e�ect to occur.
14Terminology to design an energy reference from which the absolute value of the energy di�erence

between the last occupied state and the �rst unoccupied state is identical. In our case, this is exactly in
the middle of two subsequent conductance peaks in a conductance trace versus gate voltage at zero bias
(Fig.2.9c).
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When the quantum dot is voltage biased, the Kondo resonance splits with a splitting
given by the applied bias voltage. Conductance is suppressed and one recovers a low
conductance characteristic of the Coulomb blockade. The maximum conductance of the
Kondo peak is very sensitive to thermal �uctuations and its temperature dependence is
well reproduced by the empirical formula given in reference [69]:

G = G0/(1 + (21/s−1(T/TK)2))s (2.20)

with s a constant which depends on Kondo type correlations (s = 0.22 for spin 1/2 kondo
systems). This empirical formula derives from a �t to NRG calculations and is known to
reasonably reproduce the temperature dependence of the zero bias peak. Typical Kondo
temperatures that can be reached with a carbon nanotube range from 1 to 4K, which is
larger than the typical values in GaAs quantum dots [2].

2.3 Conclusion

Through this chapter we have introduced the main system of interest of this thesis:
the carbon nanotube. We saw that depending on the transmission between metallic con-
tacts and the tube many di�erent transport regimes can be reached. One of them, the
Kondo e�ect in quantum dots, will be a central topic of this thesis. In particular one
wants to study two aspects of the Kondo e�ect that are its dynamics and the competi-
tion/interplay with superconductivity.

Dynamics - As already mentioned, Kondo e�ect is a dynamical process in which
conduction electrons dynamically screen the dot's spin. It is known from the litterature
that the relevant energy scale to describe such e�ect is the Kondo temperature TK . This
temperature for carbon nanotube quantum dots typically corresponds to frequencies in
the 10− 100GHz range. The question we ask then is: Can we probe the dynamics of the
system at timescale shorter than h/kBTK? To answer this question we propose to look
at the high frequency (10− 100GHz) quantum noise of such Kondo impurity using an on
chip quantum detector.

Competition/interplay with superconductivity - Another aspect of the Kondo
e�ect we want to study is its capability to survive or not to superconducting correlations
introduced by superconducting leads. Indeed, as was shown along this introduction chap-
ter, the Kondo e�ect consists in a coupling between the spin of the dot and the electrons
of the leads which together form a spin singlet ground state with characteristic energy
kBTK . On the other hand superconductivity is also a spin singlet ground state where
electrons condense in Cooper pairs with pairing energy ∆ and phase θ. The competi-
tion between those two ground states is widely covered by theoretical litterature whereas
only few experimental works exist in the regime ∆ ≈ kBTK where the two regime are in
competition. In particular, looking at the current phase relation of such system is quite
interesting since it could exhibit phase induced transitions between ′0′ and ′π′ state where
the dot's spin is respectively screened or unscreened.
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Introduction

Whereas electrical noise has been extensively studied at low frequency in various sys-
tems [6], going from macroscopic to mesoscopic scales, and is now relatively well under-
stood, investigation of high frequency noise is much more recent. Of particular interest
is the frequency range of the order of or higher than the applied voltage or temperature
characteristic energy scales. Current �uctuations in this quantum regime acquire a fre-
quency dependence with signatures of the relevant energy scales kBT and eV (with T the
temperature and V the bias voltage on the device). Thus current �uctuations has been
found to increase linearly with frequency above kBT/h [70,71]. Similarly the excess noise,
i.e. the di�erence between the noise at a given bias and the noise at equilibrium, measured
in the limit eV � kBT has been found to decrease linearly with frequency and go to zero at
frequency eV/h both in di�usive wires [72] and GaAs ballistic quantum point contacts [73].

As we will see in chapter 3, in the quantum regime noise can be described in terms of
exchange of photons of energy hν between the source and the noise detector. Depending
on whether photons are emitted or absorbed by the source one measures emission noise
(corresponding to negative frequencies) and absorption noise (corresponding to positive
frequencies) [7]. This di�erence between emission and absorption processes is well known
in the �eld of quantum optics but di�cult to observe in electronic devices since most
classical ampli�ers exchange energy with the device measured and allow only the detection
of a combination of emission and absorption noise [8]. On the other hand a quantum
detector [7, 74], such as a superconductor-insulator-superconductor (SIS) tunnel junction
[9, 75], allows to measure the non-symmetrized noise, i.e. distinguish between emission
and absorption. This will be reviewed in chapter 4. Due to the di�culty to extract the
equilibrium noise contribution, this type of measurement has only been done so far for the
excess noise.

Chapter 5 considers an experiment in the quantum regime hν � kBT where are probed
independently and quantitatively the emission and absorption noise of the resonator at
equilibrium and the excess noise of the Josephson junction at the resonance frequencies.
At the frequencies probed in the experiment and low temperature the resonator does not
emit noise, whereas it shows absorption noise related to its zero point �uctuations. This
technique also allows a direct extraction of the excess emission noise power of quasiparticles
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tunneling through the Josephson junction at 28.4 and 80.2 GHz, the resonance frequencies
of the resonator.

Chapter 6 uses the same detection scheme presented in chapter 5. We measure for
the �rst time the high frequency emission noise of a carbon nanotube quantum dot in the
Kondo regime. We �nd a high frequency noise presenting a singularity at hν ≈ eV , which
is associated with the Kondo resonance, for frequency ν of the order of kBTK/h, and a
strong reduction of this singularity in the noise for hν ≈ 3kBTK .



Chapter3
Noise in the Quantum Regime

In this introduction, we address the physics of noise in mesoscopic devices. After a short re-
view of low frequency noise (section 3.1), we emphasize di�erences with the high frequency
noise, the primary interest of this thesis (section 3.2). To do so a quantum treatment of
electronic circuits is needed (section 3.2.1). In particular, we will present a quantum treat-
ment of electronic circuits where the charge and the phase degree of freedom are quantum
conjugate quantities. Within this formalism, we introduce the �uctuation dissipation the-
orem which relates the equilibrium noise properties of a system to the dissipative part of
its impedance at the frequency of interest. A scattering approach of the noise is presented
to take into account the out-of-equilibrium quantum noise properties of a coherent device
characterized by an energy dependent scattering matrix. The particular case of the energy
independent scattering matrix is discussed and an intuitive approach of �nite frequency
noise is given.

Contents
3.1 Classical description of noise . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1.1 Johnson-Nyquist noise . . . . . . . . . . . . . . . . . . . . . . . 25

3.1.2 Shot noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2 Noise in the quantum regime . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.1 Quantum treatment of electronic circuits . . . . . . . . . . . . . 26

3.2.2 Shot noise in the quantum regime - A scattering approach . . . 30

3.2.3 Finite frequency noise in terms of photon emission and absorption 36

3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.1 Classical description of noise

Let us consider a conducting system through which a current �ows (see Fig.3.1). The
measured current I(t) �uctuates around its mean value 〈I(t)〉 and one can express the



24 Noise in the Quantum Regime

current as:
I(t) = 〈I(t)〉+ δI(t). (3.1)

I(t)=<I>+I(t)

V

I(t)

<I>

t

Figure 3.1: A voltage biased conductor exhibits a �uctuating current around its mean value
< I(t) >. The value of the noise carry informations about correlations in the conductor.

It is always interesting to characterize those �uctuations. This is usually done by using
the symmetrized version of the time dependent current-current correlator

C(τ) = 〉δI(t+ τ)δI(t)〉+ 〈δI(t− τ)δI(t)〉 (3.2)

where <> designs an ensemble average. Assuming the ergodicity of the random process1,
one can identify this ensemble average to a time average over the realization of the quantity
under concern. As a result, one has:

〈I〉 = limT→∞
1

2T

∫ +T

−T I(t)dt; (3.3)

〈δI(t+ τ)δI(t)〉 = limT→∞
1

2T

∫ +T

−T δI(t+ τ)δI(t)dt (3.4)

The sign and magnitude of the function 3.2 tells us whether �uctuations of the current
at time t and time t + τ are correlated, anticorrelated or statistically independent. Let
us notice here that we assume that the noise process is stationary so that the statistical
properties of the �uctuations δI are time translation invariant and thus only depend on τ .
In practice it is convenient to work with the Fourier transform of this correlator

SI(ν) =
1

2π

∫ +∞

−∞
dτei2πντC(τ), (3.5)

1In mathematics, the term ergodic is used to describe a dynamical system which, broadly speaking,
has the same behavior averaged over time as averaged over space. Here space would correspond to a large
assembly of equivalent samples, where the uncorrelated current I would be measured at the same time t.
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which de�nes the noise spectral density.
Most of the time, one wants to eliminate noise since it partly comes from parasitic

e�ects in the electronic setup used to measure the sample of interest.
However quantum �uctuations due to electronic correlations in the system are unavoid-

able and leads to a �nite amount of noise. For example, the 1/f noise or �icker noise may
reveal the slow dynamics of impurities in mesoscopic systems [76�78]. For a system at
equilibrium the thermal �uctuations leads to Johnson-Nyquist noise. Out of equilibrium,
the discrete nature of the charge carriers leads to shot noise.

3.1.1 Johnson-Nyquist noise

The low frequency equilibrium current noise of an ergodic conducting system at tempera-
ture T is the Johnson-Nyquist noise [79, 80]:

SI(ν = 0) = 4kBTG, (3.6)

with G the conductance of the system. Measuring the low frequency thermal shot noise
does not bring more information than a conductance measurement.

3.1.2 Shot noise

When driven out-of-equilibrium, a conducting2 system exhibits an excess amount of noise
associated to the charge granularity: the shot noise. Its associated spectral density (Schot-
tky formula) at zero frequency is, for uncorrelated events:

SI(ν = 0) = 2qI, (3.7)

with q the charge carriers associated to the transport process and I the current �owing
through the system. This prediction was veri�ed in vacuum tube in 1925 [82] and allowed
to experimentally highlight the fractional charge of Laughlin quasiparticles in the fractional
quantum Hall regime [83,84] and the Cooper pairs charge [85,86].

For a mesoscopic system it can be shown that a conductor may be described by an
assembly of N independent channels. An electron incident in channel i has a transmis-
sion probability Ti to be transmitted and (1 − Ti) to be re�ected [87] (see later in this
chapter). This probabilistic process is responsible for the out-of equilibrium noise of the
mesoscopic system. To each channel is associated a certain amount of noise leading to the
zero frequency shot noise formula:

SI(ν = 0) =
∑
i

2qI(1− Ti). (3.8)

Finally, the Fano factor quanti�es deviations from the poissonian value and is de�ned
as:

2If the conducting system is a mesoscopic conductor, it has to be short enough to preserve its coherence
[81].
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F =
SI(ν = 0)

2qI
=

∑
n Tn(1− Tn)∑

n Tn
(3.9)

3.2 Noise in the quantum regime

In this part, we study noise in the quantum regime where the energy associated to the
frequency of interest is much higher than the thermal energy (hν >> kBT ). In those
circumstances, the current must be considered as an operator and we need to ask ourself
which current-current correlator should be used and is the symmetrized correlator still
meaningful? Indeed, the symmetrized version of the correlator was introduced because the
product < Î(t+ τ)Î(t) > is generally not real, because the operators Î(t+ τ) and Î(t) do
not commute, whereas the symmetrized version is. The use of the symmetrized correlator
has been chosen in many books or publications but is not a priori justi�ed [88,89].

In the following, we will thus consider the non-symmetrized correlator and a quantum
treatment of electronic circuits. It allows to introduce the �uctuation dissipation theorem
(FDT) which identi�es the equilibrium noise properties of a device of interest. We intu-
itively interpret noise in terms of emitted or absorbed photons during inelastic processes.

3.2.1 Quantum treatment of electronic circuits

In this part we present a quantum mechanical description of electrical circuits [10] in which
the charge q (associated to the current) and the phase ϕ (associated to the voltage) are
quantum conjugate variables [ϕ, q] = ie as will be seen in the following. The phase-phase
correlation function is introduced to extract the quantum �uctuation-dissipation theorem.

Generalities

In order to write the Hamiltonian of an electrical circuit, it is convenient to introduce two
quantities related to the time dependent current i(t) and voltage v(t) associated to a con-
ductor d. These are the charge q(t) and the �ux Φ(t) de�ned as:

v(t)

i(t)

d


q(t) =

∫ t

−∞
i(t′)dt′

ϕ(t) =
e

~

∫ t

−∞
v(t′)dt′

(3.10)

Within this formalism, the phase-phase time correlator reads:

〈ϕ(t+ τ)ϕ(t)〉 =
e2

~2

∫ t+τ

−∞
dt′
∫ t

−∞
dt′′ 〈v(t′)v(t′′)〉 (3.11)



3.2 Noise in the quantum regime 27

We will see later how this correlator can be related to
the noise spectral density of the element d under investi-
gation. We will �rst consider a simple model circuit: the quantum harmonic oscillator.

Hamiltonian description of a quantum LC circuit

We consider a circuit constituted by an inductance L in parallel with a capacitance C.
The energy of the quantum LC circuit is related to an
electric term associated with the charge qC accumulated
accross the capacitor C: HQ = (qC)2

2C
and a magnetic

term related to the �ux φL through the inductance L:
HL = (φL)2

2L
. The hamiltonian of the circuit is thus:

HLC = HQ +HL =
(qC)2

2C
+

(φL)2

2L
.

This hamiltonian can be recast by introducing creation
and annihilation operators a+ and a:

HLC = hν0(a+a+
1

2
) with


a =

φ0

2~Z0

(
ϕL + i

Z0

φ2
0

qC
)

a+ =
φ0

2~Z0

(
ϕL − iZ0

φ2
0

qC
)

where ν0 = 1/2π
√
LC and Z0 =

√
L/C. One can con-

versely express the charge qC and phase ϕL as a function of these operators:
qC =

1

i

√
~

2Z0

(
a− a+

)
ϕL =

1

φ0

√
~Z0

2

(
a+ a+

)
By now applying formula 3.11, one obtains the phase-phase time correlator of the

quantum LC circuit:

〈ϕ(t+ τ)ϕ(t)〉 =
~Z0

2φ2
0

{〈
a+a

〉
ei2πν0τ +

〈
aa+

〉
e−i2πν0τ

}
. (3.12)

The time average < a+a > corresponds to the mean number of occupied states of energy
hν0 at temperature T given by the Bose-Einstein occupation number < n >. It follows
〈a+a〉 = 〈n〉 = 1

eβhν0−1
. The commutation relation between the creation and annihilation

operators [a, a+] = 1 allows to write 〈aa+〉 = 1 + 〈a+a〉 = 1 + 〈n〉. This relation can
be injected in the phase-phase time correlator formula, which after performing a Fourier
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transform, becomes the Emission/Absorption spectrum of the quantum harmonic oscilla-
tor:

Sϕ(ν) =

∫ +∞

−∞
dτ 〈ϕ(t+ τ)ϕ(t)〉 ei2πντ =

~Z0

2φ2
0

δ(ν + ν0) 〈n〉︸ ︷︷ ︸
Emission

+ δ(ν − ν0)(1 + 〈n〉)︸ ︷︷ ︸
Absorption

 .

(3.13)
The noise spectrum of the quantum harmonic oscillator is not symmetric with respect to
positive and negative frequencies. This point is related to the fact that the creation and
annihilation operators do not commute according to the Heisenberg uncertainty principle.
Especially, at T = 0 (fundamental state) one has < n >= 0. The system cannot emit
photons (negative frequencies) in the environment while it can still absorb (positive fre-
quencies) them, leading to absorption noise. These non zero �uctuations (in the ground
state) of the considered system are called Zero Point Fluctuations. We will see later in
this thesis how we have been able to measure them. At �nite temperature (T 6= 0),
higher energy states are thermally populated and emission becomes possible up to ener-
gies ≈ kBT . When the temperature is high (kBT >> hν), one recovers the thermal limit
(< n > +1 ≈< n >). The circuit emits as much as it absorbs and the �uctuations are
dominated by thermal �uctuations.

The quantum �uctuation-dissipation theorem One can simply relate the spectrum
of the quantum harmonic oscillator to its dissipative part of the impedance. To do so we
write the impedance of the LC system:

ZLC(ν) = limη→0ZLC(ν + iη) =
i

2πC

ν + iη

(ν0)2 − (ν + iη)2
. (3.14)

The real (dissipative) part of this expression is

Re [ZLC(ν)] = π2Z0ν0 {δ(ν + ν0) + δ(ν − ν0)} . (3.15)

Finally, we implement this dissipative component into the Emission/Absorption spectrum
of the quantum harmonic oscillator (formula 3.13) and obtain the Quantum Fluctuation-
Dissipation Theorem [7]:

Sϕ(ν) =
Re [ZLC(ν)]

2π2RQ

1

ν [1− e−βhν ]
(3.16)

with RQ = h/e2 the quantum of resistance.

Caldeira-Leggett transformation - From non dissipatice LC circuit to resistor
description

Following the Caldeira-Leggett approach [90], a dissipative element can be modeled as
an in�nite assembly of harmonic oscillators. The Hamiltonian HZ(ν) of an assembly of N
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Figure 3.2: Schematic representation of the Caldeira-Leggett model: a linear dissipative
element Z(ν) can be modeled as a set of quantum harmonic oscillators {LK , CK}k=[1:N ].

harmonic oscillators {LK , CK}k=[1:N ] as shown in Fig.3.2 is then:

HZ(ν) =
N∑
k=1

{
Hk
Q +Hk

L

}
=

N∑
k=1

{
(qC,k)2

2Ck
+

(φL,k)2

2Lk

}
=

N∑
k=1

{
hνk

(
a+
k ak +

1

2

)}
. (3.17)

This hamiltonian can, exactly as in the previous part, be recast in terms of creation and
annihilation operators a+

k and ak associated to each element k. With those notations, the
phase-phase correlation function becomes:

Sϕ(ν) =
N∑
k=1

{
Re [Zk(ν)]

2π2RQ

1

ν [1− e−βhν ]

}
, (3.18)

and can be simpli�ed, at the thermodynamic limit N →∞ into

Sϕ(ν) =
Re [Z(ν)]

2π2RQ

1

ν [1− e−βhν ]
. (3.19)

Finally, according to Eq.3.11 one has SV = ~2ν2/e2.Sϕ and the equilibrium voltage noise
spectrum of a linear dissipative element Re[Z(ν)] is:

SV (ν) =
2Re [Z(ν)]hν

[1− e−βhν ]
. (3.20)

This formula describes the crossover between thermal noise at low frequency and quan-
tum noise related to the zero point �uctuations of the electromagnetic �eld at �nite fre-
quency. We have represented in �gure 3.3 the calculated frequency dependence of the
voltage noise for a resistor R at three temperatures. These curves highlight the strong
asymmetry between emission and absorption noise. Especially, at low temperature, no
emission noise (negative frequencies) is observed while the absorption noise (positive fre-
quencies) scales linearly with the frequency. At higher temperatures, emission noise appears
and absorption noise increases.
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Figure 3.3: Expected frequency dependence of the equilibrium voltage noise of a resistor
R = 300Ω at three di�erent temperatures (formula 3.44) . At ν = 0, the prediction follows
the Johnson-Nyquist formula for a non symmetrized thermal noise. At T = 0, there is no
emission noise whereas the absorption noise increases linearly with frequency. This noise
at T = 0 is related to the zero point �uctuations of the electromagnetic �eld accross the
resistor at equilibrium

3.2.2 Shot noise in the quantum regime - A scattering approach

The �nite frequency limit corresponds to a regime where frequencies are much higher than
the temperature i.e. hν >> kBT . In this limit the noise acquires a frequency dependence
with signatures of the relevant energy scales kBT and eV (with T the temperature and
V the bias voltage on the device) and has been found to increase linearly with frequency
above kBT/h [70,71]. Similarly the excess noise, i.e. the di�erence between the noise at a
given bias and the noise at equilibrium, measured in the limit eV � kBT has been found
to decrease linearly with frequency and go to zero at frequency eV/h both in di�usive
wires [72] and GaAs ballistic quantum point contacts [73].

We now address the out-of-equilibrium �nite frequency noise properties of mesoscopic
devices using a Landauer-Büttiker formalism (scattering approach) [6]. General expressions
of conductance and noise for a non interacting mesoscopic system with an energy dependent
scattering matrix are derived. The energy independent case is developped yielding an
intuitive interpretation of the noise in terms of emitted or absorped photons during inelastic
processes.

Scattering approach

The scattering approach is a very powerful tool to address the transport properties of a
quantum system knowing its scattering properties. The system can be either at equilibrium
or out-of-equilibrium and we consider the case of a two terminal scattering problem with
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one transverse channel [91]. The chemical potential of the reservoirs are characterized by
distribution functions fα(E), with α = L,R designing the left and right contacts in a
two terminal experiment, whose chemical potentials are shifted by the voltage bias energy
eV . The reservoirs are at temperatures Tα and chemical potentials µα. Taking fermionic
contacts, the distribution functions of the reservoirs are:

fα(E) =
1

1 + exp[(E − µα)/kBTα]
, α = L,R. (3.21)

L

R

eVL-R

fL(E) fR(E)

Sample

TL

L

TR

R

âL âR

bL bR
^ ^

I(V)

Figure 3.4: Two terminals, one transverse channel, scattering problem

The physics of the system is contained into the scattering matrix s. The scattering
matrix relates the incident waves to the scatterer to re�ected and transmitted waves. By
considering a system with N transverse channels (NL = NR = N), the creation (annihi-
lation) operator of an electron with total energy E in the transverse mode n in the left
lead, incident to the sample is â+

L,n(E) (âR,n(E)). The creation (annihilation) operator
of an electron with total energy E in the transverse mode n in the left lead, going out
the sample is b̂+

L,n(E) (b̂R,n(E)). Those operators are related by the scattering matrix s
according to: 

b̂L,1
...

b̂L,N
b̂R,1
...

b̂R,N


= s


âL,1
...
âL,N
âR,1
...
âR,N

 . (3.22)

The matrix s has dimensions (2N)2 with a block structure:
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s =



sLL,11 . . . sLL,1N sRL,11 . . . sRL,1N
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .

sLL,N1 . . . sLL,NN sRL,N1 . . . sRL,NN
sLR,11 . . . sLR,1N sRR,11 . . . sRR,1N
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .

sLR,N1 . . . sLR,NN sRR,N1 . . . sRR,NN


=

(
sLL sRL
sLR sRR

)
=

(
r t′

t r′

)
.

(3.23)
The diagonal blocks r and r′ (N × N) describe the electrons re�ected back to the

left and right reservoirs, respectively. The o�-diagonal blocks t and t′ instead, relates the
electron transmission accross the system. To conserve the current, the matrix s is unitary
(ss+ = 1).

Conductance

Using this formalism, one writes the time dependent current operator in the left electrode:

ÎL(t) =
e

h

∑
n

∫
dEdE ′ei(E−E

′)t/~
[
â+
L,n(E)âL,n(E ′)− b̂+

L,n(E)b̂L,n(E ′)
]
. (3.24)

The time averaged current is:

〈IL〉 =
e

h

∫
dETr[t+(E)t(E)][fL(E)− fR(E)] (3.25)

=
e

h

∫
dETr[s+

LR(E)sLR(E)][fL(E)− fR(E)]. (3.26)

In this expression, the matrix t+t can be diagonalized in the basis of the eigen channels
n. It has real eigenvalues that are the transmission probabilities Tn(E) of an electron in
channel n to be transmitted through the scatterer. Finally the mean current simpli�es:

〈IL〉 =
e

h

∑
n

∫
dETn(E)[fL(E)− fR(E)], (3.27)

and the conductance reads:

G =
e2

h

∑
n

Tn(E). (3.28)

When one bias the sample with a voltage V = VL − VR = (µL − µR)/e, each perfectly
transmitted channel induces an electrical current I = e2/h.V = G0.V . The conductance
G = I/V = G0 of a single ballistic channel device is then a constant: the quantum of
conductance G0 = e2/h ≈ 38.74µS ≈ 1/(25.8kΩ). If transmission is lowered, conductance
is also lowered proportionally to the channel transmission.
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Noise

In the following, we introduce the general expressions for the current noise of a noninter-
acting conducting system in a Landauer/Buttiker formalism as done in ref [6,92]. To do so,
we introduce the operator δÎα(t) = Îα(t)−

〈
Îα

〉
. With this operator the non symmetrized

noise spectrum is expressed as:

Cα,β(ν) =
1

2π

∫ +∞

−∞
dτei2πντ

〈
δÎα(t+ τ)δÎβ(t)

〉
, (3.29)

with α, β representing the two metallic leads L, R. One de�nes two auto-correlation func-
tions when α = β: CLL(ν) and CRR(ν) and two cross-correlation functions when α 6= β:
CLR(ν) and CRL(ν). By taking the net current going through the sample Î = (ÎL − ÎR),
one can write the current noise spectral density:

SI(ν) =
1

4
[CLL(ν) + CRR(ν)− CLR(ν)− CRL(ν)] . (3.30)

Hereafter we consider the general expression for the time dependent current operator
in lead α:

Îα(t) =
e

h

∑
γ,γ′

∫
dEdE ′ei(E−E

′)t/~Aγ,γ′(α,E,E
′)â+

γ (E)âγ′(E
′), (3.31)

with â+
γ (E) (âγ(E) respectively), the creation (respectively annihilation) operator of an

electron in lead γ at energy E and

Aγ,γ′(α,E,E
′) = δγ,γ′δα,γ − s∗α,γ(E)sα,γ′(E

′). (3.32)

Greek letters denote the leads and sα,γ the elements of the scattering matrix characterizing
the sample.

With those notations, the noise spectrum reads:

Cα,β(ν) =
e2

h

∫ +∞

−∞
dE
∑
γ,γ′

Fα,β
γ,γ′(E, ν)fγ(E − hν) [1− fγ′(E)] , (3.33)

where fγ(E) = 1/(1 + e(E−µγ)/kBT ) is the Fermi distribution in reservoir γ which is held at
the chemical potential µγ3 and

Fα,β
γ,γ′(E, ν) ≡ Aγ,γ′(α,E − hν,E)Aγ,γ′(β,E,E − hν). (3.34)

One �nally �nds the expression for current noise:

SI(ν) =
e2

4h

∫ +∞

−∞
dE
∑
γ,γ′

F
(−)
γ,γ′(E, ν)fγ(E − hν) [1− fγ′(E)] , (3.35)

3Note than within this formalism V = (µL − µR)/e and µL = −µR = eV/2.
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where

F
(−)
LL (E, ν) = |1− s∗LL(E − hν)sLL(E) + s∗RL(E − hν)sRL(E)|2, (3.36)

F
(−)
LR (E, ν) = |s∗LL(E − hν)sLR(E)− s∗RL(E − hν)sRR(E)|2. (3.37)

The other correlation functions F (−)
RR (E, ν), F (−)

RL (E, ν) can be obtained by interchanging L
and R in the previous expressions. This general expression of the current noise associated
to a non interacting device of scattering matrix s(E) can be simpli�ed in several limits
corresponding to zero temperature, zero bias, zero frequency and/or energy independent
scattering matrix.

A simple case: the energy independent scattering matrix

In the simple approximation of an energy independent scattering matrix, the �nite fre-
quency current noise of a quantum conductor with N channels of transmissions Tn at
temperature T (here β = 1/kBT ) becomes:

SI(ν, eV, T ) =
e2

h

∑
n

T 2
n

2hν

1− e−βhν

+
e2

h

∑
n

Tn(1− Tn)
hν + eV

1− e−β(hν+eV )

+
e2

h

∑
n

Tn(1− Tn)
hν − eV

1− e−β(hν−eV )
. (3.38)

Zero frequency limit of noise and Fano factor Taking formula 3.38 for an unbiased
system at thermal equilibrium (temperature T), one recovers the the thermal noise or
Johnson-Nyquist noise expression:

SI(ν = 0, eV = 0, T ) = 2kBT
e2

h

∑
n

Tn = 2kBTG(0), (3.39)

with G(0) the conductance of the system at zero frequency.
By now taking the system at zero temperature but out-of-equilibrium, one �nds the

shot noise expression:

SI(ν = 0, eV, T = 0) =
e2

h

∑
n

Tn(1− Tn)eV = e

∑
n Tn(1− Tn)∑

n Tn
I. (3.40)

Not however than the results di�er by a factor 2 from the classical expressions given
in the introductive part of this chapter. This factor 2 comes from the use of the non
symmetrized correlator.
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The normal tunnel junction corresponds to a large number of channels with Tn << 1.
The previous noise expression can be reduced to

SP,I(ν = 0, eV, T = 0) = eI (3.41)

which is the expression for the non-symmetrized shot noise. The tunnel junction is com-
monly used as a reference for noise measurement. It allows to de�ne the Fano factor F as
the ratio of the current noise emitted by the system under investigation and the poissonnian
limit:

F =
SI(ν = 0, eV, T = 0)

SP,I(ν = 0, eV, T = 0)
=

∑
n Tn(1− Tn)∑

n Tn
. (3.42)

One can then rewrite the general expression for the shot noise at zero frequency:

SI(ν = 0, eV, T = 0) = eFI. (3.43)

A Fano factor higher than one (F > 1) means the system is superpoissonian (exhibits more
noise than a poissonian element when the same current �ows into it) while a Fano factor
smaller than one (F < 1) means subpoissonian (exhibits less noise).

Finite frequency equilibrium Noise The �nite frequency equilibrium noise (eV = 0)
of a conductor with energy independent conductance G = e2/h

∑
n Tn can be deduced from

formula 3.38. It leads to the already mentioned expression of the �uctuation dissipation
theorem:

SI(ν, eV = 0, T ) =
e2

h

∑
n

Tn
2hν

1− e−βhν
=

2Ghν

1− e−βhν
. (3.44)

Finite frequency shot noise The �nite frequency shot noise of a system described
by a scattering matrix s(E) obeys the general formula 3.35. It simpli�es in the case of
an energy independent scattering matrix to Eq. 3.38. As an example, we can write this
relation for the tunnel case (normal or superconducting tunnel junctions). With IQP (V )
the I(V ) characteristic of the junction, the noise spectrum is4 [9, 93] :

SIQP (ν, VS) = e

[
IQP (hν/e+ VS)

1− e−β(hν+eVS)
+
IQP (hν/e− VS)

1− e−β(hν−eVS)

]
(3.45)

We have represented in �gure 3.5 the zero temperature noise spectrum of a normal
tunnel junction for di�erent bias voltages. One clearly sees the strong assymmetry between
emission and absorption. In particular, the absorption spectrum is �nite at any frequencies
while the emission noise is zero for hν > eV .

4This expression is valid even if the I(V) characteristic of the system is non linear. The perfect exam-
ple is the Superconducting/Insulator/Superconducting junction which has a non linear I(V) due to the
superconducting gap in the density of states but a scattering matrix which is energy independent.
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Figure 3.5: Expected frequency dependence of the out-of-equilibrium current noise of a
normal tunnel junction at three di�erent bias voltages (formula 3.45) and zero temperature.
At ν = 0, the prediction follows the shot noise formula. When eV = 0, there is no emission
noise whereas the absorption noise increases linearly with the frequency. At eV 6= 0, two
singularities appears at ν = ±eV/h and the emission noise is zero for hν > eV .

A comment on excess noise measurement - Symmetrized vs non-symmetrized
In practice, most experiments measure excess noise which is the di�erence between the
noise at bias V and noise at equilibrium V = 0. We have represented in Fig.3.6a,b and
c the expected result of such excess noise measurement applied to a linear system (the
normal tunnel junction) for both conventions of the measured noise: Symmetrized and non-
symmetrized. It is interesting to note than the excess noise expectations only di�er by a
factor 2. Calibration procedure is thus of primary importance to understand which quantity
is e�ectively measured in a excess noise measurement applied to a linear system. It has
been shown however, than the use of a non linear system (superconducting tunnel junction
for instance) as a noise source allows to determine whether or not the non-symmetrized
noise correlator is measured [9, 94].

3.2.3 Finite frequency noise in terms of photon emission and ab-
sorption

Hereafter, we intuitively interprete the meaning of the autocorrelation function SI(ν),
namely the non-symmetrized quantum noise in terms of inelastic tunneling processes. To
do so, it is convenient to rewrite the expression 3.35 in the form [88,95]
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Figure 3.6: Expected frequency dependence of the (a) non-symmetrized and (b) sym-
metrized out-of-equilibrium current noise of a normal tunnel junction at three di�erent
bias voltages (formula 3.45) and zero temperature. At ν = 0, the symmetrized value is
twice the non-symmetrized one. (c) Expected excess noise using both conventions. Once
again, a factor 2 is present. Calibration is thus of primary importance to understand which
quantity is e�ectively measured in a excess noise measurement applied to a linear system.
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SI(ν) =

∫
dτei2πντ

〈
δÎ(t+ τ)δÎ(t)

〉
(3.46)

=
∑
i

Pi

∫
dτei2πντ

〈
i|δÎ(t+ τ)δÎ(t)|i

〉
, (3.47)

where Pi is the probability to be in the state |i >. Then, by inserting the identity operator∑
f |f >< f | (closure relation), we obtain relation

SI(ν) =
∑
i

Pi

∫
dτei2πντ

∑
f

〈
i|δÎ(t+ τ)|f

〉〈
f |δÎ(t)|i

〉
. (3.48)

It can be further developped using equality〈
f |δÎ(t+ τ)|i

〉
=
〈
f |eiHτ/hδÎ(t)e−iHτ/h|i

〉
= ei

(Ef−Ei)τ
h

〈
f |δÎ(t)|i

〉
. (3.49)

By doing so, we get

SI(ν) = h
∑
i,f

Pi|
〈
i|δÎ(t+ τ)|f

〉〈
f |δÎ(t)|i

〉∫
dτe−i

(Ef−Ei−hν)τ

h . (3.50)

Finally, using the identity
∫
dtei2πνt = δ(ν) one gets a very convenient form for the

current noise expression [88,96]:

SI(ν) = h
∑
i,f

Pi|
〈
f |δÎ|i

〉
|2δ(Ei − Ef + hν). (3.51)

|i > and |j > stands for the initial and �nal states of the all system respectively at energies
Ei and Ef . With this expression, it is straightforward to see that the autocorrelation
function is the rate by which the system absorbs (ν > 0) or emit(ν < 0) photons at energy
|hν| = |Ef−Ei|. The noise at negative frequencies is refered as the emission noise while the
noise at positive frequencies is the absorption noise. Those two quantities are inequivalent
and need to be detected independently. To illustrate this idea, we consider a simple case,
the normal tunnel junction as shown in the next two paragraphs.

Inelastic tunneling processes at equilibrium

We have represented a semiconducting picture of a normal tunnel junction in �gure 3.7. At
equilibrium (zero bias voltage) and zero temperature, the system is in its ground state and
thus cannot emit photons. However, it can still absorb some energy. Two sets of processes
can be distinguished. The �rst consists in promoting one electron at the Fermi level in
the left lead to an higher energy unoccupied level in the right lead. The second consists in
promoting one electron from the left lead below the Fermi level to the Fermi level of the
right lead. The higher the energy (frequency) hν the higher the number of available states
contributing to the inelastic processes.
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Figure 3.7: Equilibrium inelastic tunneling processes in a normal tunnel junction. At zero
temperature and zero bias voltage (equilibrium), the system cannot emit energy but can
still absorb some of it. The higher the energy absorbed, the higher the number of available
states contributing to the inelastic processes.

Inelastic tunneling processes out-of-equilibrium

In addition to these inelastic processes due to energy quanta absorption, one also can have
emission of energy when the system is driven out-of-equilibrium with a bias voltage V . The
emission consists in a photon emitted during the inelastic tunneling of an electron taken in
the energy interval [EF,L, EF,L− eV ] in the left lead going to the Fermi energy of the right
lead (see �gure 3.8). The maximum energy emitted during this process is eV responsible
for the cuto� in the noise spectrum.

eV

h1L

R

eV

h1

L

R

Figure 3.8: Out-of-equilibrium inelastic tunneling processes in a normal tunnel junction.
When voltage biased, the tunnel junction can emit photons up to the energy hν = eV .
Absorption processes are still present as mentioned in the equilibrium case.
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3.3 Conclusion

In the quantum regime, noise can be interpreted in terms of photons which are either
emitted or absorbed by the noise source. These processes are not equivalent and lead
to a strong asymmetry in the noise spectrum. In order to measure quantum noise it is
then necessary to use a quantum detector able to measure independently the emission
and absorption noise.

It is important to notice that most classical ampli�ers exchange energy with the
system. The resulting measurement is then a combination of emission and absorption
noise. In the following chapter we will motivate our choice of the superconducting tunnel
junction (Superconductor/Insulator/Superconductor or SIS junction) as a quantum noise
detector and introduce the formalism in which detection principle is understood.



Chapter4
Introduction to quantum noise measurement

In order to measure noise in the quantum regime, one needs a quantum detector able to
distinguish between emission and absorption processes as pointed out in chapter 3. There
exists a large variety of methods to detect current noise, given the impedance of the device
and the range of frequencies which has to be probed. In the following, we present few of
them. The choice of the Superconducting/Insulator/Superconducting (SIS) tunnel junction
is motivated and one theoretically presents the detection principle. In particular, we will
see that a quantitative treatment of the detection can be derived in the framework of the
P (E) theory (section 4.2) where the detector together with its noisy environment must be
treated on an equal footing.
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4.1 Di�erent noise detection techniques

4.1.1 Low frequency noise measurement (hν << kBT )

There exists a broad variety of low frequency noise techniques. The principal one is pre-
sented, another is mentioned.

Cross-correlation technique With modern high speed digital sampling techniques, it
is perfectly feasible to measure a random classical noise signal as a function of time and
directly compute the autocorrelation function

CV (τ) =< V (t+ τ)V (t) > . (4.1)

This is typically done using cross-correlation techniques (see Fig.4.1). The voltage �uc-
tuations accross the source are ampli�ed by two independent ampli�ers (i.e. their own
noise are uncorrelated). Afterwise, an analog-to-digital conversion of the noise signal is
done allowing to numerically compute the autocorrelation function. Very importantly, the
contribution from the ampli�ers averages out after the correlation product. One �nally get
a much higher signal to noise ratio.

Source

Figure 4.1: Detection scheme relying on a cross-correlation method.

Using equation

SV (ν) =

∫ +∞

−∞
dτei2πντCV (τ) (4.2)

one further numerically Fourier transforms the autocorrelation function1. Note that prac-
tically the ensemble average is not realized. Instead, a su�ciently long time T i.e. much
longer than the correlation time of noise, is used. This approach is most appropriate for
signals at frequencies well below 1 GHz.

Other technique The tank-circuit setup has been used for example to measure the shot
noise associated with fractional charge of Laughlin quasiparticles [83] or more recently to
measure noise of a Kondo quantum dot [97].

1 Note than the classical noise S(ν) is written using small capital letter in opposition to quantum noise
S(ν).
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4.1.2 High frequency noise measurement (hν >> kBT )

In principle it is possible to measure the non symmetrized noise, but for this a special
detector is needed [8,88,98]. This quantum spectrum analyzer must be able to distinguish
between emission and absorption processes. To measure the emission part S(ν < 0), the
detector needs to be passive and return a signal only if energy is transferred from the noise
source. Conversely, for the measurement of the absorption spectrum, the noise source
absorb energy from an active detector (see Fig.4.2). The detector is thus de-excited and
measures the S(ν > 0) side. In the following we describe two types of noise detection
scheme which either relies on high frequency electronics or on-chip detectors.

SOURCE DETECTOR

Emission

S(<0)

Absorption

S(>0)

Figure 4.2: Schematic of a noise source coupled to a quantum detector. To measure the
emission noise of the source, the detector must be passive. Conversely, to measure the
absorption noise it must be active.

High frequency electronics

High frequency electronics has been commonly used to measure high frequency noise of
di�usive wires [72], quantum point contact (QPC) [73] and normal tunnel junctions [99].
The measurements setup typically uses low temperature ampli�ers followed by di�erent
sequence of �lters/ampli�ers and �nally a quadratic detector delivering a voltage propor-
tional to the noise power. This kind of setup typically needs the sample resistance to
match the impedance of the transmission line2 which is often ≈ 50Ω. The resulting mea-
surement may be a non trivial combination of emission and absorption noise as pointed
out in Ref. [8].

A resonant circuit as spectrum analyzer [8] Lesovik and Loosen have theoretically
considered in 1996 the case of a resonant circuit inductively coupled to the noise source as
a model for noise detection (see Fig.4.3). They modelled their detector by an LC oscillator
and consider the response in the �rst nonvanishing order in the inductive coupling constant.

The mesoscopic conductor with a �uctuating current I(t) is coupled to the LC oscillator
via a mutual inductance α. One can demonstrate that the charge x(t) accumulated accross

2For the QPC, which is typically a high impedance nanodevice (R ≈ h/e2 ≈ 26kΩ), an impedance
transformer was used to match the impedance of the transmission line
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K

S(+0)

S(-0)

E

h
SOURCE

Figure 4.3: Schematic representation of the coupling between a quantum conductor (noise
source), and a resonant LC circuit (detector). Parameter K characterizes the inductive
coupling strength.

the capacitance of the oscillator can be expressed as:

Lẍ(t) = −x(t)

C
− αİ(t) (4.3)

where αİ(t) is the mutual coupling perturbative term. From this, one can calculate
the measurable noise spectral density of the LC circuit at the resonant frequency ν0 =
1/2π

√
LC. They found:

Smeas = KS(−ν0)+ < n > [S(−ν0)− S(+ν0)] (4.4)

with

S(−ν0) =
∫
dt < I(0)I(t) > ei2πν0t, (4.5)

S(+ν0) =
∫
dt < I(t)I(0) > ei2πν0t, (4.6)

< n > = 1
ehν0/kBTLC−1

, (4.7)

K = ( α
2L

)2 1
2η
. (4.8)

η is the �nite width of the resonance of the LC oscillator and TLC the temperature of
the LC oscillator.

If the detection frequency hν0 >> kBTLC , one has < n >≈ 0 and the measured spectral
density is

Smeas = KS(−ν0), (4.9)

the emission noise of the source. In opposition, if hν0 << kBTLC , one has < n >≈
kBTLC/hν0, S(−ν0)− S(+ν0) = −2Ghν0 and thus

Smeas = K[S(−ν0)− 2kBTLCG]. (4.10)

In the intermediate regime, the measured noise spectral density is a non trivial combination
of emission and absorption noise. The interpretation which can be done from such kind of
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detection scheme is rather general. Indeed, coupling a source noise to a detector implies
energy exchange between the two entities. As an example, a noisy ampli�er with a noise
temperature TN sends thermal photons to the source which absorb them. As a result the
ultimately measured noise is a non trivial combination of emitted and absorbed noise.

On chip detectors

Hereafter, few examples of on-chip quantum detectors are given together with their limi-
tations. The choice of the SIS junction as a quantum noise detector is discussed.

A two level system as spectrum analyzer [98] Let us consider a quantum system
(atom or electrical circuit) which has its two lowest energy levels ε0 and ε1 separated by
energy E01 = hν01. We suppose for simplicity that all the other levels are far away in
energy and can be ignored. The states of any two-level system can be mapped onto the
states of a �ctitious spin-1/2 particle since such a spin also has only two states in its Hilbert
space. With spin up representing the ground state (|0 >) and spin down representing the
excited state (|1 >), the Hamiltonian is:

H0 = −hν01

2
σz (4.11)

with σz the Pauli matrix3 in z direction.
Current �uctuations f(t) through a nearby source generate a perturbative potential

Vperturb(t) = Af(t)σx at the detector stage, where A is a coupling constant. This potential
may induce transitions between the two states of the two level system. Assuming that the
coupling A is small enough, the noise can be treated in lowest order perturbation theory.
This allows to relate the transition rates to the non-symmetrized noise of the source:

Γ↑ = A2

~2 S(−ν01) (4.12)

Γ↓ = A2

~2 S(+ν01) (4.13)

with Γ↑ the rate at which the detector is excited from ground |0 > to excited state |1 >
and Γ↓ the decay rate from the excited state to the ground state (see Fig.4.4).

We now see that a two-level system (TLS) does indeed act as a quantum spectrum
analyzer for the noise. One prepares the system either in its ground state or in its excited
state, weakly couple it to the noise source, and after an appropriate interval of time, simply
measures whether the system is in its excited state or ground state. Repeating this protocol
over and over again, one can measure Γ↑ and Γ↓, and thereby the noise spectral density
at positive and negative frequencies. Negative frequency noise transfers energy from the
noise source to the spectrometer. That is, it represents energy emitted by the noise source.

3σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
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Figure 4.4: Schematic representation of the coupling between a quantum conductor (noise
source), and a two level system (detector). Parameter A characterizes their coupling
strength.

Positive frequency noise transfers energy from the spectrometer to the noise source. This
detection scheme was implemented by Asta�ev et al. [100], using a Cooper pair box as a
TLS. However, it seems that the sensitivity of charge q-bits as spectrometers is limited by
the coupling to the external environment which destroys the TLS coherence.

A double quantum dot as a spectrum analyzer [74, 101] A double quantum dot
can be used as an on chip spectrum analyzer. In this case, current �uctuations generated
by the capacitively coupled device modify the I-V characteristics of the detector. Actually,
the source noise induces �uctuations in the energy di�erence δE between the levels of the
two quantum dots as shown in Fig.4.5. This leads to inelastic tunneling events, in which
electrons exchange energy with the environment (either absorb or emit).

(a) (b)

Figure 4.5: Taken from [102]. Schematic representation of a double dot system acting as a
spectrum analyzer. At bias Vbias, the double dot levels can be tuned such that the inelastic
tunneling current carries information over (a) the absorption noise or (b) the emission noise
of the environment where is embedded the test sample.

If the central barrier (between the dots) is high, transport is dominated by inter-dot
tunneling events and the inelastic current contains information about the noise power
spectrum. Interestingly, the double dot can be tuned such that it is either sensitive to the
absorption SI(ν) or the emission noise SI(−ν) of the source. The detection frequency ν
is set by the energy di�erence δE/h. The lower measurable frequency is attributed to the
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width of the resonant tunneling peaks which is in the GHz range. The high frequency
cut-o� is given by the energy level spacing in the dots. It can be as high as several
meV corresponding to a detection frequency in the THz range. The main problem of this
technique is that a special care should be taken to remove electron pumping e�ects between
one dot and the adjacent lead. The calibration procedure is also di�cult since the coupling
strength highly depends on the speci�c sample geometry. However, this technique has
been successfully tested experimentally in Ref. [101] using time resolved charge-detection
techniques and a QPC as the noise source. The detection scheme is suitable for frequency
resolved measurements, in the GHz range. However, only the excess emission noise of the
QPC has been measured so far and asymmetry of the equilibrium noise of the environment
was not probed yet.

The superconducting tunnel junction (SIS) as a spectrum analyzer [9, 75] We
have chosen to use a superconducting tunnel junction as a quantum noise detector. There
exists two ways of using it as a noise detector. First one can look at how the switching
current is a�ected by a noise source. This has been done for example in Ref. [103] where
they provide detailed informations over the third cumulant of noise in a normal tunnel
junction [104,105].

We chose the second approach which consists in looking at inelastic quasiparticles tun-
neling mediated by noise. This technique has already been used by Deblock et al. [75] to
measure the noise of a TLS, Onac et al. [106] for the noise of a carbon nanotube quantum
dot and Billangeon et al. for the noise of a Josephson junction [9] and a superconducting
single electron transistor [107]. It is now quite well established than this detector is able to
independently measure the emission and absorption excess noise of a nearby device. One of
the di�culty of this detection scheme is the quantitative extraction of the noise spectrum
from the response of the detector. From now on, we concentrate on the description of the
principle of the SIS junction as a quantum detector.

4.2 P (E) theory

In the framework of the quantum description of electronic circuits, one can treat a complete
system mesoscopic device + environment within the same formalism. In the following, we
present those calculations for the speci�c case of a small normal tunnel junction (nor-
mal state resistance RN and junction capacitance C) embedded into an environment of
impedance Z(ν). We introduce the P (E) theory [11] which address the charge tunneling
rates in ultrasmall junctions. In particular, it will be seen that the noisy environment
modi�es the dc I(V ) characteristic of the tunnel junction with an energy scale given by
the charging energy. We �nally consider the case of the superconducting tunnel junction,
our selected quantum noise detector. In this speci�c case, an interpretation in terms of
photo-assisted tunneling current associated to the voltage noise of the environment is given.
This is the starting point for the noise detection principle.
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4.2.1 Hamiltonian description

In order to determine the e�ects of the environmental degrees of freedom on the I(V )
characteristic of a tunnel junction, one needs to consider the total Hamiltonian of the
system H = Hqp + HT + Henv. This Hamiltonian takes into account the quasiparticles in
each lead, the tunneling in between and the environment. Hereafter we develop those three
terms.

Quasiparticles Hamiltonian

The quasiparticles in the two metallic electrodes are described by Hamiltonian

HQP =
∑
k,σ

εkc
+
k,σck,σ +

∑
q,σ

εqc
+
q,σcq,σ (4.14)

where the �rst and second sum correspond respectively to the left and right electrodes.
εk and εq denotes the energies of the quasiparticles with wave vector k and q while σ is
their spin. c+

k,σ (respectively ck,σ) is the creation (respectively annihilation) operator of a
quasiparticle with wave vector k and spin σ.

Tunneling Hamiltonian

The tunneling from one electrode to the other is introduced by the tunneling Hamiltonian
[108,109]

HT =
∑
k,q,σ

{
Tk,qc

+
q,σck,σe

−iϕ + T ∗k,qc
+
k,σcq,σe

iϕ
}
. (4.15)

The coupling of the electromagnetic modes of the environment to the electronic modes
of the junction is described by means of the phase term e−iϕ. This operator acts as a
translation operator changing the charge on the junction by an elementary charge e:

eiϕQe−iϕ = Q− e. (4.16)

Environmental Hamiltonian

Within the Caldeira-Leggett formalism presented in previous chapter (section 3.2.1), one
can write the environmental Hamiltonian:

Henv =
N∑
k=1

{
(qC,k)2

2Ck
+

(φL,k)2

2Lk

}
=

N∑
k=1

{
hνk

(
a+
k ak +

1

2

)}
. (4.17)

From the total hamiltonian H, one can extract the tunneling rates of quasiparticles
through the tunnel barrier. The environment can be taken into account by a probabilistic
term expressing its capability to exchange energy with the junction during a tunnelling
event.
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4.2.2 Tunneling rate formula and probability to exchange energy
with the environment P (E)

Tunneling rate

By treating the tunneling hamiltonian in perturbation compared to the quasiparticle +
environment hamiltonian and using the Fermi Golden rule, one expresses the forward
tunneling rate (from left to right) as [11]:

−→
Γ (V ) =

1

e2RN

∫ +∞

−∞
dEdE ′f(E) [1− f(E ′)]×

{∫ +∞

−∞

dτ

h
e
i
~ (E−E′+eV )τ

〈
eiϕ̃(t+τ)e−iϕ̃(t)

〉}
,

(4.18)
with ϕ̃(t) = ϕ(t)− e

~V t, the reduced phase. From now on, we simplify this expression.

Probability to exchange energy with the environment P (E)

Assuming gaussian �uctuations of the �uctuating phase ϕ̃, the phase-phase correlation term
can be simpli�ed according toWick theorem. The identity

〈
eiϕ̃(t+τ)e−iϕ̃(t)

〉
= e〈[ϕ̃(t+τ)−ϕ̃(t)]ϕ̃(t)〉

is used and one conveniently introduces the generalized phase-phase correlation function

J(τ) = 〈[ϕ̃(t+ τ)− ϕ̃(t)] ϕ̃(t)〉 . (4.19)

This function is of primary interest to introduce the probability P (E) for the junction
to exchange energy E with the environment during a tunneling process [11] and is de�ned
as:

P (E) =
1

h

∫ +∞

−∞
dτexp

[
J(τ) +

i

~
Eτ

]
. (4.20)

Within this formalism, the forward tunneling rate of Eq.4.18 can be rewritten as a
function of P (E) so that

−→
Γ (V ) =

1

e2RN

∫ +∞

−∞
dEdE ′f(E) [1− f(E ′ + eV )]P (E − E ′)

=
1

e2RN

∫ +∞

−∞
dE

E

1− e−βE
P (eV − E).

(4.21)

This last expression relates the dc I(V) characteristic of the junction to the function P (E)
as shown in the following.

4.2.3 P (E) and I(V ) characteristic

Taking bene�t from the relation
←−
Γ (V ) =

−→
Γ (−V ), the current response I(V ) of the normal

tunnel junction to a voltage bias V in presence of an environment having a probability P (E)
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to exchange energy E is:

IQP (V ) = e(
−→
Γ (V )−

←−
Γ (V ))

=
1

eRN

∫ +∞

−∞
dE

1− e−βeV

1− e−βE
EP (eV − E).

(4.22)

We hereafter explicit two examples: the ohmic environment and the single environmen-
tal mode at energy hν0.

Ohmic environment

Making use of the FDT of formula 3.19, one can rewrite expression 4.19 as:

J(τ) =

∫ +∞

−∞

dν

ν

Re[Zt(ν)]

RQ

e−i2πνt − 1

1− e−βhν
(4.23)

with Re[Zt(ν)] the real part of the total impedance seen by the junction. A low impedance
environment is realized when condition Re[Z(ν)]/RQ << 1 is ful�lled4. In this case,
assuming Zt(ν) = 0 J(t) vanishes. It follows P (E) = δ(E) which corresponds to the fact
that in the absence of environmental modes, only elastic tunneling is possible. The I(V)
characteristic is linear IQP (V ) = V/RN as shown in �gure 4.6. Opposingly, in the high
impedance limit Re[Z(ν)]/RQ >> 1, the tunneling electrons may easily excite modes.
These modes have a spectral density peaked at ν = 0. Taking Z(ν) = R, the real part
of the total impedance is Re[Zt(ν)] = R/(1 + (2πνRC)2. For very large resistance R, the
probability to exchange energy E with the environment is:

P (E) =
1√

4πECkBT
exp

[
−(E − EC)2

4ECkBT

]
(4.24)

with EC = e2/2C the charging energy. At zero temperature the expression for the current
yields:

I(V ) =
eV − EC
eRN

Θ(eV − EC) (4.25)

where Θ(E) is the unit step function. This expression means that it is necessary to apply
at least a voltage |V | > EC/e to allow charge tunneling. This e�ect is called dynamical
Coulomb blockade. In the intermediate regime of resistance, the I(V) characteristic of the
junction evolves continuously from one case to the other as illustrated in �gure 4.6.

As a conclusion, the I(V) characteristic of a small tunnel junction may be drastically
modi�ed in the presence of a resistive environment and a natural energy scale appears in
the system: the charging energy.

4Note than Zt(ν) ≡ Z(ν)// (1/j2πνC) with C the geometrical capacitance of the junction and Z(ν)
the impedance in series with the junction.
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Figure 4.6: Taken from [109]. The zero temperature I(V) characteristic of a tunnel junction
coupled to an environment characterized by a resistance R for R/RQ = 0, 0.1, 1, 10,∞.

Single mode environment

The coupling to a single mode environment can be accomplished using an inductance L into
the external circuit. In this case, according to previous expression 3.14 the total impedance
Zt seen by the junction is, with C the geometrical capacitance of the junction:

Zt(ν) = limη→0ZLC(ν + iη) =
i

2πC

ν + iη

(ν0)2 − (ν + iη)2
(4.26)

where ν0 = 2π/
√
LC is the frequency of the environmental mode. With those notations

the dissipative part is given by

Re[Zt(ν)] =
π

2C
{δ(ν + ν0) + δ(ν − ν0)} . (4.27)

By inserting now this expression into Eq.4.20, we obtain a novel expression for P (E):

P (E) =
1

h

∫ +∞

−∞
dtexp[ρ(coth(

βhν0

2
)(cos(2πν0t)− 1)− isin(2πν0t)) + i

E

h
t], (4.28)

where the parameter ρ = 2π2/CRQν0 = EC/hν0 is the ratio between the charging energy
e2/2C and the eigen state excitation energy hν0. The integral over time can be done leading
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to the reduced expression5:

P (E) = exp[−(ρa + ρe)]
∑
m,n

ρma ρ
n
e

m!n!
δ(E − (n−m)hν0). (4.30)

The quantities ρe and ρa are respectively the probabilities to emit and absorb a quantum
of energy hν0. They are related to the Bose-Einstein occupation factor N = 1/[eβhν0 − 1]
through relations:

ρe = ρ(1 +N) and ρa = ρN. (4.31)

The function P (E) is then a series of delta functions at energies khν0 with k ∈ Z∗.
Finally by inserting this expression into Eq.4.22 we obtain the I(V) associated to a single
mode environment at zero temperature:

I(V ) =
1

eRN

e−ρ
n∑
k=0

ρk

k!
(eV − khν0) (4.32)

where n is the largest integer smaller or equal to |eV/hν0|. Indeed, the sum runs over all
possible numbers of excited quanta where the maximum number of modes which can be
excited is given by n. The factor e−ρ determines the slope at zero bias. If ρ = EC/hν0 >> 1
the Coulomb blockade is strong and the zero bias conductance is almost zero. On the
contrary, if ρ << 1 Coulomb blockade is lifted and the zero bias conductance is about
1/RN . So again this example shows that Coulomb blockade can only be found if the
environmental impedance is large enough. At higher bias, everytime the voltage becomes
an integer multiple of the mode energy hν0, the slope of the I(V) characteristic changes.
This is more apparent in the di�erential conductance dI/dV (see Fig.4.7) where steps
appear at voltages khν0/e.

4.3 SIS junction as a quantum noise detector

The P(E) theory previously described generalizes simply to superconducting tunnel junc-
tions, our selected detector. In this case the normal leads are replaced by superconducting
leads described by BCS theory. They consequently exhibit a gap in the density of states
around the Fermi energy. Due to this absence of available states6 the junction does not

5
N.B. Assuming a poissonian distribution, the probability for the junction to simultaneously absorb n

quanta emitted and emit m quanta absorbed by the environmental mode would be:

p(m,n) =
e−(ρe+ρa)ρma ρ

n
e

m!n!
. (4.29)

As this probability is exactly contained in formula 4.30, one can conclude that emission and absorption
processes are statistically independent.

6We choose to not address here the Cooper pairs condensate at the Fermi energy which obviously allows
to have a supercurrent at zero bias voltage.
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Figure 4.7: Taken from [11]. Normalized derivative of the current-voltage characteristic in
a single mode environment hν0 for ρ = 2. The voltage is given in units of the charging
energy EC . The step like curve correspond to zero temperature while the smooth curve is
for kBT = 0.04EC . Each jump corresponds to the absorption by the environment of an
energy quanta hν0 = EC/ρ.

carry quasiparticles current below a voltage threshold |V | = 2∆/e. Above this value, quasi-
particles current �ows as for the normal tunnel junction case. In the following, we write
down the expression of this dc I(V) characteristic as a function of the relevant parameters
of the system in absence of environment. Changes due to the environment are calculated
within the same P(E) formalism and an interpretation is given in terms of photo-assisted
tunneling induced by the noisy environment.

4.3.1 DC properties of the SIS junction

Without environment, the I(V) characteristic of a SIS junction is determined by the BCS
density of states NS(E)7

IQP,0(V ) =
1

eRN

∫ ∞
−∞

NS(E)NS(E + eV )

N2
0

[f(E)− f(E + eV )]dE, (4.33)

with N0 the normal density of states corresponding to a Fermi level in the middle of the
superconducting gap 2∆. After integration, it reads

7 NS(E)
N0

=


|E|√

E2 −∆2
if |E| > ∆

0 if |E| < ∆
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IQP,0(V ) =


V

RN

{
E

(√
1− |2∆

eV
|2
)
− 2| ∆

eV
|2K

(√
1− |2∆

eV
|2
)}

if |eV | > ∆

0 if |eV | < ∆

(4.34)

where ∆ stands for the superconducting gap and RN the normal state resistance of the
junction. Functions K and E are complete elliptic integrals of the �rst and second kind
respectively8.

4.3.2 Photo-assisted tunnelling current as a probe of voltage noise

Exactly as previously, one can express the modi�ed I(V ) characteristic of the junction as
a function of the probability P (E) for the environment to exchange energy:

IQP (VD) =

∫ +∞

−∞
dE ′

1− e−βeVD
1− e−βE′

P (eVD − E ′)IQP,0(
E ′

e
) (4.35)

with IQP,0(VD) the IV characteristic of the junction without environment and β = 1/kBT .
At low temperature and making use of the detailed balance relation P (−E) = e−βEP (E),
this expression simpli�es to:

IQP (VD) = P ⊗ IQP (VD) =

∫ +∞

0

dE ′ P (eVD − E ′)IQP,0(
E ′

e
). (4.36)

From now on, we demonstrate that in some limits, the in�uence of the environment
can be interpreted in terms of photo-assisted tunneling (PAT) current of quasiparticles
induced by the noisy environment. In the particular case of low noise amplitude one has
J(τ) = 〈[ϕ̃(t+ τ)− ϕ̃(t)] ϕ̃(t)〉 << 1 and the Taylor development

exp[J(τ)] ≈ 1 + J(τ) (4.37)

can be done. Once introduced into Eq.4.20, one obtains a simpli�ed version of the prob-
ability P (E) than we straightforwardly relate to voltage �uctuations of the environment
SV (ν) [74]:

P (E) =
1

h

∫ +∞

−∞
dτ(1 + J(τ))exp

[
i

~
Eτ

]
=

[
1− e2

h2

∫ +∞

−∞
dν
SV (ν)

ν2

]
δ(E) +

e2

h

SV (E/h)

E2
.

(4.38)

8


K(x) =

∫ π/2

0

√
1− x2sin2θdθ

E(x) =

∫ π/2

0

1√
1− x2sin2θ

dθ
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One obtains the expression for the total current IQP (VD) �owing through the junction in
the presence of environment from expressions 4.38 and 4.36. By substracting the value of
the current without environment IQP,0(VD) we obtain the photo-assited tunneling (PAT)
current through the detector. This expression reads, as a function of bias voltage VD and
the non-symmetrized spectral density of voltage noise SV (ν) of the environment [11, 74],
in the limit kBT � eVD and small voltage noise SV (ν):

IPAT (VD) = IQP (VD)− IQP,0(VD)

=

∫ ∞
0

dν
( e

hν

)2

SV (−ν)IQP,0(VD +
hν

e
)︸ ︷︷ ︸

Emission contribution to the PAT current

+

∫ eVD/h

0

dν
( e

hν

)2

SV (ν)IQP,0(VD −
hν

e
)︸ ︷︷ ︸

Absorption contribution to the PAT current

−
∫ +∞

−∞
dν
( e

hν

)2

SV (ν)IQP,0(VD)︸ ︷︷ ︸
Renormalization of the elastic current

. (4.39)

The �rst term of eq. 4.39 is related to the emission noise, the second to the absorption
noise and the third corresponds to the renormalization of the elastic tunneling current.
We show in �gure 4.8 typical I(V) characteristics of a SIS junction with (green curve) and
without noisy environment (black curve = IQP,0(VD)). It turns out that whether the SIS
junction is voltage biased below or above the gap, two di�erent scenarios are possible.

Emission noise sensitive region |VD| < 2∆/e This situation corresponds to the subgap
regime (in�nite dc resistance in theory). In the so-called semiconductor representation
(see left inset of �gure 4.8), one can clearly see that no quasiparticles can tunnel from one
electrode to the other. However, under high frequency irradiation (emitted noise by the
environment), quasiparticles can absorb photons of energy hν = (2∆− e|VD|), which gives
them enough energy to tunnel through the tunnel barrier. This leads to the appearence
of a small step of photo-assisted current, which corresponds to photons emitted by the
environment. A source sample can eventually be placed in this environment as we will see
later on.

IPAT (|VD| < 2∆/e) =

∫ ∞
0

dν
( e

hν

)2

SV (−ν)IQP,0(VD +
hν

e
)

Absorption noise sensitive region |VD| > 2∆/e In this case, a �nite quasiparticle
current �ows through the junction and is mostly due to elastic tunneling processes. In
addition, quasiparticles can inelastically tunnel and emit photons at energy hν = e|VD| −
2∆. These inelastic events happen only if these photons are absorbed by the environment
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(see right inset of �gure 4.8). One then probes the capability for the environment, to
absorb energy (absorption noise). The quasiparticles current is decreased and a negative
step is seen in the I(V).
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Figure 4.8: Black curve: Current voltage characteristic of a typical SIS junction. Green
curve : calculated IV curve of the detector under irradiation giving rise to photoassisted
tunneling current IPAT . Below the gap, the detector is emission sensitive. Above the gap,
the detector is mainly absorption sensitive. The amplitude of the PAT current is arbitrarily
increased for the purpose of clarity. Schematic drawings correspond to semiconducting
representations of the SIS junction when it is voltage biased below or above the gap.
Below the gap a photon emitted by the environment allows the tunneling of a quasiparticle
from one superconductor to the other (positive PAT current). Above the gap a photon
absorbed by the environment decreases the overall tunneling rate of quasiparticles from
one superconductor to the other (negative PAT current).

4.4 Conclusion

In this chapter, we have demonstrated that under certain conditions a SIS junction can
be used as a good quantum noise detector able to distinguish between emission and ab-
sorption processes. The principle is based on inelastic tunneling of quasiparticles which is
enhanced in presence of a noisy environment. The theoretical analysis of such detector is
based on P (E) theory which quanti�es tunneling rates modi�cations induced by the noisy
environment.
In the following, we experimentally incorporate a noise source in the environment of an
SIS junction to measure its out-of equilibrium noise properties.



Chapter5
High Frequency Measurements with an

On-chip Resonant Circuit

In this chapter we show that by incorporating the quantum detector and the tested de-
vice, a Josephson junction, in an on-chip superconducting resonant circuit it is possible
to detect the emission and absorption noise of the resonator at equilibrium and the excess
noise of the probed device at the resonance frequencies. In particular, at the frequencies
probed in the experiment, at low temperature the resonator does not emit noise wheras it
shows absorption noise related to its zero point �uctuations. This technique also allows a
direct extraction of the excess noise spectral density of quasiparticles tunneling through a
Josephson junction at 28.4 and 80.2 GHz, the resonance frequencies of the resonator. We
also demonstrate that the complex conductance at �nite frequency of the system coupled
to the detector via the resonant circuit can be extracted from the measurement of the I(V )
characteristic of the detector. The real and imaginary part of the complex conductance are
measured at the resonance frequencies of the resonator and exhibits frequency dependent
singularity related to the superconducting density of states.

After a short motivation section on the choice of the coupling circuit (section 5.1), the
section 5.2 of this chapter is devoted to the description of the experimental setup and
its modelling. It allows to determine the parameters a�ecting the resonance frequencies
and quality factors of the resonant circuit. Section 5.3 is devoted to the measurement of
the complex quantum conductance of a Josephson junction at �nite frequency. We then
present in section 5.4 the separate measurement of the emission and absorption noise in
the quantum regime of the superconducting resonant circuit at equilibrium and discuss
the limitation of the detection scheme. Finally, section 5.5 expose the extraction of the
emission noise power of quasiparticles tunneling through the Josephson junction.
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5.1 Choice of the coupling geometry

An important issue of the experiment is the coupling of the detector to the noise source. In
the following we remind the previously used capacitive coupling [9,74,75,101] to motivate
our choice of the resonant circuit.
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Transimpedance We know from chapter 4 that the SIS detector is sensitive to voltage
noise of the environment where a noise source may be introduced. In this case, the current
�uctuations SI(ν) generated by the noise source couples to the detector via an on chip
coupling circuit characterized by the transimpedance Zt(ν). This transimpedance quanti�es
the link between voltage noise SV (ν) appearing accross the detector and current noise
generated by the source so that

SV (ν) = |Zt(ν)|2SI(ν). (5.1)

In order to get a reasonable amount of photo-assisted tunneling current through the de-
tector it is then of great interest to use a coupling circuit with a large transimpedance1.

Capacitive coupling By using a capacitive coupling as shown in Fig.5.1, the source and
detector can be DC biased independently while ensuring a reasonable and quasi frequency
independent coupling at high frequency [9,75,106]. Typical values for the transimpedance
that have been reached is |Zt| ∼ 200Ω [110]. However this value saturates due to the
unavoidable coupling to ground and the deconvolution of the frequency dependence of
noise is di�cult.

Figure 5.1: Sketch of a typical sample where source and detector are capacitively coupled.
Coupling capacitances are denoted by CC . Resistors R and shunt capacitances CS isolate
the circuit from the external world and play a fundamental role in the coupling e�ciency.

Resonant coupling We choose to use an on-chip resonant circuit instead. In this case,
the coupling is only e�cient at the resonance frequencies of the coupling circuit but the
transimpedance value is proportional to the quality factor of the cavity. In our experiment
we had typically |Zt| > 1000Ω on resonance.

5.2 Sample Fabrication and Modelling

In the following, we present the sample and model it to extract the parameters responsible
for coupling strength limitation. Ideas to improve the coupling will be proposed.

1However the transimpedance mustn't be too high for the noise detection scheme works (see chapter
4).
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5.2.1 Sample Fabrication

The device probed in this experiment consists of two coupled coplanar transmission lines.
Each transmission line is connected to the ground plane via a small superconducting tunnel
junction of size 240×150 nm2 and consists of two sections of same length l but with di�erent
width, thus di�erent characteristic impedance Za ≈ 110Ω and Zb ≈ 25Ω (Fig. 5.2). Due
to the impedance mismatch the transmission line acts as a quarter wavelength resonator,
with resonances at frequency νn = nv/4l = nν1, where v is the propagation velocity and
n an odd integer [111]. The two transmission lines are fabricated close to one another to
provide a good coupling at the resonance frequencies and are terminated by two on-chip
Pt resistors (150µm × 2µm × 30nm) in parallel 2REnd = 826Ω. The junctions have a
SQUID geometry with di�erent areas and small geometrical inductance to tune separately
their critical currents with a magnetic �ux. The junctions and the resonator are fabricated
in aluminum (Al(30nm)/Al2O3/Al(50nm), superconducting gap ∆ = 260µeV) on a high
resistivity oxidized silicon wafer. The system is thermally anchored to the cold �nger of a
dilution refrigerator of base temperature 20 mK and measured through �ltered lines with
a standard low frequency lock-in ampli�er technique. In the following we call one junction
the detector junction and the other the source.

Source

SIS 
detectorA

VD

A

VS

l

Superconductor

Impedance ZaZb

REnd

REnd

l

a

b

c

1µm

a

Figure 5.2: Sketch of the sample, with a = 5µm, b = 100µm, c = 5µm and l = 1mm.
The two transmission lines are terminated by two on-chip Pt resistors in parallel resulting
in REnd = 413Ω. The SIS junctions are made by shadow angle evaporation and have a
SQUID geometry with di�erent area in order to tune their Josephson currents.

5.2.2 Coupled transmission lines description

In this section we model the two coupled transmission lines and introduce the impedance
matrix describing the coupling circuit between the source and the detector.



5.2 Sample Fabrication and Modelling 61
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Figure 5.3: Model circuit used to extract the eigen frequencies of the two coupled trans-
mission line resonators and estimate the quality factors. The system is considered as a 4
ports circuits. The ports are denoted E1,E2,E3and E4. The source junction is connected
to the port E1 and the detector to the port E2. The impedances of ports E3 and E4 are
resistors REnd. Section a and b have di�erent values of distributed inductance and capac-
itance leading to an impedance mismatch in x = l. The values are �xed by the geometry
and the choice of materials.

The sample is modelled as two distributed LC transmission lines capacitively and in-
ductively coupled via the distributed coupling capacitance CC and the distributed mutual
inductance M as shown in Fig.5.3. Both transmission lines have an impedance mismatch
at x = l. We call V1(x) and V2(x) the voltages developping along the transmission line 1
(top) and 2 (bottom) and i1(x) and i2(x) the currents �owing into these same lines. The
equations of propagation along the line 1 read at frequency ν = ω/2π:{

d2V1

dx2 = Γ2
+V1 + Γ2

−V2
dV1

dx
= −jωL′i1 − jωMi2

(5.2)

with L′ = LRLoss/(RLoss+jωL), Γ2
+ = jωL′.jω(C+CC)+jωM.jωCC , Γ2

− = jωM.jω(C−
CC)−jωL′.jωCC and j2 = −1. RLoss is the value of the distributed resistance of the trans-
mission line, L the distributed inductance and C the distributed capacitance. The equation
for line 2 can be deduced by exchanging 1 and 2 in the previous expressions.

Eigen modes of the resonator

We now introduce the eigen modes of the resonator which are even and odd modes de�ned
respectively as VE = (V1 + V2)/2, VO = (V1 − V2)/2, iE = (i1 + i2)/2 and iO = (i1 − i2)/2 .
One can then read V1 = VE + VO and V2 = VE − VO. The previous equations simplify to :
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d2VE
dx2 = Γ2

EVE; d
2VO
dx2 = Γ2

0VO

dVE
dx

= −jω(L′ +M))iE; dVO
dx

= −jω(L′ −M))iO

(5.3)

with Γ2
E = jω(L′ +M).jωC and Γ2

O = jω(L′ −M).jω(C + 2CC). From these relations we
deduce that, neglecting the loss in the resonator, for the even mode the e�ective induc-
tance is Leff,E = L + M and the e�ective capacitance is Ceff,E = C. For the odd mode
the inductance is Leff,O = L −M and the capacitance is Ceff,E = C + 2CC . For each
section of the transmission line we have numerically (using Sonnet software) computed
the characteristic impedance Z =

√
Leff/Ceff and the velocity v = 1/

√
LeffCeff of the

even and odd mode 2 and extracted from them the value of the parameters of the resonant
circuit (table 5.1). With those parameters it is possible to compute the impedance of the
resonant circuit.

Parameters La Lb Ma Mb

values 1.047µH/m 0.283µH/m 0.615µH/m 0.117µH/m

Parameters Ca Cb CC,a CC,b
values 43.7pF/m 182.5pF/m 61.1pF/m 125.8pF/m

Table 5.1: Values of the distributed inductance and capacitance of the resonator calculated
from the geometry of the system (Fig.5.3).

Impedance matrix

In the experiment, the junctions impedance can be changed in-situ by a dc voltage bias.
Other parameters of the sample such as end resistances REnd, loss RLoss in the transmission
line or source/detector coupling are �xed by the geometry and the choice of materials. The
circuit can then be modelled by a 2×2 matrix which relates currents iS and iD to voltages
VS and VD appearing at the source and detector port (Figure 5.4). This matrix reads :

(
VD
VS

)
=

Impedance matrix︷ ︸︸ ︷(
Zr Zt
Zt Zr

)
.

(
iD
iS

)
(5.4)

where Zr is the complex impedance of the transmission lines resonator and Zt is the
transimpedance which quanti�es the coupling between the junctions. The experiment
allows to determine the real part of the impedance seen by the detector Re[Z(ν)]. In the
following, we describe how this can be done and highlight the link of this quantity with
the elements of the matrix impedance.

2The values of the velocity for even and odd modes are very close to each other. It results the coupled
lines must be seen as a single resonator where the resonance frequencies are only �xed by the impedance
mismatch.
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Figure 5.4: Circuit used to model the source and the detector coupled by the resonator.
The coupling is modelled by a two channels HF circuit on which are connected the detector
and the source junctions. This circuit is characterized by an impedance matrix.

5.2.3 Experimental extraction of Re[Z(ν)] and relation with the
matrix impedance

The I(V ) characteristic of a small Josephson junction depends on the impedance of its
electromagnetic environment [11]. We use this to calibrate the impedance seen by the
detector, which will be used as a ac current source in the following paragraph .

Principle

As measured by Holst et al. [111], in the particular case of a Josephson junction coupled
to a superconducting transmission line resonator, current peaks in the I(V) of the junction
appear in the subgap region VD < 2∆/e due to the excitation of the resonator modes by
the ac Josephson e�ect [112, 113]. These resonances in current are directly related to the
resistive part of the impedance Re[Z(ν)] seen by the detector as:

I(V ) =
I2
C

2

Re[Z(2eV/h)]

V
= eI2

C

Re[Z(ν)]

hν
(5.5)

with IC = π∆/(2eRN) the critical current of the junction, RN = 18.7kΩ the normal
state resistance of the junction [112, 114] and ν = 2eV/h, the Josephson frequency. This
relation is deduced from the e�ect of the electromagnetic environment on the tunneling of
Cooper pairs through the small Josephson junction [11]. Within this interpretation, the
I(V ) characteristic reads [74]:

I(V ) =
πeE2

J

~
(P ′(+2eV )− P ′(−2eV )) (5.6)
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with EJ the Josephson energy and P ′(E) the probability to exchange the energy E during
the tunneling of a Cooper pair. The probability for the environment to absorb energy is
proportional to its dissipative part and follows at high energy the equation :

P ′(+2eV ) =
2

2eV

Re[Z(2eV/~)]

RQ

(5.7)

with RQ = h/4e2 the quantum resistance associated to the tunneling of Cooper pairs.
Finally, the probability to emit energy is linked to the probability to absorb by the detailed
balance relation at temperature T :

P ′(−E) = e
− E
kBT P ′(+E). (5.8)

At very low temperature kBT << E, the probability to emit energy is very small and
can be neglected. Relation 5.7 is valid when EJ × P ′(E) << 1. We compute EJ = ~IC

2e
≈

40µeV . At 2eV = hν1 with ν1 ≈ 28GHz, one obtain that Re[Z(2eV/h)] <<
hν1RQ

2EJ
≈

9400Ω is a su�cient condition for expression 5.7 to be valid. All together these conditions
lead to equation 5.5. Alternatively it can be derived by writing that the dc power provided
by the voltage source to the Josephson junction, I(V )V , is equal to the AC power dissipated
by the resistive part of the environment Re[Z(ν)] due to the AC Josephson e�ect at the
Josephson frequency ν = 2eV/h, Re[Z(ν)]I2

C/2.

Measurement of Re[Z(ν)]

In �gure 5.5, the I(V ) characteristic of the junction is shown in the subgap region for IC
maximized with magnetic �ux. Using Eq.5.5 the subgap resonances allow to extract the
real part of the impedance seen by the junction Re(Z[ν]). It exhibits peaks at frequencies
ν1,2,3 = 28.4, 54.9 and 80.2GHz. With a length l = 1mm the �rst resonance was expected
at 30 GHz. We attribute the di�erence with the measured resonance frequency to the
capacitance of the junction which shifts the resonance. The relatively low quality factors
Qn, typically 10, are related to the unavoidable direct connection of the biasing circuit
to the transmission line. The fact that we see resonances at frequencies νn = nv/4l,
with n not only an odd integer but also an even integer is attributed to the rather small
ratio Za/Zb < 10 of the impedances of the transmission lines. The amplitude of the
peak at 28GHz is equal to 714Ω in agreement with condition of validity of Eq.5.7 i.e.
Re[Z] << 9400Ω. Moreover, we have checked that data corresponding to di�erent values
of EJ (tuned with a small magnetic �ux in the SQUID area) can be rescaled with a factor
independent of V (see Fig.5.6). This good scaling is another proof that we do satisfy
conditions of validity of the P (E) theory within �rst order.

Relation between Re[Z(ν)] and Zr(ν) in the matrix impedance

In this part we address the relation between the measurable quantity Re[Z(ν)] and the
impedance Zr(ν) of the resonator entering in the matrix impedance (Eq.5.4). Approximat-
ing �rst the Josephson junction as a ac Josephson current source of negligible admittance
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Figure 5.5: Lower curve : I(V ) dc characteristic of the detector junction in the subgap
region with IC maximized by adjusting the magnetic �ux. Upper curve : the real part of
the impedance seen by the detector junction, extracted from the previous curve using Eq.
5.5, exhibits several resonances with quality factor ≈ 10.
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Figure 5.6: (a) dI/dVD characteristics of the detector in a subgap position for di�erent
values of the Josephson current IC (tuned by a small magnetic �ux applied to the SQUID).
(b) Same curves rescaled to the �rst peak amplitude. All the rescaled curves have the same
behaviour. This is expected from equation 5.5 and is an evidence of its validity.
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we �nd that the presence of the impedance YS at the end of line is responsible for a
reduction of the impedance of the resonator:

Zr,eff (ν, YS) = Zr(ν)− YS(ν, VS)Zt(ν)2

1 + YS(ν, VS)Zr(ν)
. (5.9)

However, the detector does not behave as a pure ac Josephson current source and one also
has to consider its �nite admittance YD. This leads to a measured Z(ν) which reads (see
�gure 5.7):

Z(ν) =
Zr,eff (ν, YS)

1 + YD(ν)Zr,eff (ν, YS)
(5.10)

YD

YS

IJ

VD

VS

iD

iS

IJ

CJ

RJ

Figure 5.7: Modelling of the ac currents and voltages through and accross the resonator
in the Re[Z(ν)] measurement. The measured impedance seen by the detector depends on
two parameters which are the admittance of the detector YD (RC parallel circuit) and the
e�ective impedance of the resonator Zr,eff . This latter quantity does itself depend on Zr
and the source impedance YS via the transimpedance Zt (see text).

Limit in which Z(ν) is equivalent to Zr(ν)

When computing Z for small real admittances YD(ν) and YS(ν) (YD,S << 1/Zr, 1/Zt which
is the case in the experiment) one easily �nds that Z ≈ Zr. On the other hand when YS(ν)
and YD(ν) are pure capacitances YS(ν) = YD(ν) = jCJ2πν, Z exhibits resonances shifted
compared to the original Zr with identical amplitudes and quality factors. In general, a
precise analysis of Z yields information on the impedance of the source. This is exploited
in section 5.3.

5.2.4 Parameters in�uencing Z(ν)

In this part we address the in�uence on the real part of the impedance seen by the detector
Re[Z(ν)] of di�erent parameters : loss in the transmission line RLoss, end resistance REnd,
impedance of the source ZS and the detector ZD.
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In�uence of linear loss along the transmission line resonator

To understand how RLoss in�uences the resonator we plot as a function of frequency ν
and di�erent loss RLoss, the quantity Re[Z(ν)] (�gure 5.8). These curves are shown in the
intermediate regime of loss RLoss ≈ Lω. It corresponds to the crossover regime between a
non dissipative and a dissipative transmission line. When RLoss >> Lω, the system is non
dissipative and exhibits a sharp resonance. When RLoss << Lω, the transmission line is
dissipative and does not exhibit any resonant behaviour. In the intermediate regime the
increase of RLoss leads to an increase of the peak amplitude. The qualitative behavior of
the in�uence of RLoss is the same for each frequency.
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Figure 5.8: Real part of the impedance seen by the detector junction Re[Z(ν)] as a function
of frequency for di�erent loss RLoss(MΩ/m) along the transmission lines. The impedances
of each channels are �xed to ZS = ZD = REnd = 10MΩ and the parameters of the
transmission line are given in table 5.1

In�uence of REnd

We study the response of the resonator as a function of REnd (�g.5.9). When this resistance
is high (typically 1kΩ), the resonator exhibits strong resonant peaks at frequencies de�ned
by the geometry (30 and 90 GHz). The amplitudes of the main peaks are almost constant(≈
800Ω) when the resistance REnd is higher than 800Ω. The saturation comes from �nite
loss introduced into the calculations. If REnd is lower than 800Ω the amplitude of the
peaks goes down and the peaks split when REnd ≤ 15Ω. This latter case corresponds to
the resonant circuit being short-circuited in E3 and E4. The resonator is then drastically
perturbed and resonates at eigen frequencies determined by the impedance mismatch at
x = 2l leading to eigen frequencies two times smaller than the original ones. From these
results we conclude that REnd has a critical value (≈ 800Ω) above which the amplitude of
the resonances saturates to the value determined by the intrinsic losses.
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Figure 5.9: (a) 3D graph of Re[Z(ν)] as a function of frequency and resistance at the end
of the transmission lines REnd. The other parameters are �xed to ZS = ZD = 10MΩ,
RLoss = 1.4MΩ/m around ν1, RLoss = 5.5MΩ/m around ν2, RLoss = 10MΩ/m around
ν3. (b) Re[Z(ν)] as a function of frequency for several resistances REnd with the same
conditions.

In�uence of the impedance of the junctions

We now study the in�uence of ZS and ZD on the resonator. In the �rst case we consider
REnd = 10MΩ, RLoss = 1.4MΩ/m around ν1, 5.5MΩ/m around ν2 and 10MΩ/m around
ν3 and study the in�uence of ZS considered as a pure resistor ZS = RJ . We have represented
in a three dimensional graph, Re[Z(ν)] as a function of frequency and RJ (�g.5.10). We
�nd that when RJ ≈ 0, no resonant peaks are observed. When RJ increases, broad peaks
appear and get sharper. Both amplitude (Re[Z]max ≈ 800Ω at ν1) and quality factors
(QMax ≈ 10) saturates at high impedance(ZJ > 6kΩ) corresponding to the intrinsic losses
of the lines. The eigen frequencies are una�ected by RJ .

When ZS is a capacitance CJ in parallel with RJ = 10MΩ, we have ZS = Re[ZS] +
iIm[ZS] with Re[ZS] = RJ/(1 + (RJCJω)2) and Im[ZS] = −R2

JCJω/(1 + (RJCJω)2)
with ω = 2πν. We plot in �g.5.11a a three dimensional graph of Re[Z(ν)] as a function of
frequency and CJ . The position in frequency of the resonant peaks shifts to lower frequency
when the value of CJ is increased and their amplitudes slightly decrease. This corresponds
to well known e�ects in resonant circuit i.e. a real admittance (Re[1/ZS]) at the end of a
resonator a�ects quality factors while imaginary part (Im[1/ZS])shifts resonances.

5.2.5 Comparison with the experiment

We now propose to �t the experimental curve of Re[Z(ν)] with the model previously
described (Fig.5.12). This can be done in two ways.

1. First we can consider the experimental parameters REnd = 413Ω, RJ = 10MΩ and
CJ = 7fF . With these parameters, it is necessary to introduce losses along the trans-
mission line RLoss(ν1) ≈ 1.36MΩ/m, and RLoss(ν3) ≈ 10, 15MΩ/m to reproduce the
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Figure 5.10: (a) 3D graph of Re[Z(ν)] as a function of frequency and dissipative impedance
RJ in position E1 and E2. The other parameters are REnd = 10MΩ, RLoss = 1.4MΩ/m
around ν1, RLoss = 5.5MΩ/m around ν2, RLoss = 10MΩ/m around ν3.(b) Re[Z(ν)] as a
function of frequency for several junction resistances RJ with identical conditions.
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Figure 5.11: (a) 3D graph of Re[Z(ν)] as a function of frequency and the junctions
capacitance CJ (in parallel with resistor RJ = 10MΩ). The other parameters are
�xed to REnd = 10MΩ, RLoss = 1.4MΩ/m around ν1, RLoss = 5.5MΩ/m around ν2,
RLoss = 10MΩ/m around ν3.(b) Re[Z(ν)] as a function of frequency for several junction
capacitances CJ in the same conditions.
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amplitude of the peaks. At the same time the quality factors are approximately 2
times higher than in the experiment. These losses are unphysical because aluminum
and the low doping substrate used in the experiment are not known for exhibiting
such amount of losses.

2. We can �t the experimental data by taking an e�ective R∗End without intrinsic losses.
The �t reproduces the peak amplitude with R∗End = 59Ω near ν1 and R∗End = 50.5Ω
near ν3. The quality factor discrepancy is still of a factor ≈ 2. This points out the
di�culty to take into account all the dissipation source in our model.

The e�ective value of the end resistor is smaller than expected (R∗End << REnd) due to
unwanted capacitive coupling to the ground.
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Figure 5.12: Black full lines : experimental Re[Z(ν)] seen by the detector. Red dashed
curves : �t obtained by considering RLoss = ∞ and an e�ective R∗End (R

∗
End = 59Ω near

ν1 and R∗End = 50.5Ω near ν3 ) without dissipation. Blue dotted curves : �t obtained
by considering REnd = 413Ω with �nite dissipation (RLoss = 1.36MΩ/m near ν1 and
RLoss = 10.15MΩ/m near ν3 ).

5.2.6 Dependence of the source/detector coupling Zt with inter
transmission lines distance

The source/detector coupling is given by the transimpedance Zt which relates the volt-
age accross the detector to the current �owing through the source. The transimpedance
presents peaks at the same frequencies as Re[Z] and amplitudes depend strongly on the
distance c between the transmission lines (see �gure 5.13). For ν1 (respectively ν3) the
transimpedance decreases monotonously from 580Ω (500Ω) to 350Ω (300Ω) while the dis-
tance c varies from 1 to 7µm. For the same interval of c the amplitude of the peaks of
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Re[Z] are una�ected while the quality factor is slightly lowered. This may be explained
by a smaller con�nement of electric �eld lines between the lines.
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Figure 5.13: (a) and (b) Re[Z(ν)] as a function of frequency for di�erent inter-transmission
lines distance c respectively around ν1 and ν3. (c) and (d) Modulus of the transimpedance
|Zt| source/detector as a function of frequency for di�erent inter-transmission lines distance
respectively around ν1 and ν3.

5.2.7 Proposals to improve the coupling circuit

Here are several ideas to improve the resonant cavity quality factor:

1. Inductance at the end of line LEnd: By using an inductance at the end of line
instead of the resistor REnd we should improve the coupling. Indeed whereas REnd

is frequency independent, the impedance of an inductance increases with frequency
ZL = j2πLν and thus isolates more the sample from the high frequency components
of the external environment. Of particular interest is a kinetic inductance LK made
out of a very thin layer of Aluminum. For a 150nm wide, 2µm long and 80nm thick,
one would have LK = 14nH and thus an impedance |Z| = 420Ω at 30GHz [115].

2. Interdigit of the two large sections: By interdigiting the large section of the res-
onator together with the ground plane, one should be able to increase the impedance
mismatch at x = l and accordingly improve the coupling.

3. Resonator made out of Niobium: Niobium has a larger gap than Aluminum
and should, as a result, exhibit less loss than Aluminum and allows to probe higher
frequencies.
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4. Sapphire substrate: It is known from the high frequency community than saphire
substrate exhibit much less high frequency loss than typical Si substrates. Interest-
ingly sapphire has a low electrical conductivity and a good thermal conductivity.

5. ...

Some of these ideas have been tested during this thesis. Further studies are still neces-
sary.

5.2.8 Conclusion

We have modelled the resonant coupling circuit and compared our results
to experimental data. It allowed us to qualitatively understand the role
of several sample parameters on the e�ciency of the coupling circuit. The
impedance at the end of the resonator is found to be a critical parameter.

5.3 High Frequency Admittance Measurement with an

On-chip Resonant Circuit

In this part, we show how, using the setup described previously, one can measure the
bias dependence of the complex admittance of the source YS = Re[YS] + iIm[YS] at the
resonance frequencies of the resonator. In the following, Re[YS] is called the quantum
conductance and Im[YS] the quantum susceptance of the source [116�118].

5.3.1 Principle of the experiment

We have derived in section 5.2.3 the relation 5.10 between the impedance seen by the
detector and the admittance of the source junction YS. By measuring the dependence of
Re[Z(ν)] vs the bias voltage VS of the source junction we can determine YS(VS). Here-
after we will assume the measured impedance Z(ν) can be approximated as Zr(ν) shifted
by a quantity proportional to the geometrical capacitances of the junctions (source and
detector). The sensitivity of the experiment is calculated by using equation 5.10 and by
assuming the resonant peaks of Z(ν) and Zt(ν) extracted from the experiment can be ap-
proximated by a sum of Lorentzian functions centered around resonant frequencies of the
resonator so that:

Z(ν) =
n∑
i=0

Zi
1 + jαi(ν − νi)

(5.11)

Zt(ν) =
n∑
i=0

Zt,i
1 + jβi(ν − νi)

(5.12)
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with νi the ith eigen frequency, Zi and Zt,i the amplitude of the resonance and αi and βi
�tting parameters corresponding respectively to the width of the resonances of Z(ν) and
Zt(ν) at frequency νi.

We present in the top panel of �gure 5.14 calculated curves of Re[Z(ν)] for di�erent
values of the real part of the admittance YS (Im(YS) is �xed to its geometrical value
jCJ2πν) around ν1 (Fig.5.14). As expected, increasing Re[YS] reduces the amplitude and
the quality factor of the resonance. This behaviour is roughly linear with respect to a
moderate increase of Re[YS]. The in�ection point of the Lorentzian peak, denoted by
the horizontal dashed arrow, is not a�ected by Re[YS] changes. Bottom pannel of �gure
5.14 describes the impedance seen by the detector junction for di�erent imaginary part of
the admittance of YS (Re[YS] is �xed to 0). The main e�ect is a shift of the resonance
frequency with a displacement proportional to Im[YS]. On the other side, both amplitudes
and quality factors are nearly unchanged.
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Figure 5.14: Calculated evolution of Re[Z(ν)] as a function of the real Re[YS] (top panel)
and imaginary Im[YS] (bottom panel) components of the source junction impedance near
ν1. The calculations are done by using the best Lorentzian �ts of the experimental curves of
Re[Z] and |Zt|. The speci�c point denoted by the horizontal dashed arrows is not a�ected
by Re[YS] changes while it is very sensitive to changes of Im[YS]. Even far from resonance,
in�uence of Re[YS] on quality factors is visible as shown by the dashed vertical arrows.
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5.3.2 Sensitivity of the detector to the high frequency admittance
of the source

From the previous subsection, we conclude that by measuring the shape and position of the
resonances we can access the bias dependence of the real and imaginary part of YS. This
is exploited in the following using the detector in the ac Josephson regime as a generator
like in section 5.2.3. In the experiment the quality factors are low, the amplitude of the
peaks are weak and the voltage biasing is not perfect. To increase sensitivity we ac bias the
source and measure the resulting signal on the detector with a lock-in ampli�er technique.
In the following we compare two di�erent techniques we used to determine Re and Im[YS]
as a function of VS by using the detector either in a voltage or a current bias mode. In
both cases we modulate the source voltage VS and measure by lockin detection either the
induced current modulation ∂ID/∂VS or voltage modulation ∂VD/∂VS on the detector.

Voltage biased detector

We describe the sensitivity of the detector to a variation ofRe or ImYS by 2 coe�cients: SiRe
and SiIm respectively equal to ∂Re(Z)/∂ReYS and ∂Re(Z)/∂ImYS. The current response
of the detector to a low frequency modulation of VS is then:

∂ID
∂VS

=
∂ID

∂Re(Z)

[
SiRe

∂ReYS
∂VS

+ SiIm
∂ImYS
∂VS

]
(5.13)

∂ID/∂Re(Z) can be calculated using Eq.5.5 and is equal to eI2
C/hν (see part 5.2.3) with ν

the Josephson frequency 2eVD/h associated with the bias of the detector. The quantities
SiIm, S

i
Re can be calculated and are plotted in �g.5.15 as a function of the frequency in

the vicinity of the fundamental mode of the resonator. As expected SiRe is maximum at
resonance whereas SiIm is equal to zero. On the other hand SiIm is maximum at the in�exion
point of the resonance. Unfortunately the stability of the detector is not excellent and it was
not possible to adjust precisely the detection frequency at these optimum points. A better
accuracy was obtained on the detection of ∂ReYS/∂VS when the detector was polarized
below the in�exion point of the resonance denoted by vertical dashed arrows (bottom of
the peaks) in �gure 5.15 a. For this bias value of the detector, the contribution of Im[YS]
is lower than the contribution of Re[YS] by a factor 0.56.

Current biased detector

A better sensitivity for the determination of ∂Im[YS]/∂VS is obtained by current instead
of voltage biasing the detector and measuring voltage. The current value is adjusted on
the side of the investigated resonance peak (taking advantage of the hysteresis behavior of
VD(ID)). The quantity measured is then the derivative of the dc voltage across the detector
versus the bias voltage of the source ∂VD/∂VS with a lock-in detector. It is related to the
admittance of the source as follows :

∂VD
∂VS

=
2e

h

[
SvRe

∂ReYS
∂VS

+ SvIm
∂ImYS
∂VS

]
(5.14)
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Figure 5.15: (a) Voltage biased detector: calculated sensitivity of Re[Z] to the real and
imaginary part of the admittance of the source YS as a function of the detector bias
near ν1. (Fixing the voltage bias of the detector VD is equivalent to �x the measurement
frequency ν). The sensitivity to the imaginary part in the voltage biased con�guration
(see text). SiIm is either positive or negative depending on which side of the resonance the
measurement is done. It is zero at the resonance frequency. The sensitivity to the real
part SiRe is maximum at the resonant frequency. Far from resonance, the vertical dashed
arrows denotes the chosen detector position where SiRe is greater than S

i
Im. (b) Current

biased detector: The voltage measured on the detector is proportional to the frequency.
Its sensitivity to Im and ReYS as a function of the current bias of the Josephson junction
is shown around the �rst resonance ν1. The sensitivity to the imaginary part in the current
biased con�guration SvIm is almost constant along the resonance peak. The sensitivity to
the real part SvRe is zero at points denoted by vertical dashed arrows. At these points the
detector is thus only sensitive to Im[YS].
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Where the quantities SvRe = ∂ν/∂ReYS, and SvIm = ∂ν/∂ImYS describe the voltage
sensitivity of the detector (in frequency units) to a variation of Re and ImYS. They are
depicted in Fig.5.15b as a function of the current bias on the detector.

From the analysis of these curves, we conclude that by current biasing the detector at
the in�ection point of the resonant peaks we measure a signal only proportional to Im(YS),
the imaginary part of the source junction. This position is denoted by the arrows in �gure
5.15b.

5.3.3 High frequency admittance of the Josephson junction

In the following we show how one can deduce the full bias dependence of the complex
admitance of a Josephson junction [118] at the eigen frequencies of the resonator. There are
two contributions to the measured signals (∂ID/∂VS or ∂VD/∂VS). Beside the contribution
of the bias dependent admittance of the source we have to consider the �nite frequency shot
noise contribution which can be measured independently (see section 5.5) and thus removed
from the data 3. We �nally integrate the signal function with respect to VS and deduce
Re and ImYS using the coe�cients Si and Sv calculated previously. The bias dependent
quantum conductance GQ(VS) and susceptance BQ(VS) of the Josephson junction are thus
measured at the two frequencies ν1 and ν3 depending on which peak the detector is biased
(see �gure 5.16 b). It can be compared to the theoretical expressions derived in [117]:

GQ(VS) = e
2hν

[IQP (VS + nhν/e)− IQP (VS − nhν/e)]
BQ(VS) = e

2hν
[IKK(VS + nhν/e) + IKK(VS − nhν/e)− 2IKK(VS)] (5.15)

where IQP (VS) is the I(V) characteristic of the junction close to the gap and IKK(VS)
the Kramers-Kronig transform of IQP (VS) , de�ned as :

IKK(VS) = P

∫ ∞
−∞

dV ′0
π

IQP (V ′S)− V ′S/Rn

V ′S − VS
. (5.16)

Rn is the normal state resistance of the junction and P represents the Cauchy principal
value.

We plot in �gure 5.16b, the theoretical and experimental curves obtained for the mea-
sured Josephson junction.

Concerning the quantum conductance Re[YS], the result of the experiment is accurate
concerning the positions of the observed steps at frequencies ν1 and ν3. On the other hand
the experimental data exhibit a large dip in the interval I1 = [2∆/e−hν1/e, 2∆/e+hν1/e].
We attribute the di�erence between the measurement and the theoretical prediction to a
direct cross talk between the source junction and the detector in VS = 2∆/e and to a
non-zero sensitivity to the imaginary part of the junction admittance. For frequency ν3,

3To remove the noise contribution we assume that for VS >> 2∆/e, the quantum admittance is constant
and thus its derivative is zero. The noise, however leads to a constant value in the measured signal. We
can thus subtract the contribution of the emission noise.
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the detection is less sensitive and the cross talk in VS = 2∆/e is not visible anymore.
The quantum conductance extracted is thus more reliable in the interval I3 = [2∆/e −
hν3/e, 2∆/e + hν3/e] than for ν1 but the experimental value is approximately 2 times
smaller than the expected one. We attribute this di�erence to a lack of sensitivity of the
detector at this frequency. On the other hand we also obtain a good agreement between
theory and experiment for the order of magnitude of the susceptance and the positions in
VS of the singularities. However, the exact theoretical shapes are not recovered.
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Figure 5.17: (a) Experimental dVD/dVS curves obtained by current biasing the detector at
the middle edge of the resonant peaks ν1 and ν3 and measuring the detector voltage mod-
ulation versus the voltage bias of the source. (b) Experimental and theoretical quantum
susceptance, near the quasiparticles branch, obtained after removing the emission noise
contribution and numerical integration in VS.
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5.3.4 Conclusion

We have presented a semi-quantitative way to measure the high fre-
quency admittance of a high impedance nanodevice, the Josephson junc-
tion. The technique described above can be used to probe other relatively
resistive mesoscopic devices at high frequency.

5.4 Equilibrium Noise Measurement with an On-chip

Resonant Circuit

In this section we show how using the same setup described above, one can measure the
high frequency quantum noise of the resonator at equilibrium. The noise detector is one
of the two superconducting SIS junctions and the principle of detection is based on photo-
assisted tunneling as presented in the theoretical part of this thesis (see section 4.3). The
I(V ) characteristic of the detector is modi�ed by the resonator. This allows to extract the
noise properties of the resonant circuit at equilibrium as we will see in this section.

5.4.1 Theoretical expectation for the noise of the resonator

According to the Quantum Fluctuation-Dissipation Theorem (QFDT), the voltage �uctu-
ations of a resistive circuit at equilibrium of impedance Z(ν) reads [7, 119]:

SV (ν, T ) = 2Re[Z(ν)]h|ν|
× {nB(h|ν|)Θ(−ν) + [nB(h|ν|) + 1]Θ(ν)}

=
2Re[Z(ν)]hν

1− exp (−hν/kBT )
(5.17)

with nB(h|ν|) the Bose-Einstein occupation factor at energy h|ν| and Θ(ν) the Heaviside
step function. This formula describes the crossover between thermal noise at low frequency
and quantum noise related to the zero point �uctuations of the electromagnetic �eld at
frequency higher than kBT as already mentioned in the theoretical section 3.2.1. In the
speci�c case of the resonator, the resonances seen in Re[Z(ν)] at νn give rise to noise peaks
at frequencies +νn (absorption, with νn > 0) and −νn (emission). At low temperature
only peaks in absorption are predicted whereas when the temperature increases peaks in
emission should appear.

5.4.2 Measurement of dID/dVD as a probe of voltage noise SV

We have seen in a previous section that the subgap I(V ) characteristic of the detector (low
bias in the ac Josephson e�ect range) is modi�ed by the resonant environment. Hereafter
we also demonstrate that the resonant circuit coupled to the junction has also an e�ect
on the quasiparticles branch of the detector. To probe more conveniently this e�ect the
magnetic �ux is adjusted in order to minimize the critical current of the detector. We
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measure the dI/dV rather than I(V ) characteristic of the detector junction (Fig. 5.18a)
to increase the sensitivity of the experiment. At low temperature, on top of the expected
dI/dV curve of the detector, we see peaks (denoted by arrows on �gure 5.18) at bias
voltages eVD = 2∆ + hνn with νn the resonance frequency of the circuit coupled to the
detector. These peaks are not detected for bias voltage below 2∆. This is not true at
higher temperature where a peak at eVD = 2∆− hν1 appears and grows with temperature
between 20mK and 1K. The position in VD of the peaks changes due to the temperature
dependence of the superconducting gap. Higher temperature were not considered due
to the strong temperature dependence of the SIS detector for T > 1K. These peaks in
the dI/dV characteristics of the detector are attributed to its sensitivity to the voltage
�uctuations of the resonant circuit. Hereafter, we treat the data to extract emission and
absorption noise power at the resonance frequencies of the on-chip circuit.

5.4.3 Extraction of the equilibrium noise of the resonator

The noise extraction is based on eq.4.39 demonstrated in the theoretical part of this thesis
(see section 4.3). This formula relates the photoassisted tunneling current IPAT appearing
through the device to the noise spectrum SV (ν) accross the detector. We remind here this
expression:

IPAT (VD) = IQP (VD)− IQP,0(VD)

=

∫ ∞
0

dν
( e

hν

)2

SV (−ν)IQP,0(VD +
hν

e
)

+

∫ eVD/h

0

dν
( e

hν

)2

SV (ν)IQP,0(VD −
hν

e
)

−
∫ +∞

−∞
dν
( e

hν

)2

SV (ν)IQP,0(VD).

For VD < 2∆/e only the �rst term in eq. 4.39 is non-zero. For an emission noise peaked
at frequencies −νn approximating the integral by a sum yields :

IPAT (VD) =
∑
n

(
e

hνn

)2

SV (−νn)δνnIQP,0(VD +
hνn
e

) (5.18)

with δνn = 1.06νn/Qn related to the width of the resonance at frequency νn, which can be
extracted from Fig. 5.5 (δνn multiplied by the amplitude of the resonance peak is equal to
the area of the peak). On the other hand for VD > 2∆/e, only the absorption term in eq.
4.39 leads to peaks in dI/dV at VD = (2∆ + hνn)/e :

IPAT (VD) =
∑
n

(
e

hνn

)2

SV (νn)δνnIQP,0(VD −
hνn
e

) (5.19)

From these relations we extract the emission and absorption voltage �uctuations of the
resonant circuit at ν1 = 28.4 GHz for T between 20mK and 1K (Fig.5.18b). To do so
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Figure 5.18: (a) Di�erential conductance dI/dVD of the detector junction at di�erent
temperatures with IC minimized by adjusting the magnetic �ux. The curves are shifted
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noise are denoted by arrows. (b) Dependence versus temperature of the power of voltage
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K.



82 High Frequency Measurements with an On-chip Resonant Circuit

we integrate the corresponding peak in dI/dVD, at VD = (2∆ − hν1)/e for emission and
VD = (2∆+hν1)/e for absorption, to obtain the value of IPAT . One important point for the
absorption part is to substract carefully the baseline due to quasiparticles elastic tunneling
in the dI/dVD curves. This is the main reason why error bars are larger for absorption than
for emission. δν1 = 6.66 GHz is extracted from �g.5.5 and the current IQP,0(V ) is measured
from the I(V ) characteristic of the detector at temperature T . The same treatment can be
done for the absorption noise at ν3 = 80.2Ghz and leads to SV (ν3) = 0.062± 0.005nV2/Hz
between 20 and 700 mK, consistent with the expected value of 0.064nV2/Hz. The emission
noise has not been measured at ν3 because the expected signal is too small at these tem-
peratures to overcome the noise of the experimental setup. In addition, in order to look
at the expected peaks it is necessary to bias the detector to smaller voltages where the
ac Josephson peaks are di�cult to be completely turned o� with the magnetic �ux in the
loop area. The temperature dependence of voltage �uctuations agrees quantitatively with
theoretical predictions (Eq.5.17) using the calibration of Re[Z(ν)] described in the previous
section. Indeed, deep in the quantum regime, when hν1 � kBT , the voltage �uctuations
at equilibrium of the circuit do not exhibit any emission noise whereas as a result of the
zero point �uctuations of the electromagnetic �eld the circuit still shows absorption noise.
In the intermediate regime, when hν1 ≥ kBT we see the crossover to thermal noise.

5.4.4 Conclusion

In conclusion we have shown that by coupling a quantum detector, a
SIS junction, to a resonant circuit it is possible to calibrate and measure
the emission and absorption noise of the resonant circuit at equilibrium.
At low temperature the circuit exhibits only absorption noise related
to the zero point �uctuations of the electromagnetic �eld. At higher
temperature emission noise is also present.

5.5 Out-of-Equilibrium Noise Measurement with an On-

chip Resonant Circuit

The design of the experiment allows to couple a noise source to the detector via the res-
onant circuit. In the following we measure the noise power of quasiparticles tunneling
of the Josephson junction in the quantum regime (hν >> kBT ). We �rst calibrate the
source/detector coupling thanks to the ac Josephson e�ect and �nally measure the quasi-
particles emission shot noise of the Josephson junction.

5.5.1 Calibration of the source/detector coupling |Zt|2 i.e. the
transimpedance

When the source junction is biased it emits noise, which couples to the detector via the
resonant circuit. Consequently the coupling is e�cient only close to the resonance frequen-
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cies of the resonator. In this part, we extract the coupling between source and detector i.e.
the transimpedance Zt(ν). If the detector is voltage biased below the gap, it is essentially
sensitive to voltage emission noise SV (−ν). In this case, part of the current �uctuations
of the source junction go through the coupling circuit. This leads to voltage �uctuations
accross the detector proportional to the transimpedance Zt(ν). This quantity is the ratio
between voltage �uctuations accross the detector and current �uctuations emitted by the
source SV (ν) = |Zt(ν)|2SI(ν). To probe |Zt(ν)|2 the magnetic �ux is adjusted in order
to minimize the critical current of the detector, then the detector is biased in the subgap
region to be sensitive only to emission and we use the ac Josephson e�ect of the source junc-
tion for calibration. On �gure 5.19 the PAT current through the detector versus the source
bias voltage VS is shown at two detector voltages VD1 = 450µV and VD2 = 300µV. In this
regime where the detector is irradiated by the Josephson current at frequency ν = 2eVS/h
the PAT current reads [120] :

IPAT (VD) =
1

4

e2|Zt(ν)|2I2
C

(hν)2
IQP (VD + hν/e) (5.20)

with IC the critical current of the source junction and IQP (VD) the IV characteristic
of the detector. Using this formula we can extract from the PAT current measured at
VD1 the value of the coupling |Zt(ν)|2 (inset of �g. 5.19). It exhibits resonances at the
same frequencies as the resonator. This detection scheme is characterized by a strong
coupling proportional to the quality factor of the resonances of |Zt(ν)|2, for a �nite value of
frequencies. This contrasts with previous experiments using a capacitive coupling between
source and detector [9, 75] which leads to a relatively small coupling over a wide range of
frequencies.

Relation between the measured transimpedance Zt,m and Zt in the matrix
impedance

In previous section 5.2 we have emphasized the di�erence between Z and Zr in the ma-
trix impedance. We now compare Zt,m experimentally measured and Zt in the matrix
impedance. It leads to:

Zt,m =
Zt(ν)

1 + Zr(ν)[YS(ν, VS) + YD(ν, VD)] + YS(ν, VS)YD(ν, VD)[Zr(ν)2 − Zt(ν)2]
. (5.21)

Limit in which Zt,m is identical to Zt

Equation 5.21 describes the evolution of the transimpedance as a function of YS, YD and
Zr. In the case where admittances YS and YD are zero (YS, YD << 1/Zr, 1/Zt), we �nd
that the measured transimpedance is exactly the transimpedance of the impedance matrix.
Indeed, in this case the resonator is only slightly perturbated so that no di�erence can be
seen between these two quantities. In the other limit where YS and YD are large compared
to 1/Z and 1/Zt, the e�ective transimpedance vanishes. This is due to the fact that the
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Figure 5.19: For calibration, we measure the PAT current through the detector versus the
source junction bias VS, when the source is in the regime of ac Josephson e�ect. The curves
are shifted vertically for clarity. VD selects the noise frequencies ν of interest : the upper
curve is taken at VD1 = 450µV, corresponding to ν ≥ (2∆−eVD1)/h = 17GHz whereas the
lower curve, at VD2 = 300µV, corresponds to ν ≥ 53GHz. Inset : Frequency dependence
of the coupling |Zt(ν)|2 deduced from the curve taken at VD1.

resonator is short circuited by the impedance of the source or the detector. We �nally
conclude that di�erences between the amplitude of the e�ective transimpedance measured
and the transimpedance of the resonator alone are small in the case of relatively high
impedance nanodevices. However, as already mentioned, junctions also have capacitances
which shift resonances to lowest frequencies. This resonance shift constitutes the main
di�erence between Zt,m and Zt.

Comparison between Re[Z(ν)] and |Zt(ν)|

In this part we want to adress the relation between Re[Z(ν)] and |Zt(ν)|. First the resonant
frequencies are identical for both quantities (�g.5.20). Second, there is an important di�er-
ence of magnitudes between these two quantities. The scaling factors |Zt|/Re[Z] depend on
the frequency and are 1.65 at ν1, 3.08 at ν2, 2.71 at ν3 and 5.28 at ν4. The determination
of these factors is essential for the calibration of noise measurements applied to another
noise source (assuming than nothing else than the source change from one sample to the
other).
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Figure 5.20: Comparison of Re[Z(ν)] and |Zt(ν)|. Eigen frequencies are almost identical
and the scaling factors |Zt|/Re[Z] depend on the frequency

5.5.2 Out of equilibrium emission shot noise measurement

We have seen in section 5.5.1 that we are able to calibrate the coupling between the
source and the detector. In this section we measure quantitatively the emission noise
associated with the tunneling of quasiparticles when the source junction is biased on the
quasiparticle branch (eVS ≥ 2∆). To do so, we apply a dc voltage bias to the detector
in the emission noise sensitive region (eVD ≤ 2∆) while sweeping the dc voltage source
close to its quasiparticle branch. In addition of this dc voltage is applied a small ac one
(≈ 3µV at 13.33 Hz) and the modulated current through the detector is measured by a
lock-in ampli�er technique. The measured quantity is ∂IPAT/∂VS the derivative of the
photoassisted current with respect to the source bias. Such a detection scheme is not
sensitive to other noise contributions beside the source and increase the sensitivity of the
measurement. The PAT current is obtained by a numerical integration of the signal. It
is shown on �gure 5.21 for two values of detector bias VD1 and VD2. We use eq. 5.18,
with SV (ν) = |Zt(ν)|2SIQP (ν, VS) and δνn the width of the resonances of |Zt(ν)|2 in order
to extract quantitatively the noise spectrum from data in �g.5.21. When the detector is
biased at VD with VD < 2∆/e, only the frequencies higher than (2∆ − eVD)/h have to
be considered in the sum. Consequently for VD = VD1 the detector is mainly sensitive to
the noise at frequencies ν1 and ν3, whereas for VD = VD2 only the noise at frequency ν3 is
detected. The noise at ν1 is extracted from the curve IPAT (VD1)−αIPAT (VD2) with α (> 1)
a constant taking into account di�erences in sensitivity at frequency ν3 for the two detector
positions. This constant is obtained by extracting the renormalization factor of the third
peaks for the two detector positions in the calibration measurements (see �g.5.19). One
�nally obtain the spectral density of quasiparticle noise in emission at ν1 = 28.4GHz and
ν3 = 80.2GHz (Fig. 5.21). We compare these results to the theoretical prediction (Eq.3.45)
and to the noise integrated over the detection bandwidth δνn. The agreement is within
5% in amplitude with this last quantity and the frequency dependence is well reproduced.
To our knowledge this is the �rst direct quantitative measurement in the quantum regime
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5.6 Conclusion 87

hν >> kBT of the noise associated with the quasiparticles tunneling.

Sensitivity of the noise measurement

The sensitivity of this detection scheme is essentially limited by noise of the room temper-
ature ampli�ers which leads to a lowest measurable current of 20fA/

√
Hz. This gives a

minimum measurable current noise with this setup of 2fA2/Hz at 28GHz and 8fA2/Hz
at 80GHz. If we convert this result in terms of noise temperature TN accross a 20kΩ
resistor, we get respectively TN(28GHz) = 1.5mK and TN(80GHz) = 5.8mK. We stress
here that this detection scheme only works for high impedance nanodevices.

5.5.3 Detector in the absorption sensitive part

The detection principle of the absorption noise is the same as in the previous section with
the detector junction biased on the quasiparticles branch. However, in this con�guration,
the direct extraction of the noise spectra is very delicate. This is due to the contribution of
the simultaneous absorption of the noise source and the resonator which is itself in�uenced
by the impedance of the source [9]. The expected signal �nally results on a non trivial
combination of the absorption noise of the resonator and the source.

5.5.4 Conclusion

In conclusion we have shown that by coupling a quantum detector, the
SIS junction, to another device through the resonant circuit it is pos-
sible to measure quantitatively its out-of-equilibrium emission noise at
the resonance frequencies of the resonant circuit with an accuracy pro-
portional to their quality factors. In the case of a Josephson junction
biased above the superconducting gap it was possible to probe quanti-
tatively the spectral density of quasiparticles current noise at 28.4GHz
and 80.2GHz and in particular its strong frequency dependence.

5.6 Conclusion

In this chapter we have shown that by coupling a quantum detector, a SIS junction,
to a resonant circuit it is possible to calibrate and measure the emission and absorption
noise of the resonant circuit at equilibrium. At low temperature the circuit exhibits
only absorption noise related to the zero point �uctuations of the electromagnetic �eld.
At higher temperature emission noise is also present. The design of the resonant circuit
allows to couple another device to the detector and to measure quantitatively its noise and
admittance components at the resonance frequencies of the resonant circuit. The coupling
strength is then proportional to their quality factors. In the case of a Josephson junction
biased above the superconducting gap it was possible to probe quantitatively the spectral
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Extracted
quantity

Critical
current
of the
detector
IC,D

Critical
current
of the
source
IC,S

Detector po-
larisation

Source polari-
sation

Measured
quanti-
ties

Re[Z(ν)] Maximum Minimum sweep VD ∈
[−2∆/e, 2∆/e]

�x VS = 0 dID/dVD,
ID(VD)

Zt(ν) Minimum Maximum �x VD ∈
±[(2∆ −
hν)/e, 2∆/e]

sweep VS ∈
[−2∆/e, 2∆/e]

dID/dVS,
ID(VS)

SV res-
onator

Minimum Minimum sweep
VD ∈ ±[(2∆ −
hν)/e, (2∆ +
hν)/e]

�x VS = 0 dID/dVD,
ID(VD)

SI source Minimum Minimum �x VD ∈
±[(2∆ −
hν)/e, 2∆/e]

sweep
VS ∈ ±[(2∆ −
hν)/e, (2∆ +
hν)/e]

dID/dVS,
ID(VS)

Quantum
Conduc-
tance
GQ(ν)

Maximum Minimum �x VD bottom
resonant peak

sweep
VS ∈ ±[(2∆ −
hν)/e, (2∆ +
hν)/e]

dID/dVS,
ID(VS)

Quantum
Suscep-
tance
BQ(ν)

Maximum Minimum �x ID in�ection
point of resonant
peak

sweep
VS ∈ ±[(2∆ −
hν)/e, (2∆ +
hν)/e]

dVD/dVS,
VD(VS)

Table 5.2: Summary of the di�erent experimental conditions used to measure interesting
quantities.
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density of quasiparticles current noise at 28.4GHz and 80.2GHz and in particular its
strong frequency dependence. Singularities in the �nite frequency admittance components
measurements have also been measured. The technique described above can be used to
probe other relatively resistive mesoscopic devices at high frequency. The next chapter
reports measurements realized with a carbon nanotube quantum dot in the Kondo regime.
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Chapter6
Emission Noise of a Carbon Nanotube

Quantum Dot in the Kondo regime

In a bulk conductor the Kondo e�ect corresponds to the screening of local magnetic mo-
ments embedded in the conductor by the spin of the conduction electrons for temperature
below the Kondo temperature TK [58] as shown in the introduction chapter 2. The recent
possibility to fabricate at the nanoscale systems where the electronic spin can be localized
has lead to the discovery of this many-body phenomenon in quantum dots and carbon
nanotube [26, 64, 121]. The Kondo e�ect can then be probed at a single spin level and
in an out-of-equilibrium situation. It leads to a strong increase of the conductance of the
quantum dot at zero bias due to the opening of a spin degenerate conducting channel, the
transmission of which can reach unity. This system has been extensively studied in trans-
port and more recently by current �uctuations measurements in the low frequency limit,
which can provide detailed information on electronic transport [97,122�128]. However the
noise in the high frequency limit has not been explored experimentally despite the fact
that it allows to probe the system at time scales of the order or smaller than h/kBTK at
which the Kondo e�ect takes place [129].

In this chapter we present the �rst measurements of the current �uctuations of a carbon
nanotube quantum dot in the Kondo regime at high frequency. We �nd a high frequency
noise presenting a singularity at hν ≈ eV , which is associated with the Kondo resonance,
for frequency ν of the order of kBTK/h, and a strong reduction of this singularity in the
noise for hν ≈ 3kBTK .

In order to measure the current �uctuations of the CNT at high frequency we cou-
pled it to the quantum noise detector previously described, the Superconductor-Insulator-
Superconductor (SIS) junction, via a superconducting resonant circuit as shown in �gure
6.1. This allows to probe at the resonance frequencies of the coupling circuit (29.5 GHz
and 78 GHz) the emission part of the quantum noise of the CNT by measuring the photo-
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assisted tunneling current through the detector [130].
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6.1 Sample fabrication

The probed sample consists of two coupled coplanar transmission lines. One line is con-
nected to the ground plane via a carbon nanotube and the other by a superconducting
tunnel junction of size 240 × 150 nm2 (Fig. 6.1). the design of the resonant circuit is
similar to the one described in chapter 5. Each transmission line consists of two sections of
same length l but di�erent widths, thus di�erent characteristic impedance Z1 ≈ 110Ω and
Z2 ≈ 25Ω. Due to the impedance mismatch the transmission line acts as a quarter wave-
length resonator, with resonances at frequency νn = nv/4l = nν1, with v the propagation
velocity and n an odd integer [130]. The two transmission lines are close to one another
to provide a good coupling at resonance and are terminated by on-chip Pd resistors. The
junction has a SQUID geometry to tune its critical current with a magnetic �ux.

The carbon nanotube (CNT) is �rst grown by chemical vapor deposition on an oxidized
undoped silicon wafer [131] (see Experimental techniques part of this thesis). Individual
CNT is located relative to prede�ned markers and contacted to palladium contacts using
electron-beam lithography. The junction and the resonator are then fabricated in aluminum
(superconducting gap ∆ = 182µeV). A nearby side-gate allows to change the electrostatic
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state of the nanotube. The system is thermally anchored to the cold �nger of a dilution
refrigerator of base temperature 20 mK and measured through low-pass �ltered lines with
a standard low frequency lock-in ampli�er technique.

superconductor

l

Z1Z2

l

a
b

a a VG

A
VD

R

A

VS

R

source

drain
gate

NT

500nm

1m

junctions

Figure 6.1: Sketch of the sample : a carbon nanotube (bottom electron microscope pic-
ture) is coupled to a superconductor-insulator-superconductor (SIS) junction (top electron
microscope picture), used as a quantum detector, by a superconducting resonant circuit.
This circuit is constituted by two transmission lines, placed close to one another, made of
aluminum and terminated by on-chip Pd resistors. The SIS junction is made by shadow
angle evaporation and has a SQUID geometry in order to tune its Josephson current. The
carbon nanotube is CVD grown, connected with Palladium contacts and side-gated.

6.2 Transport measurements

The Kondo e�ect is usually regarded as a spin-related phenomenon. In principle, however,
the role of the spin could be replaced by other degrees of freedom, such as an orbital
quantum number [132, 133]. It has been shown that the unique electronic structure of
carbon nanotubes enables the observation of orbital Kondo e�ect [27]. When orbital and
spin degeneracies are present simultaneously it was observed a strongly enhanced Kondo
e�ect, with a multiple splitting of the Kondo resonance at �nite magnetic �eld. This
obeys a so-called SU(4) symmetry [134, 135]. Due to the band structure of the CNT,
a double orbital degeneracy plays the role of a pseudospin, which is entangled with the
spin. Quantum �uctuations between these 4 degrees of freedom result in a SU(4) Kondo
e�ect at low temperatures. This exotic Kondo e�ect manifests as a four-peak splitting
in the nonlinear conductance when an axial magnetic �eld is applied. In the following,
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we show that our nanotube does not present SU(4) symmetry and that presumably, only
the electronic spin 1/2 of the con�ned electron in the dot expresses in the observed Kondo
e�ect. This is done by studying the conductance vs magnetic �eld, temperature and voltage
in a Kondo region of the stability diagram of the dot.

6.2.1 Stability diagram and Kondo temperature

We �rst characterize the CNT-quantum dot. To do so we measure the di�erential con-
ductance dI/dV as a function of dc bias voltage VS and gate voltage VG (Fig. 6.2a). For
particular values of the gate voltage the CNT shows a strong increase of the conductance
at zero bias, a signature of the Kondo e�ect. From the half width at half maximum of the
Kondo peak we extract the Kondo temperature TK = 1.4K in the center of the ridge [26]
(Fig. 6.2b). This value is consistent with the temperature dependence of the conduc-
tance at zero bias (Fig. 6.4a). The Kondo temperature is related to the charging energy
U of the CNT quantum dot, the coupling Γ = ΓL + ΓR to the electrodes and the posi-
tion ε of the energy level measured from the center of the Kondo ridge, according to the
Bethe-Ansatz [67, 68]:

TK =
√
UΓ/2 exp

[
− π

8UΓ
|4ε2 − U2|

]
(6.1)

Assuming U = 2.5meV, deduced from the size of the Coulomb diamond, and TK = 1.4K
in the center of the Kondo ridge we deduce Γ = 0.51meV. The asymmetry a = (ΓL −
ΓR)/(ΓL + ΓR) of the contact can be deduced from the value of the conductance at zero
bias and is equal to 0.67.
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Figure 6.2: (a) Di�erential conductance dI/dV of the carbon nanotube as a function of
voltage bias VS and gate voltage VG. It exhibits a Kondo ridge for gate voltage between
3.05 and 3.20 V with an increase of conductance at zero bias. (b) Trace of the di�erential
conductance dI/dV as a function of bias voltage at VG = 3.12V , the center of the Kondo
ridge. From the half width at half maximum of the Kondo peak we extract the Kondo
temperature TK = 1.4K.
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6.2.2 Magnetic �eld dependence

We study the zero bias conductance peak as a function of magnetic �eld. The Anderson
impurity model [67, 68, 136], used to explain the zero bias peak along the kondo ridge
requires a degeneracy. For a slightly lifted degeneracy, which can be achieved using a
magnetic �eld for instance, the Kondo resonance is expected to split. Here we present
conductance measurements in magnetic �elds showing split Kondo resonances which occurs
as a function of magnetic �eld (Fig.6.3). This hints a real spin degeneracy since the splitting
of the Kondo resonances re�ects a Zeeman splitting ∆E = 2gµBB with the Landé g-factor
equals 2.
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Figure 6.3: Perpendicular to the plane magnetic �eld splitting of the zero bias peak at the
center of the Kondo ridge. The exchange energy is E = 2gµBB. Red curves are traces
taken for B = 0.108T and B = 1.302T . Green dashed curves are the expected lines of the
position of the splitted peaks maximum for a g = 2 Landé factor.

6.2.3 Universal scaling

An important property of the Kondo e�ect is its universal behaviour [26, 64, 69, 137]. In
particular, it has been demonstrated that the normalized conductance of di�erent Kondo
dots from di�erent samples with di�erent Kondo temperatures TK collapse in a single curve
when represented as a function of reduced parameters T/TK or eVSD/kBTK [137]. This
implies the only relevant energy scale in the system is the Kondo temperature.
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Universal temperature dependence

We have represented the reduced zero bias peak amplitude (G − GC)/G0 vs the reduced
temperature T/TK as shown in �gure 6.4a. GC is the Coulomb background conductance
at zero bias. G0 = GMax − GC with GMax the saturated amplitude of the peak at low
temperature. We have then �tted this curve with the empirical formula given in reference
[69] :

G = GC +G0/(1 + (21/s−1(T/TK)2))s (6.2)

with s a constant which depends on Kondo type correlations. This empirical formula
derives from a �t to NRG calculations and is known to reasonably reproduce the temper-
ature dependence of the zero bias peak. By using TK = 1.4K and s = 0.22 into the �t, we
con�rm the hypothesis of a spin 1/2 Kondo e�ect [69].

Universal voltage dependence

Universal scaling in nonequilibrium transport was veri�ed for three Kondo peaks taken on
the same Kondo ridge but with di�erent TK . To do so we have considered the raw data of
the conductance as a function of the applied bias voltage G = f(VS). From these curves we
substract the background conductance GC due to Coulomb e�ect. Note that this procedure
is approximate since we should substract the real background curve and not a constant.
We then renormalize it to G0 and �nally plot (G(VS) − GC)/G0 vs the reduced voltage
eVS/kBTK as shown in �gure 6.4b. TK was extracted from the half wifth at half maximum
(HWHM) of the di�erent peaks. The three curves taken for di�erent Kondo temperature
approximately collapse in this representation. This supports the universal scaling of the
out-of-equilibrium Kondo e�ect. For relatively small bias voltages, an empirical formula
does exist [137]. It reads :

G(T, VS) = GC +GEK(T, 0)(1− cTα

1 + cT ( γ
α
− 1)( T

TK
)2

(
eV

kBTK
)2) (6.3)

with GEK(T, 0) = G0/(1 + (T/T ′K)2)s and T ′K = TK/
√

21/s − 1. In the speci�c case of
the spin 1/2 Kondo e�ect, the di�erent constants are cT = 5.49, γ = 0.5, α = 0.11 and
s = 0.22. At T = 20mK, the temperature of the fridge, GEK(T, 0) ≈ G0. The inset of
�gure 6.4b is a zoom in of the reduced curves together with the theoretical predictions.
The agreement is reasonably good. Discrepancies are likely due to the data processing
which does not consider the real background conductance.
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Figure 6.4: (a) Reduced zero bias peak amplitude (G−GC)/G0 vs the reduced temperature
T/TK . GC is the Coulomb background conductance at zero bias. G0 = GMax − GC with
GMax the saturated amplitude of the peak at low temperature. Full line is the empirical
formula G = GC +G0/(1+(21/s−1(T/TK)2))s drawn for TK = 1.4K and s = 0.22 according
to a spin 1/2 Kondo e�ect. (b) Reduced zero bias peaks (G−GC)/G0 vs the reduced voltage
bias eVS/kBTK . The three curves taken for di�erent Kondo temperature approximately
collapse once reduced supporting the universal scaling of the out-of-equilibrium Kondo
e�ect. Inset: Comparison with theoretical expectations 6.3 of the low bias behaviour of
the reduced Kondo peaks.

6.2.4 Conclusion

In this section, we have studied the stability diagram of the carbon nan-
otube quantum dot in the Kondo regime. An analysis of the magnetic
�eld, temperature and voltage dependence of the Kondo e�ect was per-
formed. Altogether, these data are consistent with a spin 1/2 Kondo
e�ect. At half �lling (center of the Kondo ridge), the Kondo tempera-
ture is TK = 1.4K, Γ = 0.51meV and the barrier asymmetry is a = 0.67.

6.3 Source/detector coupling

A very important aspect of the present detection scheme is the source/detector coupling
calibration. In previous samples, where the source was a Josephson junction, the ac Joseph-
son e�ect was used to calibrate the coupling. Hereafter it is no more possible. One therefore
needs to make several assumptions to infer the coupling factor from the quality factor of
the cavity. In particular, we assume that the coupling circuit is the same from one sample
to the other provided that they are fabricated in the same way. This section explains how
one can extract the source/detector coupling.
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6.3.1 Quality factor of the resonator

To characterize the superconducting resonant circuit which couples the detector junction
to the CNT we measure the subgap I(V ) characteristic of the junction which depends
on the impedance of its electromagnetic environment [11] (see section 5.2.3). It exhibits
resonances that are related to the real part of the impedance Z(ν) seen by the junction :

I(V ) = Re[Z(2eV/h)] I2
C/2V (6.4)

with IC = π∆/(2eRN) the critical current [113] and RN = 28.6kΩ the normal state re-
sistance of the junction. Figure 6.5 shows the I(V ) characteristic of the junction in the
subgap region for IC maximized with magnetic �ux. Using Eq. 6.4 the subgap resonances
allow to extract the real part of the impedance seen by the junction (Fig. 6.5). It exhibits
large peaks at frequencies ν1 = 29.5 and ν3 = 78GHz.
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Figure 6.5: Bottom curve: I(V ) of the detector in the subgap region. Upper curve: The
real part of the impedance seen by the detector extracted from I(V) curve. It exhibits
several resonances.

6.3.2 Determination of the coupling and self consistency

Using the values of the height and the width of the resonance peaks of Re[Z(ν)] one can
infer the value of the coupling between the junction and the CNT [130,138]. Knowing this
coupling we translate a photo-assisted tunneling (PAT) quasiparticle current measurement,
below the superconducting gap of the junction, into a current emission noise measurement
for the resonance frequencies of the coupling circuit. The relation between the PAT current
and the current noise at a resonance frequency νn is given by

IPAT (VD) =
∑
n

KnSI(−νn) (6.5)
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with
Kn = (

e

hνn
)2|Zt(νn)|2δνnIQP (VD + hνn/e). (6.6)

In this formula νn is the resonance frequency, Zt(νn) the transimpedance, δνn =
1.06νn/Qn with Qn the quality factor of the resonant peak of |Zt(νn)|2 as introduced in
previous section 5.4. Finally IQP (VD + hνn/e) is the I(V) characteristic of the detector. It
is proportional to the superconducting gap ∆ and invertedly proportional to the normal
state resistance RN .

Determination of the coupling factor K

From now on we infer the coupling values K ′n of the nanotube sample from Kn the coupling
values of the reference sample. The sample parameters of the reference sample presented
in previous chapter are shown in table 6.1. From them, we extract reference values K1 =
6969Hz/pA and K3 = 1759Hz/pA.

Going from one sample to the other, the real I(V) characteristic of the detector is mea-
sured. From it one extracts the new values, designed by a coma, of the superconducting
gap 2∆′ and the normal state resistance R′N (related to I ′QP ). According to Re[Z]′ deter-
mination (section 6.3.1), one also has resonant frequencies ν ′1 and ν ′3. Unfortunately, it is
not possible to directly measure the new value of the product A′n = |Z ′t(νn)|2δν ′n corre-
sponding to the area below the curve of |Z ′t(νn)|2. Hereafter we assume than this product
can be infered from the Re[Z]′ measurement. To do so, we calculate the area α′n which is
below the curve of Re[Z]′ for each resonant peak and assume that one can express A′n as
A′n = (α

′
n

αn
)2.An. The di�erent sample parameters are shown in table 6.1.

Reference RN(kΩ) 2∆(µeV ) ν1(GHz) ν3(GHz) α1 (Ω.GHz) α3 (Ω.GHz)
18.7 520 28.4 80.2 4882 4941

Nanotube R′N(kΩ) 2∆′(µeV ) ν ′1(GHz) ν ′3(GHz) α′1 (Ω.GHz) α′3 (Ω.GHz)
19.3 365 29.3 78 4240 3360

Table 6.1: Experimental parameters extracted for the reference (presented in previous
chapter) and the nanotube sample.

Considering all the presented elements, K ′n compares to Kn as:

K ′n = Kn .

(
α′n
αn

)2

.

(
RN

R′N

)
.

(
2∆′n
2∆n

)
.

(
νn
ν ′n

)2

. (6.7)

The numerical application gives K ′1 = 3359Hz/pA and K ′3 = 585Hz/pA.

Self consistency

In order to verify the self consistency of the coupling extraction, we polarize the source
junction at high bias in a region where a theoretical expression for noise is known. From
the adjustment between the raw data IPAT = f(VS) and the theoretical expression of noise
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SI = f(VS), we obtainK ′′n factors (IPAT = K ′′.SI)K ′′1 = 3040Hz/pA andK ′′3 = 650Hz/pA.
By comparing to K ′1 and K ′3, we see a di�erence of the order of only 10%.

Comparison with fully calibrated sample

Comparison between K factors is done in table 6.2. It highlights a strong di�erence of
coupling between the two samples. At ν1 and ν3 the coupling is twice, respectively three
times smaller for the nanotube sample than for the calibrated circuit shown in previous
chapter. This is partially explained by the presence of the additional gate, the higher
resistance of the detector and the smaller value of the Pd resistance at the end of line.
Further studies are necessary to improve the nanotube/detector coupling.

Reference coupling K1 (Hz/pA) K3 (Hz/pA)
6969 1759

Infered nanotube coupling K ′1 (Hz/pA) K ′3 (Hz/pA)
3359 585

Nanotube coupling from theoretical adjustment K ′′1 (Hz/pA) K ′′3 (Hz/pA)
3040 650

Table 6.2: Green (top): measured value of K factors for fully calibrated sample (previous
chapter). Red (center): infered value of K factors for the nanotube sample as explained in
section 6.3.2. Blue (bottom): deduced value of K factors for the nanotube sample from an
adjustment to theoretical predictions in speci�c conditions as explained in section 6.3.2

6.4 Quantum noise measurement

To measure the quantum noise of the CNT we modulate the bias voltage VS and monitor
the modulated part of the PAT current through the detector for a given bias voltage VD of
the detector. VD selects the frequency range of the measurement. We have thus access to
the derivative of the PAT current versus CNT bias voltage dIPAT/dVS at a given frequency.
Using the previously estimated coupling coe�cients K ′n we translate this quantity into the
derivative of the current noise SI at one of the resonance frequency versus VS, dSI/dVS.
This quantity is plotted in the center of the Kondo ridge, i.e. ε = 0 at two frequencies
(Figure 6.6a and b)1. For each frequency the data exhibits a region where dSI/dVS = 0
close to VS = 0. This corresponds to |eVS| < hν, where the system does not have enough
energy to emit noise at frequency hν. This zero noise region is a strong evidence that we
are indeed only sensitive to the emission noise of the tube. For |eVS| > hν the system emits
noise which may have signature of the Kondo physics. For the �rst resonance frequency
ν1 = 29.5GHz, with hν1 ≈ kBTK , the measured derivative of the noise shows a singularity

1In this analysis, we will not consider gate voltages away from half �lling. The reason is that the theory
used to �t the experimental data only holds at half �lling. For a map of noise the reader should refer in
section 6.6.
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for bias voltage close to the measured frequency. At higher bias voltage dSI/dVS is much
smoother. At higher frequency hν3 ≈ 2.7kBTK the previous singularity is absent and we
measure only a practically �at behavior of dSI/dVS versus VS.

6.5 Theoretical interpretation

The high frequency noise of quantum dots in the Kondo regime has been studied theo-
retically at equilibrium using the numerical renormalization group technique [139]. Non-
equilibrium results for the the �nite-frequency noise is theoretically much more demanding.
They were obtained only for peculiar values of parameters (strongly anisotropic exchange
couplings) of the Kondo problem using bosonization methods [140], and by using non-
equilibrium real time renormalization group approaches [4, 141]. The latter approaches
assume hν, eVS � kBT

RG
K , with TRG

K the Kondo temperature de�ned from the renormal-
ization group. In particular, for frequencies that are large compared to the RG Kondo
temperature (i.e., hν >> kBT

RG
K ), a strong amount of emission noise is found in the noise

spectral density at eV = hν as shown in �gure 6.7.
We have collaborate with the authors of paper [4] to reproduce our data using their

theoretical �ndings. In the following, we present an interpretation using RG calculations
and highlight the importance of decoherence.

6.5.1 A real-time functional renormalization group approach

Very importantly, TRG
K di�ers from TK (de�ned experimentally as the half width at half

maximum of the di�erential conductance) by a numerical factor between 1 and 10 which
has to be determined (see below). The real time functional renormalization group (FRG)
approach developed in Ref. [4] is used to compute the non-equilibrium frequency-dependent
noise and compare it to the experimental results. The Kondo Hamiltonian is given by :

HK =
1

2

∑
α,β=L,R

∑
σ,σ′

jαβ ψ
†
ασ S · σσσ′ ψβσ′ . (6.8)

Here the jαβ denote the Kondo couplings, α, β are indices for the left (L) and right (R)
leads, σ stands for the three Pauli matrices, and the operator ψασ destroys an electron of
spin σ in lead α ∈ {L,R}. The dimensionless exchange couplings jαβ are parametrized
as jαβ = j vαvβ, with the factors {vL, vR} = {cos(φ/2), sin(φ/2)} accounting for the
asymmetry of the quantum dot, cos(φ) = a, and related to the T = 0 conductance as
G(T = 0) = (2e2/h) sin2(φ).

The Kondo Hamiltonian assumes that charge �uctuations in the CNT quantum dot
are frozen. Therefore, the theoretical results based on hamiltonian 6.8 can and shall be
compared with experimental ones only for bias voltages VS � U/e and ε ≈ 0 (middle of the
Kondo ridge). As a �rst step, to determine the ratio TRG

K /TK , the equilibrium conductance
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Figure 6.6: (a) Derivative of the current noise and di�erential conductance of the CNT
versus VS in the center of the Kondo ridge. Left axis : dSI/dVS at 29.5GHz as a function
of bias voltage VS. The green line correspond to the calculated dSI/dVS based on FRG
calculations with additional voltage dependent decoherence (see text). It �ts reasonably
well the experimental data. Right axis : Di�erential conductance dI/dV of the CNT in
unit of e2/h. (b) Same data at 78GHz. The green line corresponds to the calculated
dSI/dVS based on FRG calculations with the same voltage dependent decoherence rate.
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Logarithmic
singularity

(a) (b)

Figure 6.7: (a) Taken from [4]. Voltage and temperature dependence of the emission noise
as computed through FRG at hν = 5kBTK . (b) The logarithmic singularity in the noise
spectral density at eV = hν = 5kBTK is due to the resonances in the density of state of
the dot at Fermi energies of the leads.

is computed using numerical renormalization group methods 2 than we have compared to
experimental data. This enabled us to establish that TK ∼ 3.7 TRG

K . Therefore, the
condition hν � kBT

RG
K for the FRG approach to apply is certainly met for the frequency

ν3, and still reasonably satis�ed for ν1.
Within the Kondo model, one can express the Fourier transform of the emission noise

SI as:

SI(VS, ν) =
e2

h
TRG
K s

(
eVS

kBTRG
K

,
hν

kBTRG
K

,
T

TRG
K

, A

)
, (6.9)

where s is a complicated dimensionless function, which is calculated by solving numerically
the functional renormalization group equation. Since the measurement temperature satis-
�es T � TK , T is assumed to be zero in the calculations (it was checked that inclusion of
a �nite but small temperature does not a�ect the results). Note that no �tting parameter
has been included at this level, since the asymmetry parameter a and TRG

K ≈ 0.38 K were
directly extracted from the experimental data. The dashed lines in Fig. 6.6a and Fig. 6.6b
show the calculated dSI/dVS curves for frequencies ν1 = 29.5GHz and ν3 = 78GHz, re-
spectively. The computed curves are only shown in the bias range |VS| < 1 mV, where the
Kondo Hamiltonian in Eq. 6.8 is appropriate to describe the physics of the CNT quantum
dot. For both frequencies, the theoretical curves exhibit sharp singularities at eVS = hν,
much more pronounced than the experimental ones. This especially holds for the resonance
frequency, ν3 = 78GHz, where the resonance is almost completely absent experimentally.
The singularity at the threshold, eVS ≈ hν is related to the existence of two Kondo reso-
nances associated with the Fermi levels of the two contacts. Inelastic transitions between
them lead to an increase of the slope dSI/dVS of the noise for frequencies corresponding

2For these calculations, they have used the open access Budapest DM-NRG code,
http://neumann.phy.bme.hu/ dmnrg/.
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to the energy separation between them, hν ≈ eVS (Fig. 6.8).
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Figure 6.8: Schematic drawing of a quantum dot in the out-of-equilibrium Kondo regime
together with the density of states for two distinct bias voltages. When the quantum dot
is voltage biased, the Kondo resonance splits into two distinct resonances separated by the
applied bias voltage. This leads to an increase of the emission noise at frequency eVS = hν.
The amplitude of the resonance peaks, and thus the emission noise at eVS = hν, can be
reduced due to decoherence e�ects induced by the applied bias voltage.

To compute the dashed curves in Fig. 6.6, an intrinsic spin decoherence time, τS,
induced by the large bias was included and calculated self-consistently in the FRG approach
[14]. The decoherence of the Kondo e�ect induced by a large d.c. voltage bias is a well-
known feature which has indeed been measured [12, 13], and has been predicted to lead
to a strong reduction of the Kondo resonance due to inelastic processes [14�16]. Since the
singularity in the noise is associated with the transition between the two Kondo resonances
pinned at the Fermi levels of the contacts, this singularity is also strongly suppressed by
inelastic processes. However, as shown in Fig. 6.6, the computed intrinsic decoherence time
is insu�cient to explain the experimentally observed suppression of the peak in dSI/dVS.

6.5.2 Additional decoherence

In order to improve the model we decided to incorporate a voltage-dependent external
decoherence rate in the calculations, τ−1

S (VS). The consistency of this approach can be
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checked against the experiments: a single choice of τ−1
S (VS) must simultaneously reproduce

the voltage dependence of the di�erential conductance through the dot dI/dVS(VS), and
those of the ν1 = 29.5 GHz and ν1 = 78 GHz noise spectra, dSI/dVS(VS). Furthermore,
τ−1
S should be suppressed for VS < TRG

K . Finally, it was found that a bias-dependent
decoherence rate of the form

h/τS ≈ α kBT
RG
K atan(

βeVS
kBTRG

K

), (6.10)

with α = 14 and β = 0.15 satis�ed all criteria above (see Fig.6.9). The continuous lines
in Fig. 6.6 show the dSI/dVS(VS, ν) curves computed with this form of h/τS, and �t fairly
well the experimental data for both resonator frequencies.

Figure 6.9: Voltage dependence of the �tted and intrinsic relaxation rates (T pertK is TRGK ),
and their di�erence, termed as extrinsic spin relaxation rate in the voltage range, VS ≥
0.1 mV. The intrinsic rate was calculated by FRG, while the form and overall magnitude
of the extrinsic rate was inferred from the di�erential conductance data. The reason why
the intrinsic rate increases at low bias is due to the fact that theoretical predictions do not
apply in this range.

6.5.3 Consistency with conductance

As a �nal consistency check, we also computed the di�erential conductance through the
dot (taking into account the above form of τ−1

S ) and compared it to the measured dI/dVS
curves. A very good agreement is found without any other adjustable parameter in the
voltage-range VS > 0.1mV , where the FRG approach is appropriate (Fig. 6.10).
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Figure 6.10: Experimental and theoretical di�erential conductance of the CNT versus VS
in the center of the Kondo ridge. The model �ts reasonably well the high bias behaviour
of the conductance. At low bias the model does not hold.

6.5.4 Conclusion

From the theoretical �ts we infer that the experimentally observed noise
spectra and di�erential conductance can be understood in terms of a
decoherence rate, which is about a factor of ∼ 2 larger than the theoreti-
cally computed intrinsic rate. One possibility for this discrepancy is that
the experimentally observed decoherence is intrinsic, and FRG - which is
a perturbative approach - underestimates the spin relaxation rate in this
regime (which is indeed almost out of the range of perturbation theory).
Another possibility is that the experimental set-up leads to additional
decoherence. In fact, the emission current noise is measured by coupling
the CNT quantum dot to a quantum resonator, which transfers photons
to the superconducting detector. Since the coupling between the nan-
otube and the resonator is rather strong, one may speculate that the
feedback of the detector and the resonator on the quantum dot may be
responsible for the observed large decoherence.

6.6 Finite frequency Fano like factor

The experiment also allows to draw a complete map of the noise in the region of the Kondo
ridge. To compare the derivative of the noise to the expected theoretical value we have
de�ned the quantity

F (V ) =
dSI/dVS

e dI/dVS(VS − hν/e)
, (6.11)

i.e. the ratio of the derivative of the noise with the di�erential conductance shifted in
voltage by an amount corresponding to the measured frequency. For a linear system or
for a non linear system with energy independent transmission at low temperature this
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quantity is equal to the Fano factor. We have plotted F (V ) for ν1 = 29.5GHz (Fig. 6.11a)
and ν3 = 78GHz (Fig. 6.11b). For |eVS| < hν, where the emission noise is zero, F (V )
is arbitrarily �xed to zero. For both frequencies the noise is found to be sub-poissonian,
with F (V ) close to one in the poorly conducting regions and a strong decrease of F (V )
along the conducting regions. This is consistent qualitatively with the reduction of the
Fano factor for a conducting channels of transmission close to one.

However, this contrasts with low frequency noise where it has been predicted [125] and
demonstrated experimentally [97, 127, 128] than in certain limits Fano factors could be
higher than 1. However, these results were obtained in the quasi-unitary limit and at small
bias where no decoherence is expected.

6.7 Conclusion

In conclusion we have measured for the �rst time the high frequency current �uctuations of
a carbon nanotube quantum dot in the Kondo regime by coupling it to a quantum detector
via a superconducting resonant circuit. We �nd a high frequency emission noise which is
strongly frequency dependent and exhibits a strong resonance when the voltage bias is of
the order of the frequency at which it is measured. FRG calculations including a strong
decoherence rate allowed to quantitatively reproduce the experimental �ndings. The noise
is found to be subpoissonian close to the Kondo ridge.
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Figure 6.11: Fano like factor F (V ) as a function of the bias voltage VS and the gate
voltage VG at ν1 = 29.5GHz (a) and ν3 = 78GHz (b). F is arbitrarily �xed to zero in
the interval e|VS| < hν. The gray curves on top of the colorplot corresponds to the bias
voltage dependence of the Fano like factor at VG = 3.12V and VG = 3.21V. The black
arrow indicates a value of the Fano factor equal to 1. When the conductance is low, the
Fano factor is close to one while it is reduced in the highly conducting region.



Conclusions and perspectives

Conclusions

In this part we have seen that in the quantum regime, noise can be interpreted in terms
of photons that are either emitted or absorbed by the noise source. These processes are
not equivalent and lead to a strong asymmetry in the noise spectrum. In order to measure
quantum noise it is necessary to use a quantum detector able to measure independently
the emission and absorption noise.

To do so, we chose to use a superconducting tunnel junction as a quantum noise detector
and introduced the formalism in which detection principle is understood. It is based on
inelastic tunneling of quasiparticles which is enhanced in presence of a noisy environment.
The theoretical analysis of such detector is based on P (E) theory which quanti�es tunneling
rates modi�cations induced by the noisy environment.

Then came the experiments which allowed us to obtain three important results:

• Result 1: We demonstrate that by coupling the SIS junction to a resonant circuit
it is possible to quantitatively measure the emission and absorption noise of the res-
onant circuit at equilibrium. At low temperature the circuit exhibits only absorption
noise related to the zero point �uctuations of the electromagnetic �eld. At higher
temperature emission noise is also present.

• Result 2: The design of the resonant circuit allowed us to couple another device
to the detector and measure quantitatively its out-of-equilibrium emission noise and
admittance components at the resonance frequencies of the resonant circuit. In the
case of a Josephson junction biased above the superconducting gap it was possible to
probe quantitatively the spectral density of quasiparticles current noise at 28.4GHz
and 80.2GHz. Singularities in the �nite frequency admittance components measure-
ments have also been measured.

• Result 3: We have measured for the �rst time the high frequency current �uc-
tuations of a carbon nanotube quantum dot in the Kondo regime. We �nd a high
frequency emission noise which is strongly frequency dependent and exhibits a strong
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resonance when the voltage bias is of the order of the frequency at which it is mea-
sured. This singularity is related to the existence of two Kondo resonances pinned at
the Fermi levels of the two contacts. Inelastic transitions between them lead to an
increase of the slope of the noise for frequencies corresponding to the energy separa-
tion between them, hν ≈ eVS. FRG calculations including a strong decoherence rate
allowed to quantitatively reproduce the experimental �ndings. The results indicate
a large decoherence of the out of equilibrium Kondo e�ect. The noise is found to be
subpoissonian close to the Kondo ridge.

Perspectives

The technique presented in this part is a priori applicable to any high impedance meso-
scopic devices. In particular, it is possible for a carbon nanotube quantum dot to exhibit
di�erent conduction regimes such as strong Coulomb blockade or Fabry-Perot3. In the
strong Coulomb blockade regime signature on noise of the charging energy should be vis-
ible [92]. In the Fabry-Pérot regime, signature of nanotube length and Luttinger liquid
properties are expected by theory [142�144]. Note than this regime has already been
studied in the low frequency regime [145].

Even more interesting is the case where superconducting contacts would replace the
normal leads 4. In this case, general questions arise such as: Can we see a signature on
noise of the superconducting phase dynamics? How does this dynamic compete with the
Kondo physics characterized by energy scale kBTK? Can we see modi�cations of the ac
Josephson e�ect when the frequency ν = 2eV/h reach the frequency associated to the
Kondo temperature kBTK/h? Is Andreev re�ection a noisy process? ...

Replacing carbon nanotube by strong spin/orbit interactions materials such as InAs
or InSb nanowires can also be interesting. In this case, noise may bear signatures of the
spin/orbit coupling strength [146].

This emission noise measurement procedure using a SIS junction [9, 75] may also be
a good candidate to observe signature of the existence of Majorana fermions [147, 148].
Indeed, the emission noise of such peculiar state of matter is predicted to emit noise in the
superconducting state at hν = eV instead of hν = 2eV for classical Josephson junctions.

Finally, our technique is potentially able to experimentally prove the generalized out-
of-equilibrium quantum �uctuation dissipation theorem proposed by Ref. [144]. A deeper
analysis is however required to be able to measure the out-of-equilibrium absorption noise.

3Actually, further experiments not detailed in this thesis allowed us to measure the noise of the same
carbon nanotube in a Coulomb blockade area exhibiting inelastic co-tunneling. The data analysis is still
in progress.

4Note than we ran preliminary experiments going this way (not detailed in this thesis) using a super-
conducting single electron transistor (s− SET ). The data analysis is still in progress.



Part II

Current-phase Relation of Hybrid

Junctions





Introduction

When a normal conductor is connected to a superconductor it gets in�uenced by corre-
lations induced by the superconductor, this is the proximity e�ect [17]. The mechanism
responsible for this e�ect is the Andreev re�ection [18] at the normal/superconductor inter-
face (see chapter 7). In this process an electron from the normal metal is re�ected backward
into a hole creating a Cooper pair in the superconductor. This phenomena is the topic of a
long standing research activity, particularly in mesoscopic physics. Indeed nowadays it is
perfectly feasible to manipulate normal metals with submicron dimensions. In this case, it
has been proven than zero resitance transport between two superconductors separated by
a normal metal could occur provided than phase coherence is preserved along the normal
metal. The supercurrent is therefore carried by phase dependent entangled electron/hole
states (Andreev states) in the normal metal area. As a result, the proximity e�ect probe
the quantum properties of the normal metal part. Measuring the current-phase relation
(CPR) of such system is thus of primary interest to probe the normal metal properties
(see [149] for example).

In the following we consider the case of hybrid junctions in which the normal metal
is replaced by a quantum dot. In this case, the proximity e�ect is greatly modi�ed by
electronic interactions induced by the dot. In particular, it was demonstrated that if the
transparency of the contacts is intermediate, the supercurrent depends on the number of
electrons into the dot [12]. If the number of electrons is odd, and thus the dot carry a spin,
the current phase relation is π shifted. Having a slightly higher transmission can also be
interesting. In this case Kondo correlations with characteristic energy kBTK may appear.
The spin of the dot together with the spin of the conduction electrons form a spin singlet
ground state that compete with the BCS singlet state of binding energy ∆ of the supercon-
ductor in contact. The study of this competing regime is thus of great interest. Peculiar
current/phase relations have been predicted and phase induced transitions between ′0′ and
′π′ states are expected. The strong anharmonicity of the CPR results from a transition
between a spin singlet state (non-magnetic) and a doublet state (magnetic) which reveals
the instability of the Kondo correlations. Measuring the current-phase relation would al-
low us to probe the stability of the Kondo correlations in the presence of superconducting
reservoirs.
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The work reported in this part of the thesis is divided in three chapters. First, we will
provide an introduction to current-phase relation measurements (chapter 7). In this con-
text, one explicitely presents the concept of Andreev bound states, comment on quantum
dot speci�cities, highlights the experimental di�culties and propose a technique to measure
it conveniently. Second, we show results of a test experiment of the proposed technique
than we applied to a small Josephson junction (chapter 8). Third, we present the results
obtained for a carbon nanotube quantum dot in the strong coupling regime (chapter 9).



Chapter7
Introduction to current-phase relation

measurement

In a BCS type superconductor cooled below its critical temperature, electrons with opposite
spins form coherent pairs called Cooper pairs. It results in a macroscopic quantum state
described by a wave function |Ψ|eiθ with superconducting correlations extending over a
length ξ named superconducting coherence length. Here |Ψ| is the amplitude of the wave
function and θ the superconducting phase. The condensate is characterised by a zero
electrical resistance. The prediction that a dissipationless current, the supercurrent, should
�ow between two superconductors separated by a thin insulator barrier was made since
1962 by Josephson [150]. In this case, the superconducting wave functions of the two
contacts overlap allowing a tunneling of Cooper pairs from one contact to the other when a
�nite superconducting phase di�erence exists between the two superconductors. Since then
many works have extended the validity of this prediction to other kinds of weak links such
as narrow constrictions of the superconductor thin �lm (ScS) or Superconducting/Normal
metal/Superconducting junctions (SNS) [20,112,113]. The supercurrent varies periodically
with the macroscopic phase di�erence ∆θ of the wavefunctions of the two electrodes. The
maximum of this supercurrent is called the critical current of the junction. The existence
of this supercurrent relies on the formation of Andreev bound states in the normal part. It
consists in discrete entangled electron/hole states in the weak link area [151]. This aspect
is essential since it explains the observation of supercurrent �owing over lengths longer
than the superconducting coherence length ξ. This will be developped in this chapter. In
particular, we will address the case of the quantum dot as a weak link and motivate our
interest in measuring the primary manifestation of the Andreev Bound States in such a
device: the current phase relation.
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7.1 Andreev Bound states

The formation of Andreev Bound States (ABS) relies on the Andreev re�ection process at
a Normal metal/Superconductor interface [18,152�159].

7.1.1 Andreev Re�ection

Let us consider a quasiparticle in a normal metal of energy Ee = EF + ε with ε < ∆,
wavevector ke = kF + q and phase φe reaching a perfect NS interface (see �gure 7.1).
Due to the superconducting gap in the density of states of the superconductor [17, 18],
the probability for this particle to be re�ected is one since no available states are present
in the superconductor at energies below the gap (tee = teh = 0). In addition to this,
conditions over the continuity of the wave function and its derivative at the N/S interface
give that the incoming electron being re�ected as an electron is not allowed (ree = 0).
Finally it only leaves the possibility for the incoming particle to be re�ected as a hole
(reh = 1), this is the Andreev re�ection. The re�ected hole is characterized by energy
Eh = EF − ε, wavevector kh = −kF + q and phase φh = φe + θ − arccos(ε/∆) with θ
the phase of the superconductor. Conversely, the conjugate process re�ects a hole as an
electron. Note that the particular relation between kh and ke depends of the nature of the
weak link. Nevertheless, the overall charge transfered into the superconductor during this
process is twice the electronic charge i.e. the Cooper pair charge 2e. The two electrons
enter as evanescent waves in the superconductor and condense within the superconducting
coherence length ξ.
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Figure 7.1: Andreev re�ection process at a N/S interface. An incoming electron e with
energy Ee = EF + ε, wavevector kF + q and phase φe is re�ected backward into a hole with
energy Eh = EF − ε, wavevector −kF + q and phase φh = φe + θ− arccos(ε/∆) with θ the
superconducting phase in the superconductor and ∆ the superconducting energy gap.

7.1.2 Bound states

By adding a second SN interface, we form a SNS junction. The hole produced by the
re�ection at the �rst NS interface is re�ected backward in an electron at the second inter-
face, closing the cycle (see �gure 7.2a). If the length of the normal part is small enough
to insure coherence along the whole path, a Cooper pair is transferred coherently from
one superconducting contact to the other, and a non-dissipative current �ows through the
junction. The combination of these processes gives rise to an in�nite series of Andreev
re�ections. The resonance condition can be established by taking into account the am-
plitude of the individual Andreev re�ection and the phase accumulated by electrons and
holes propagating through the normal region and reads, in the ballistic case, with n the
number of cycles:

2nπ = θ2 − θ1 + (ke − kh)L− 2arccos(ε/∆) . (7.1)

The energy spectrum can then be deduced from equation [20]:

ε(ϕ) = ∆cos

[
ϕ

2
− kFL

2

(
ε(ϕ)

EF

)
− nπ

]
(7.2)

with ϕ = θ2 − θ1 the phase di�erence between the two superconductors.
This equation admits multiple solutions which correspond to bound states inside the

superconducting gap (see �gure 7.2b), called Andreev Bound states (ABS) or Andreev
- Kulik states [18, 152]. To each conduction channel corresponds a set of two energy
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symmetric ABS. Their positions depend periodically of the phase di�erence ϕ = θ2 − θ1

between the superconducting leads. The experimental visualisation of individually resolved
Andreev Bound state has been recently achieved in a single wall carbon nanotube [151].
In the speci�c case of long di�usive SNS junctions, the Andreev bound states spectrum
describe a quasi-continuum of phase dependent levels with a small energy gap at zero phase
di�erence, called the minigap [149, 160�162]. In the following, we will consider the short
junction limit L << ξ with ξ = πvF

∆
in the ballistic case.

(a) (b)

1 2

Figure 7.2: Taken from [151]. Principle of Andreev Bound States (ABS). (a) Schematic of
an ABS in a coherent weak link placed between two superconducting leads. The density
of states (DOS) in the superconductor is gapped around Fermi energy. Inside the super-
conducting gap (grey band) the Andreev re�ection process (re�ection of an electron (e) as
a hole (h) - its time-reversed particle - and vice versa) leads to the formation of discrete
resonant states of entangled eh pairs con�ned between the superconductors. (b) The local
DOS in the nanostructure exhibits a set of resonances in the gap at the energies of the
ABS. The energies of the ABS depend periodically on the superconducting phase di�erence
ϕ = θ2 − θ1.

7.2 Current-phase relation

The primary manifestation of Andreev Bound states is the current phase relation I(ϕ).
Each one of the two Andreev bound states of a channel carries a supercurrent proportional
to the derivative of the Andreev Bound states energy with respect to the phase ϕ:

I(ϕ) = 2e/~(dε/dϕ). (7.3)

At low temperature, only the lower energy states are occupied and the current is easily
computed. The current phase relation is easier to measure [19, 20, 163] than the Andreev
spectrum. Hereafter we derive several simple limits addressing current-phase relation.
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Single, short and perfectly transmitted channel Considering one channel with per-
fect N/S interfaces in the short junction limit (L << ξ) one has ε± = ±∆cos(ϕ/2). At
zero temperature, the corresponding 2π periodic current phase relation reads in the phase
interval [−π, π] [155]:

I(ϕ) =
e∆

~
sin(ϕ/2). (7.4)

We have represented in �gure 7.3a and b the corresponding energy spectrum and the
associated current phase relation at zero temperature in the interval [0, 2π]. The crossing
of the energy levels at ϕ = π leads to a discontinuity in the current phase relation at T = 0.

N, short and perfectly transmitted channels One can sum the contributions of N
independently transmitted channels yielding, at �nite temperature, with ε(ϕ) the phase
dependent energy of the ABS [156]:

I(ϕ) =
Ne∆

~
sin (ϕ/2) tanh

(
ε(ϕ)

2kBT

)
. (7.5)

Single, short and transmission τ channel The case of an arbitrary normal transmis-
sion can also be analyzed [158, 159, 164]. For a single conduction channel of transmission
τ , one obtains two bound states at energies

ε±(ϕ) = ±∆
√

1− τsin2(ϕ/2). (7.6)

The current phase relation yields

I(ϕ) =
eτ∆

2~
sinϕ√

1− τsin2(ϕ/2)
tanh

(
ε(ϕ)

2kBT

)
, (7.7)

simplifying at very low temperature to:

I(ϕ) =
eτ∆

2~
sinϕ√

1− τsin2(ϕ/2)
. (7.8)

One has represented in �gure 7.3 the Andreev spectrum and the associated current
phase relation at zero temperature for di�erent values of the transmission τ . When τ is
small, the current-phase relation is nearly harmonic while it becomes very anharmonic
when τ increases.

N, short and normal transmission probability τi channels Considering N chan-
nels with a transmission probability τi at zero temperature, one obtains the generalized
expression for the current phase relation :
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Figure 7.3: (a) Andreev bound states energy spectrum for a single channel with three dif-
ferent transmissions τ = 0.4, 0.8, 1. (b) Current phase relations associated to the previous
spectrum at zero temperature.

I(ϕ) =
N∑
i=1

eτi∆

2~
sinϕ√

1− τisin2(ϕ/2)
. (7.9)

This relation has been con�rmed by the quantronics group in Saclay (2007) on tunable
atomic point contacts [19]. In particular they were able to quantatively relate the measured
relation to the transmission probabilities τi determined by another type of measurement.

Case of the tunnel junction In the case of a tunnel junctio, the channels are very
weakly transmitted and one has the relation

I(ϕ) =
N∑
i=1

eτi∆

2~
sinϕ =

RK

RN

e∆

4~
sinϕ = I0sinϕ, (7.10)

with RK = h/e2 the quantum of resistance, RN the normal state resistance of the
junction and I0 = π

2
∆
eRN

the Ambegaokar-Barato� formula for the critical current of the
junction [114].

7.3 Multiple Andreev Re�ection (MAR)

When applying a �nite voltage accross a SNS junction, the phase di�erence evolves contin-
uously with time according to the Josephson relation, i.e. ϕ(t) = ω0t, where ω0 = 2eV/~ is
the Josephson frequency. The response of the system cannot anymore be described by Eq.
7.7 in an adiabatic approximation. This is due to the fact that excitations of quasiparticles
come into play and can give the main contribution. It turns out the total current through
the junction contains all the harmonics of the Josephson frequency and can be written
as [165,166]
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I(V, t) =
∑
n

In(V )einω0t = I0 + 2
∑
m>0

Re[Im(V )]cos(mω0t)− 2
∑
m>0

Im[Im(V )]sin(mω0t),

(7.11)
with Im(V ) the ac current at frequency mω0/2π and applied voltage V .
The quantity which is more directly accessible in the experiment is the dc component

I0. This dc current highlights subgap structures (SGS) consisting in a series of more or less
pronounced current bumps, located at eV = 2∆/n with n an integer number, in the I0(V )
characteristic. These SGS can be understood in terms of multiple Andreev re�ections
(MAR), as proposed by ref. [167]. The qualitative picture of these processes is shown in
�gure 7.4. In particular, �gure 7.4 a highlights the single quasiparticle process only possible
when eV > 2∆. In this case the transferred quasiparticles reach the available states on
the right superconductor with a probability p1 proportional to the contact transmission
τ . It gives a contribution to the current-voltage relation as indicated schematically in Fig.
7.4 d. At lower bias voltages current is possible due to Andreev processes. The simplest
Andreev process is depicted in Fig. 7.4 b, where two quasiparticles are transmitted with a
probability p2 proportional to the square of the normal transmission τ 2, creating a Cooper
pair on the right side. These processes give a contribution to the IV with a threshold at
eV = ∆. At even lower biases higher order Andreev processes can give a contribution. In
general, a nth order process in which n quasiparticles are transmitted gives a contribution
proportional to the nth power of the transmission τ and with a threshold at eV = 2∆/n.
For illustration we have shown in �gure 7.5, some calculated [20,166] IV characteristics of
a single mode superconducting contact with di�erent transparencies τ . The SGS are very
pronounced at low transmission whereas they become smoother when the transmission is
close to 1. At perfect transmission the structures completely disappear and the zero bias
current reaches the value e∆/~.

7.4 Hybrid Superconductor/Quantum dot Physics

In the following, we propose to detail the speci�c case of an hybrid superconductor/quantum
dot device. This choice is motivated by experiments we aim to realize.

An hybrid superconductor/quantum dot device [31] is a structure comporting super-
conducting leads addressing a peculiar non superconducting area : the quantum dot. The
quantum dot can be seen as an arti�cial atom with con�ned electronic states in which the
number of electrons can be changed down to unity. The three characteristics energy scales
which governs the physics of the system are the width of the levels Γ (related to the barriers
transparency), the pairing energy of Cooper pairs in the superconducting contacts ∆ and
the charging energy U to pay for adding an electron or a Cooper pair on the dot. In the
limit of a spacing between successive energy levels in the quantum dot ∆ε >> Γ, U,Delta,
only one level of the dot at energy ε0 plays an important role (Anderson model approxima-
tion [136]). One can therefore distinguish three di�erent regimes (see �gure 7.6), depending
on the relative values of the three energy scales [168�172]. When Γ > ∆, U , the system is in
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Figure 7.4: Schematic explanation of the subgap structure in a single mode superconducting
atomic point contact. Figures (a), (b) and (c) respectively represents the multiple Andreev
re�ection processes responsible for current steps in the I0(V ) characteristic at voltages
2∆/e, ∆/e and 2∆/3e as represented in �gure (d). (d) Handmade zero temperature I0(V )
characteristic of a typical superconducting atomic point contact exhibiting three steps
related to processes shown in �gures (a), (b) and (c). The probability for the nth order
process to occur is proportional to τn with τ the transmission of the atomic point contact.
The higher order is the process, the lower probability to occur, the lower the current step
is.
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Figure 7.5: Taken from [20, 166]. Zero-temperature dc component of the current in a
single mode superconducting contact. The values of the normal transmission increase from
τ = 0.1 in the lower curve by increments of 0.1. The upper two curves correspond to
τ = 0.99 and 1.

the Strong coupling regime. If Γ << (∆, U), the system is in the Weak coupling regime and
�nally, if Γ ≈ ∆ ≈ U , the system is in the Intermediate coupling regime. The intermediate
coupling limit reveals very complex phenomena which obviously are the more interesting
to study as we will see in the following. Let us detail the �rst two limits.

7.4.1 Strong coupling regime

The strong coupling limit corresponds to a charging energy and a superconducting gap
being negligible compared to the width of the energy levels. The quantum dot levels
are strongly hybridised with the electronic wave functions of the electrodes and the dot
behaves as a constriction. In this case, by aligning the Fermi energy of the leads with the
energy level in the dot, one reaches resonant conditions [29]. Andreev Bound states forms
and resonant Cooper pair tunneling occurs leading a high supercurrent. The supercurrent
�owing through the dot is maximum when the dot level is aligned with the Fermi energy
of the leads (ON state in �gure 7.7) and zero when driven out-of-resonance (OFF state in
�gure 7.7). According to what has been shown previously concerning ABS, the sign and
amplitude of this supercurrent can be tuned, varying the phase di�erence between left and
right electrodes. The position and spectral width of the Andreev Bound states depend of
the energy level position and width of the dot.

N.B. Note that if the condition ∆ε >> Γ is not ful�lled, the ON/OFF states are no
more visible. The quantum con�nement is lifted and the system either acts as a quantum
point contact (QPC) or a Fabry-perot interferometer if the system is one dimensional.
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(a)

(b)

(c)

(d)

(e)

Figure 7.6: Taken from [31]. Characteristic energy scales and transport regimes. (a)
Schematic device geometry with superconducting (S) source and drain electrodes attached
to a quantum dot (QD) capacitively coupled to a gate electrode (VG). (b) Energy diagram
for the device shown in (a). ∆ is the superconducting gap µS and µD are the Fermi
energies of the source and drain electrodes; Γ is the width of the quantum dot energy
levels; U is the charging energy associated to a single electron; ∆ε is the spacing between
successive energy levels in the quantum dot; and ε0 is the di�erence between the energy
of the highest occupied level (HOMO level) and the Fermi energy of the leads at zero bias
(εF = µS = µD). (c) Strong-coupling regime: Cooper pairs can tunnel from the source to
the drain through a single orbital level on the quantum dot when it is aligned with the
Fermi energies of the leads (ε0 = 0). The supercurrent is important. (d) Weak-coupling
regime : single electrons can tunnel from �lled quasiparticle states in the source to empty
quasiparticle states in the drain. This requires a minimum applied bias voltage of 2∆/e.
(e) Intermediate-coupling regime: Cooper pairs can be transported from the source to the
drain under certain conditions, with a phase shift (0 or π) depending on the occupation
number of the quantum dot.
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ON

OFF

VG

Figure 7.7: Adapted from [31]. Energy level diagram of the quantum dot in the strong
coupling regime. Depending on gate voltage, the dot can be in a ON state (Fermi energy
of the leads aligned with a quantum dot level) where supercurrent is maximal : resonant
Cooper pair tunneling. When energy level of the dot is put away from Fermi energy, the
system is in a OFF state and supercurrent is suppressed.

7.4.2 Weak coupling regime

In the weak coupling regime (Γ << ∆, U) the barrier transparency is low and charging
e�ects are strong. The Cooper pair tunneling is suppressed. Single electron transport
is however possible. It happens under two conditions. 1- The applied bias voltage V is
su�cient to overcome the superconducting gap (eV > 2∆). 2- A level of the dot is aligned
with the occupied quasiparticle state in the left electrode and empty state in the right lead
(achieved with a gate voltage compensating charging energy U and level spacing ∆ε) as
shown in �gure 7.8.

7.4.3 Intermediate coupling regime

In the intermediate coupling regime (Γ ≈ ∆ ≈ U), it is favorable for a Cooper pair to
split while crossing the dot. The electrons will eventually recombine after if the time for
a single electron to tunnel h/Γ is shorter than the coherence time associated to Cooper
pairing h/∆ (∆ < Γ). The way in which the charge transfer is performed is described
by Andreev bound states in the dot area. These states are intimately related to the
discrete electronic levels of the dot and its occupation number [66,151,171]. In particular,
it was found that depending of the HOMO (Higher Occupied Molecular Orbital) level
�lling factor, a reversal of the current phase relation I(ϕ) could occur [173�176]. This is
explained in �gure 7.9 where is presented the fourth order co-tunneling process responsible
for Cooper pair transport through the dot. It illustrates that for a HOMO level fully
occupied (N even, S = 0), the transfer of a Cooper pair is achieved without changing
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Figure 7.8: Adapted from [31]. Energy level diagram of a quantum dot in the weak
coupling regime. Notice the width of the energy level in the dot which is much thinner
than previously (strong coupling). The tunneling of Cooper pairs is suppressed. One needs
to provide at least energy eV = 2∆ for the quasiparticles tunneling to take place.

the relative orientation of the Cooper pair spins. For a half occupied HOMO level (N
odd, S = 1/2) instead, the spin ordering is reversed giving place to a π phase shift in the
current phase relation. This kind of junction is called ′π′ junction in opposition to the ′0′

junction previously described (see �gure 7.10). Let us notice than a ′π′ junction supports
a smaller supercurrent than a ′0′ junction. Thanks to the high degree of tunability of
the quantum dot one can induce transitions (0/π transition) simply by changing the gate
voltage. This has already lead to many experimental works [173,177�180]. The concept of
π junction is quite general and was �rst proposed (and measured) for ferromagnetic weak
links [175, 181�183]. In addition to this interesting phenomena adds the competition with
the Kondo e�ect previously described in this thesis.

7.4.4 Kondo screening and Cooper pairing competition

A very interesting topic is the competition/interplay between the Kondo e�ect and the
Cooper pairing. The Kondo screening leads to the formation of a many-body spin singlet
state accounting for the conduction electrons in the leads and the single spin 1/2 in the dot.
On average, the quantum dot spin is like bound to one electron of the leads with a binding
energy kBTK . In the presence of superconducting leads, the Kondo singlet state competes
with the pairing energy ∆ of the Cooper pairs. The resulting physics of the system is in
�rst approximation given by the ratio TK/∆. (see �gure 7.11 and reference [5]). Note that
the contact asymmetry also plays a role as we will see later in this chapter.
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N Even, S=0, IS=ICsin()

N Odd, S=1/2, IS=ICsin()

Figure 7.9: Adapted from [31]. Fourth order co-tunneling processes (arrows labelled 1,2,3
and 4) responsible for Cooper pair transport accross the dot in the intermediate coupling
regime. When the number of electrons into the dot is even (fully occupied level, total
spin S = 0), the order in which the spins of the Cooper pair are in the left lead is the
same as in the right lead. The current phase relation is usual (increasing function near
∆ϕ = 0): IS = ICf(∆ϕ). Here, IC is the amplitude of the current phase relation and f(x)
the periodic function adressing the shape of the current phase relation (|f(x)| ≤ 1). When
the number of electrons into the dot is odd (half occupied level, total spin S = 1/2), the
order in which the spins are in the left lead is reversed compared to the order in the right
lead. The current phase relation is π shifted: IS = ICf(∆ϕ+ π).
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(a) (b)

(c) (d)

0 junction

 junction

Figure 7.10: Taken from [171]. Andreev bound states spectrum and current phase relation
for a ′0′ junction (a) and (b). idem for a ′π′ junction (c) and (d). Note the reversal of the
current phase relation from one to the other and the relative amplitude of the supercurrent.

- TK/∆ << 1 : Here, the binding energy of the spin in the dot and an electron in the
leads is small compared to the Cooper pairing energy. The Kondo e�ect is absent and one
recovers a π junction behaviour (spin doublet state) with a π shifted current phase relation
and a small supercurrent [5].

- TK/∆ > 1 : In this case, the resonance at the Fermi energy of the electrodes, due to
the Kondo e�ect, survives and resonant Cooper pair tunneling occurs. Kondo e�ect and
superconductivity are not antagonist anymore. A strong supercurrent can be observed (see
�gure 7.11) and a ′0′ junction is recovered. In the unitary limit of the Kondo e�ect, the
critical current should be IC = e∆

~ .
Up to now, only the amplitude of the supercurrent was measured in the competing

regime TK/∆ ≈ 1 [177, 179, 180, 184]. It seems to follow theoretical predictions (�g.7.11
and 7.12) but it is necessary to measure the entire current/phase relation to check the
consistency of the measurement. In particular, the crossover between these two regimes
underlies a transition and peculiar current/phase relations are expected depending on the
ratio TK/∆ as shown by �gures 7.13 and 7.14. Figure 7.13 shows two current phase relations
taken in the extreme limits ∆/TK >> 1 and ∆/TK << 1. If ∆/TK >> 1 the doublet state
is favored, an harmonic π shifted current phase relation is observed. If ∆/TK << 1 the
singlet state (non magnetic) is favored, a strongly anharmonic ′0′ junction current phase
relation is observed. Figure 7.14 represents the crossover regime ∆ ≈ TK between the
singlet and doublet state. In this case the magnetic state of the dot depends on the phase
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junction

0 junction
« Kondo »

Figure 7.11: Taken from [5]. Predicted normalized critical current of the dot as a function
of ∆/TK . At high pairing energy ∆/TK >> 1, one has a ′π′ junction and the critical
current is small. When ∆/TK < 1, one has a ′0′ junction due to Kondo e�ect and critical
current increases.

di�erence. Whereas near Φ ≈ ±π the current phase is nearly harmonic and minimum
(′π′ junction behaviour), discontinuities appear around Φ ≈ 0. These discontinuities are
the hallmark of the singlet/doublet competition leading to a 0/π transition induced by
changing the macroscopic phase di�erence between the two superconducting leads. They
move away from 0 as the ratio ∆/TK is lowered. In between the two symmetric jumps, the
current phase relation is quasi-linear. Note than in this crossover regime, a 0/π transition
can be induced by tuning TK at �xed phase di�erence. TK being tunable with a nearby
gate voltage.

 

TK~ TK>

TK<<=> No IC

TK TK

TK><=> High IC

(a)

(b)

TK<<=> Small IC

TK><=> High IC

Figure 7.12: Adapted from [179]. (a) Experimental data showing the evolution of the
supercurrent as a function of the gate voltage. The gate voltage tuning the Kondo tem-
perature, one sees a clear di�erence depending on the ratio ∆/TK . (b) Fit to theoretical
predictions. The qualitative behaviour is recovered.
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(a) (b)

Figure 7.13: Taken from [5]. Predicted current phase relation of a quantum dot at (a)
∆/TK = 10: The negative slope of the curve at φ = 0 means the dot is in a ′π′ state. Note
the small amplitude of the supercurrent; (b) ∆/TK = 0.1: The positive slope at φ = 0
means the dot is in a ′0′ state. The supercurrent amplitude is high and discontinuities are
visible.

Figure 7.14: Taken from [5]. Calculated current phase relation of a quantum dot for
di�erent values of ∆/TK chosen near the critical point. The higher the ratio ∆/TK , the
closer from φ = 0 appear the discontinuities and conversely.
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Role of the contact assymetry All what has been told so far was implicitely con-
sidering a dot with symmetric barriers. In the experiment, it is in general not the case
and we have to take into account the contact asymmetry a = ΓL/ΓR. What has been
demonstrated [5, 171, 185] is that it does not signi�cantly a�ect the qualitative behaviour
presented above. However, the asymmetry tends to slightly stabilize the Kondo singlet
compared to the doublet phase. Even if those modi�cations are small in a stability dia-
gram, the Andreev levels and thus the current phase relation can be strongly a�ected. In
particular the contact asymmetry renormalizes the amplitude of the current phase relation
and the position of the singularity in the intermediate regime ∆ ≈ kBTK .

7.5 Current phase relation measurement

We aim to measure the current-phase relation of an hybrid superconductor/quantum dot
structure with the dot made out of a carbon nanotube. Ideally, competition between
superconductivity and Kondo correlations will be studied. In the following, we present our
strategy to measure this current-phase relation.

7.5.1 State of the art

Measuring the current phase relation connected through a weak link has been the topic of
a long standing research activity [163,182]. The �rst measurement was made for a tunnel
junction in 1963 [186] and extends now to ferromagnetic weak links [183] (π junction
behaviour), semiconducting nanowires [173], carbon nanotubes [177,180] (0/π transition),
atomic point contacts [19, 187, 188]... However, only the last of these works (atomic point
contacts) has reported a quantitative test of the proposed theory. We here adapt their
original technique to measure, in the same run of experiment, the current phase relation
and the dc conductance of the investigated weak link as needed for a full comparison with
theory.

7.5.2 The idea: asymmetric SQUID with central contact

In order to phase bias a weak link, one includes it into a loop through which a magnetic �ux
is applied. In such a con�guration, the weak link is short circuited and one cannot directly
measure its conductance in the superconducting state. To overcome this di�culty, we have
considered a strongly asymmetric micron scale (≈ 80µm2) dc superconducting quantum
interferometer device (SQUID) [19] as shown in �gure 7.15. In this �gure, contacts A and
C respectively represent the source and drain of the SQUID. One arm contains the weak
link (small Josephson junction, carbon nanotube quantum dots,...). The other supports
two almost identical large Josephson junctions in series with a central contact (depicted
by the letter B). The interest of this device is threefold. First, the asymmetry between
the branches of the SQUID allows to measure simply the current phase relation of the
weak link (see reference [19] and next section). Second, the third contact between the two
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large junctions allows to measure the normal state resistance of the weak link at room
temperature. Third, one can use the same third contact to measure the conductance of
the weak link in the superconducting state without using the hysteresis loop1.



A

B Weak 
link

Big Josephson
junction 1

Big Josephson
junction 2

1

2

SJ

I(SJ)

C

Figure 7.15: Equivalent circuit of the SQUID. The phase ϕ1, ϕ2 and ϕSJ are linked to
one another by the magnetic �ux through the loop φ by relation ϕSJ − (ϕ1 + ϕ2) =
−2πφ/φ0 + 2nπ with φ0 = h/2e. Contacts A and C are respectively the SQUID source
and drain. Contact B is the additional central contact between the two almost identical
big junctions and allows to determine the normal state resistance of each junctions.

7.5.3 Principle of the experiment

In this system the phase accross the junctions are related to one another. We denote ϕ1, ϕ2

the phase di�erence accross the two big junctions and ϕSJ the phase accross the weak link.
Due to �uxoïd quantization, one has ϕSJ−(ϕ1+ϕ2) = −2πφ/φ0+2nπ with φ0 = h/2e being
the �ux quantum, φ the applied magnetic �ux and n an integer number. The maximum
supercurrent �owing into the big junctions is noted I0 (�xed by the more resistive of the
big junctions) and through the weak link ISJ,0. Due to the strong asymmetry of the loop,
one has I0 >> ISJ,0. In this limit [19] the critical current of the SQUID IC (determined
principally by the large Josephson junctions) is obtained when ϕ1

∼= ϕ2
∼= π/2 yielding

ϕSJ ∼= −2πφ/φ0 + π + 2nπ. It follows :

IC(2πφ/φ0) ∼= I0 + ISJ,0f(π − 2πφ/φ0), (7.12)

with ISJ,0f(x) being the current phase relation of the weak link. The critical current
measurement of the SQUID with respect to the applied magnetic �eld B (∝ φ) will then
consist in a periodic signal with mean value I0 and amplitude ISJ,0. These modulations
directly probe the current phase relation of the weak link.

1Indeed, the use of the hysteresis loop of SQUIDs is common to voltage bias them. However the lower
energy part cannot be measured due to a �nite rettraping current.
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7.5.4 Josephson junction dynamics - Resistively Capacitively Shunted
Junction (RCSJ) model

In practice, the current at which a Josephson junction switches from the zero resistance
state to the resistive state (switching current IS) is always smaller than the critical current
IC predicted by theory. This problem is related to the dynamics of the superconducting
phase accross the junction and has been widely studied in the last decades [112,189�191].
In particular it was shown that the switching current depends on the electromagnetic
environment in which is embedded the junction and that it can be taken into account
within the RCSJ model. Let us notice that the intrinsic junction has its own geometrical
capacitance C and shunt resistance R corresponding to residual quasiparticles states into
the superconducting gap of the junction. One then considers the real junction as a perfect
Josephson element in parallel with a RC circuit. The equivalent circuit is shown in �gure
7.16 with γ the phase di�erence between the two superconductors.

Ib=sI0

C R

Figure 7.16: Resistively Capacitively Shunted Junction (RCSJ) model for the Josephson
junction alone.

We then consider such a junction biased with a current Ib = sI0 where I0 is the critical
current of the junction (determined by theory [114]) and s ∈ [−1, 1] a real number. Within
this formalism the current is

ib = I0sin(γ) +
V

R
+ C

dV

dt
. (7.13)

This expression can be recasted using the Josephson relation V = ~
2e
dγ
dt

leading to a
second order di�erential equation [112]

d2γdτ 2 +Q−1dγ

dτ
+ sin(γ) = s (7.14)

in which is introduced a dimensionless parameter τ = ωP t, with ωP =
√

2eI0/~C
the plasma frequency of the junction and Q = ωPRC the quality factor of the junction.
The di�erential equation 7.14 is analog to the equation of motion of a particle of mass
m = (~/2e)2C moving along the γ axis in the e�ective potential U(γ) of the system made
of the Josephson junction and the current source. It is a tilted-washboard potential which
reads (see �gure 7.17):
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U(γ) = −ϕ0I0cos(γ)− ϕ0I0sγ, (7.15)

with ϕ0 = ~/2e and γ the superconducting phase di�erence accross the junction.

Figure 7.17: Taken from [163]. Left panel: Washboard potentials U(γ) associated to the
Josephson junction for three values of the bias current Ib = sI0. Right panel: enlargement
of the area enclosed by the box on the left plot. The phase oscillates around γmin at the
plasma frequency ωP which depends on the barrier height ∆U .

Thermal escape The phase can be mapped onto the position of a massive particle
evolving in a 1D potential U(γ) as represented in �gure 7.17. When the particle is trapped
into a local minimum, it oscillates at the plasma frequency ωP . These oscillations are
damped with a time scale Q/ωP = RC depending on the friction of the particle (Q being
the quality factor of the junction). In addition, thermal energy kBT activates the particle.
If kBT is comparable with the height barrier ∆U , the phase has a �nite probability Pt(s)
to escape the well in a time t [192]. This probability is described by an Arrhenius-like
activation rate Γ(s) at which the particle escapes the well. One then has

Pt(s) = 1− e−Γ(s)t (7.16)

with

Γ(s) = a(Q)
ωP (s)

2π
e−∆U(s)/kBTesc . (7.17)

The function a(Q) takes into account the friction and Tesc is the escape temperature
(temperature of the electromagnetic environment). The plasma frequency is given by

ωP (s) =

√
I0

ϕ0C
(1− s2)1/4 = ω0(1− s2)1/4, (7.18)

with C the parallel capacitance. The barrier height ∆U can be approximated by
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∆U(s) =
4
√

2

3
ϕ0I0(1− s)3/2 +O[(1− s)5/2]. (7.19)

Note than when s = 1, the barrier height vanishes and the particle escapes. A �nite
voltage appears accross the junction according to the second Josephson relation dγ/dt =
2eV/~.

Coming back to the �nite barrier height, one sees that depending on the friction, the
particle which escaped the well can have di�erent behavior. Neglecting friction, the particle
can gain enough kinetic energy to overcome the second barrier height and go over the next
barrier. The particle runs away inde�nitely and a �nite voltage appears. Reducing the
current bias changes the slope of the potential and the kinetic energy of the particle is
reduced. It can be retrapped at a �nite value of bias current called rettrapping current.
The rettrapping current is smaller than the critical current. The V(I) cycle is hysteretic.
This regime is called the underdamped regime. In the opposite limit, the overdamped regime,
the strong friction reduces the kinetic energy of the particle escaping the well. It will get
trapped in the subsequent well and no hysteresis is observed. One can parametrize these
two limits using the quality factor Q = ωPRC of the junction . When Q >> 1, the junction
is underdamped while for Q ≤ 1 it is overdamped. The function a(Q) presented previously
depends strongly on this parameter and can be summarized in table 7.1 [193,194].

Damping Validity range a(Q)
Underdamped, low Q > 1, 2π ∆U

kBT
ω0

QωP
< 1 2π ∆U

kBT
ω0

QωP
< 1

Underdamped, moderate Q > 1, 2π ∆U
kBT

ω0

QωP
> 1 1

Overdamped Q < 1 QωP
ω0

Table 7.1: Criterion for crossover between di�erent damping regimes and the prefactor
a(Q) of the tunneling rate formula 7.17

As a conclusion of this thermally activated process, the junction switches at currents
which are smaller than the expected critical current. The particular value of this switching
current is stochastic but depends of the time left to the particle to escape the well, the
height of the barrier and the temperature of the environment.

Quantum escape In addition to thermal escape one has to consider quantum escape.
Indeed since the phase is a quantum variable it may tunnel through the barrier. This
tunneling rate is well approximated in the underdamped regime by [189,191,195]

ΓTunnel(s) = 63/2
√
πωP (s)

√
∆U(s)

~ωP (s)
e
−36∆U(s)
5~ωP (s) . (7.20)

The crossover temperature between thermal and quantum escape is given by TCross =
~ω0/2πkB.
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7.5.5 Theoretical phase dynamics of the asymmetric SQUID

In the following, we will consider the three junctions as resistively and capacitively shunted
junctions as shown in �gure 7.18 and previously introduced. It allows to verify the principle
of the experiment within this new geometry.
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Figure 7.18: RCSJ model for the asymmetric SQUID considered in the experiment.

To do so let us �rst write the second Josephson equation together with the current
conservation formula and �uxoïd quantization:

VSJ = V1 + V2

V1 = ~
2e
dϕ1

dt

V2 = ~
2e
dϕ2

dt

I = i+ iSJ

ϕSJ = ϕ1 + ϕ2 − 2πφ/φ0

(7.21)

Using the RCSJ model, one obtains three di�erential equations for the currents �owing
through each junctions:

iSJ = ISJ,0f(ϕSJ) + VSJ
RSJ

+ CSJ
dVSJ
dt

i1 = i = IC1sin(ϕ1) + V1

R1
+ C1

dV1

dt

i2 = i = IC2sin(ϕ2) + V2

R2
+ C2

dV2

dt

(7.22)

By replacing the voltages by the Josephson equations and introducing ϕ = ϕ1 +ϕ2 and
δ = ϕ1 − ϕ2, the total current expression becomes :
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I = ISJ,0f(ϕ− 2πφ/φ0) + 1
2
IC1sin(ϕ+δ

2
) + 1

2
IC1sin(ϕ−δ

2
)

+ ~
2eRTot

dϕ
dt

+ ~CTot
2e

d2ϕ
dt2

+ ~
2e

( 1
2R1
− 1

2R2
)dδ
dt

+ ~
2e

(C1

2
− C2

2
)d

2δ
dt2

(7.23)

with 1
RTot

= 1
RSJ

+ 1
2R1

+ 1
2R2

and CTot = CSJ+C1

2
+C2

2
. This expression is very general and

takes into account the eventual asymmetry between the two junctions in series. However,
assuming the two big junctions 1 and 2 being equivalent, one has R1 = R2, C1 = C2,
IC1 = IC2 = I0 and then ϕ1 = ϕ2 at any time. The previous equation simpli�es into :

I = ISJ,0f(ϕ− 2πφ/φ0) + I0sin(
ϕ

2
) +

~
2eRTot

dϕ

dt
+

~CTot
2e

d2ϕ

dt2
. (7.24)

From this equation we recover that for the case of a static phase with I0 >> ISJ,0, the
critical current of the SQUID is obtained when ϕ/2 = π/2. The critical current of the
SQUID depends on the applied �ux according to IC ≈ I0 + ISJ,0f(π − 2πφ/φ0). The
washboard potential extracted from this equation reads :

U(ϕ) = ϕ0

[∫ (
ISJ,0f(ϕ− 2πφ/φ0) + I0sin(

ϕ

2
)
)
dϕ− Iϕ

]
. (7.25)

Assuming the current phase relation of the small junction being f(x) = sinx (case of
a Josephson junction for instance), one can plot such potential for di�erent parameters as
shown in �gure 7.19. It reads:

U(ϕ) = ϕ0

[
−ISJ,0cos(ϕ− 2πφ/φ0)− 2I0cos(

ϕ

2
)− Iϕ

]
. (7.26)

This potential depends on parameters s = I/(I0 + ISJ,0), ISJ,0/I0 and magnetic �ux φ.
In particular one sees that a change in the applied �ux strongly a�ects a rather symetric
SQUID while it does not change the landscape for a strongly asymmetric one. In the last
case, the potential is sinusoidal with an amplitude ∆U essentially related to the Josephson
energy of the large junctions. The dynamic of the asymmetric SQUID is dominated by the
large junctions.
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Figure 7.19: Potential U(ϕ) for the asymmetric SQUID with the weak link being a small
Josephson junction. (a) Small asymmetry ISJ/I0 = 0.1 and φ = 0 for s = I/(I0 + ISJ,0) =
0, 0.4, 0.8. The potential is nearly sinusoidal meaning the small junction does not a�ect too
much the switching process. Note the 4π periodicity of the potential energy. (b) s = 0.4
and φ = 0 for supercurrent asymmetry ISJ/I0 = 0.1, 0.3, 0.6. Restablishing the symmetry
completely changes the washboard potential, the switching process is strongly a�ected. (c)
s = 0.4 and ISJ/I0 = 0.1 for φ = 0, 0.2φ0, 0.6φ0. When using a strong asymmetry, changing
the magnetic �ux does not a�ect the landscape potential. (d) s = 0.4 and ISJ/I0 = 0.6
for φ = 0, 0.2φ0, 0.6φ0. With a moderate asymmetry, changing the magnetic �ux strongly
a�ects the landscape potential.
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7.6 Conclusion

Through this chapter, we have seen that a weak link connected to superconducting elec-
trodes can support a supercurrent. This current is carried by Andreev Bound states into
the weak link area. The energy spectrum of these subgap states depends on the phase
di�erence between the two superconductors leading to a current which is also phase depen-
dent. This is the current/phase relation. The shape and position of the ABS also depends
of the nature of the weak link. We saw that in the speci�c case of the quantum dot, the
ABS are intimately related to the electronic state of the dot and that the associated cur-
rent phase can exhibit a wide variety of behavior. In order to measure these current phase
relations we have proposed an original experiment allowing to measure in the same run of
experiment, the superconducting I(V ) characteristics and the current phase relation.
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Chapter8
Experimental validation of the technique :

current-phase relation of a small Josephson

junction

In the following we propose to test the proposal made in the previous chapter. To do so
we use a small Josephson junction as the weak link of the assymetric SQUID.

Contents
8.1 Experimental techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 141

8.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

8.2.1 V (I) characteristics of the assymetric SQUID . . . . . . . . . . 142

8.2.2 Current Phase relation measurement . . . . . . . . . . . . . . . 143

8.2.3 Extraction of the di�erential conductance dI/dV of the small
junction in the superconducting state . . . . . . . . . . . . . . . 144

8.2.4 Adaptability to other types of weak link . . . . . . . . . . . . . 146

8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

8.1 Experimental techniques

For further details concerning the sample fabrication, the reader should refer to theNanofab-
rication appendice.

The junctions have been designed by electron beam lithography on the surface of both
oxidized and highly doped silicon wafers. One uses an angular Joule evaporation technique
to deposit the sequence of materials Pd(4nm)/Al(70nm)/Al2O3/Al(120nm) (see Fig.8.1).
Note that this complicated sequence has been chosen in order to be compatible with carbon
nanotube connection as we will see in next chapter. The oxidation step is carried out for
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10 minutes under an oxygen pressure of 3.10−1 mbar. The three terminals A, B and
C allow the determination of the room temperature resistances of the junctions : R1 =
1.53kΩ, R2 = 1.52kΩ and RSJ = 17.3kΩ.

V

A

B

C

2µm

Ib



A

B
Ib V

C

Small Josephson
junction

Big Josephson
junction 1

Big Josephson
junction 2

1

2

SJ

I(SJ)

Figure 8.1: (a) Scanning electron microscope picture of the assymetric superconducting
SQUID loop. (b) Equivalent circuit of the SQUID. The phase ϕ1, ϕ2 and ϕSJ are linked
to one another by the magnetic �ux through the loop φ by relation ϕSJ − (ϕ1 + ϕ2) =
−2πφ/φ0 + 2nπ with φ0 = h/2e. Contacts A and C are respectively the SQUID source
and drain. Contact B is the additional central contact between the two big junctions. It
allows to determine the normal state resistance of each junctions.

8.2 Experimental results

8.2.1 V (I) characteristics of the assymetric SQUID

The V(I) characteristic of the assymetric SQUID is mainly determined by the two big
junctions in series. It exhibits an hysteretic behavior in agreement with quality factors
Q ≥ ωPRTotCTot = 7 (RTot = 1.4kΩ, CTot = 45fF and ωP/2π = 18.6GHz). We show in
�gure 8.2, a typical V(I) curve. The hysteresis presented in this �gure is modulated by a
perpendicular to plane magnetic �eld. In particular, the �eld dependence of the critical
current of the big junctions Im exhibits a Fraunho�er pattern (see �gure 8.2 b): Im =
I0|sin(πφ/φ0)/(πφ/φ0)| with φ = 2BLW = 2BSBJ the �ux applied through the surface
SBJ of the junctions. Note than here, B is the applied �eld, W the width of the junctions
and L the length. By taking B0 = 14.4G, we obtain SBJ = 0.713h/2eB0 = 1.03µm2. This
value is in the same order of magnitude with the sample design of surface S = 0.43µm2.

The possibility to suppress the supercurrent through the big junctions helps to measure
the voltage bias dependence of the small junction in the superconducting state. We will
discuss this point later.

N.B. Let us notice here that if the applied magnetic �eld is bigger than the critical
�eld of the superconductor, superconductivity is suppressed and every junctions become
normal. The measured conductance of the loop is the sum of the conductance of the small
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junction and the conductance of the big junctions placed in parallel. The dc I(V ) curve of
the ring is linear corresponding to a conductance which is constant. However, if instead of
the small Josephson junction were placed a highly non-linear system (quantum dot,...), the
I(V ) would become non linear with a non linearity entirely due to the non linear system.
This will be exploited in the next chapter.
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Figure 8.2: (a) V(I) hysteresis loop of the current biased SQUID for two values of the
magnetic �eld B1 = 1.53 Gauss and B2 = 5.87 Gauss. The quality factor of the SQUID
is Q = ωPRTotCTot = 7 >> 1 (underdamped) responsible for the hysteretic behavior. The
evolution of the switching current as a function of the magnetic �eld evolves as a Fraunho�er
pattern. Anomalies in the rettraping current are due to the asymmetry between the big
junctions. (b) Switching current of the SQUID loop as a function of magnetic �eld. The
evolution is consistent with a Fraunho�er like pattern Im = I0|sin(πφ/φ0)/(πφ/φ0)| with
φ = 2BLW = 2BSBJ .

8.2.2 Current Phase relation measurement

To measure the current phase relation of the small junction we measure the switching cur-
rent by triggering the source signal on the voltage measurement as shown in �gure 8.3a.
This switching current exhibits �uctuations coming from �nite temperature, electromag-
netic environment and quantum tunneling. To reduce this uncertainty, we average over
more than 2000 values of the switching current. The phase bias is insured by a supercon-
ducting coil producing a perpendicular to the plane magnetic �eld. The mean switching
current is measured as a function of the magnetic �eld. We have represented in �gure 8.3b
the current phase relation associated to this measurement. To do so, we remove the vertical
o�set corresponding to the switching current I0 of the large junctions1. From the analysis
of the Fraunho�er pattern one can determine the zero of the phase. Considering the sign
of the �ux with respect to the sign of the applied magnetic �eld, we set the +2π phase

1Note than this switching current I0 ≈ 54nA is approximately three times smaller than the expected
critical current (180nA). This is certainly due to an uncontrolled environment which increases the escape
temperature.
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one period after the zero phase point. One �nally compares with theoretical predictions.
The results fully agrees with a sinusoïdal evolution of the critical current with respect to
the phase as expected in Josephson junctions. The �t gives us that IS,SJ = IS0,SJsinΦ
with IS0,SJ = 1.753nA. Assuming the value of the superconducting gap of the PdAl bi-
layer is ∆PdAl = 160µeV and that the normal state resistance of the small junction is
RN,SJ = 27kΩ, one should have a critical current IC = 8.765nA. The measured quantity
is thus a factor of 5 below the expected value.

The phase ϕSJ is related to the magnetic �eld through the relation ϕSJ = 2πB/B0

with B0 corresponding to the �eld B to apply in order to reach one �ux quantum through
the loop. We obtain B0 = 0.31Gauss. This corresponds to an e�ective area of the SQUID
loop S0 = h/2eB0 = 66.7µm2. This area is consistent with the size of the loop (≈ 70µm2)
and approximately corresponds to 3/4 of the area corresponding to the external side of the
metal2.

8.2.3 Extraction of the di�erential conductance dI/dV of the small
junction in the superconducting state

In the described SQUID geometry it is di�cult to unambiguously measure the conductance
of one arm independently of the other arm. One technique would consist in measuring the
conductance of the SQUID, then opening one side of the SQUID, measuring the conduc-
tance of the remaining side and by substraction, extract the conductance of the opened
arm. This technique is commonly used for break junctions [19]. It can be adapted to a
gate tunable system exhibiting strong reduction of the conductance but it is hopeless for a
simple Josephson junction for instance. A second technique is to use the rettraping branch
of a single big junction to obtain information on the small weak link. This however does
not allow to extract the low voltage bias behaviour due to the �nite voltage at which the
phase is rettraped. In the following, we present a way to solve this problem. The idea
is to dc voltage bias the SQUID (between A and C) and monitor the current �owing out
in point C. In this con�guration the dI/dV characteristic of the whole loop is measured
with a lock-in ampli�er technique (ac voltage Vac = 2µV at frequency ν = 81.45Hz). The
curves exhibit complicated features due to the sum of the currents �owing through the two
arms of the SQUID. In the following, we measure the conductance of the small Josephson
junction alone. To do so we use the third channel B to �x the dc voltage bias between
B and C : VBC to be smaller than the superconducting gap of the junction, where no dc
current should �ow (out of the Josephson branch). In those conditions, the results were
not satisfying enough due to the supercurrent through the big junctions. To overcome this
di�culty, we apply a magnetic �eld B = 8.5Gauss to cancel the supercurrent through the
big junctions thanks to the Fraunho�er pattern shown in �gure 8.2 b. One then success-

2Note than the maximum width of the squid is W = 2µm whereas the penetration length of the
magnetic �eld for a thin layer of Aluminum is λL ∼ 160nm [196]. This consequently does not explain the
estimated surface. However, in this limit if the loop area is comparable to the size of the loop one can
have a focus of the magnetic �eld lines [149].
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Figure 8.3: (a) Schematic of the sequence of the applied current and measured voltage
accross the SQUID to measure the current phase relation of the small junction. The
SQUID is current biased with a low frequency generator which produces a 80Hz periodic
signal of voltage bias sent to the sample through a 1MΩ resistor. Each period consists
in a ramp (linear increase of the voltage bias) from −10mV up to +70mV followed by a
way down from +70mV to −10mV (linear decrease). The time attributed to the way up
corresponds to 80% of the cycle. At the same time, the voltage drop VAC accross the loop is
measured. At small bias, the SQUID is on its supercurrent branch and there is no voltage
accross the SQUID. Above the switching current, a sharp jump appears in the voltage
measurement. As this voltage is triggered to the source, we obtain the corresponding
value of the bias current at which this jump appears. The phase bias is insured by a
superconducting coil producing a perpendicular to the plane magnetic �eld. The mean
switching current is �nally measured as a function of the magnetic �eld. (b) Current phase
relation of the small Josephson junction extracted from the experiment. The sinusoïdal �t
is perfectly accurate proving the validity of the technique.
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fully measures the voltage bias dependence of the conductance of the small junction as
shown in �gure 8.4.
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Figure 8.4: Di�erential conductance dISJ/dVSJ and dc ISJ(VSJ) characteristics of the small
junction. The traces are obtained by �xing VBC to be below the superconducting gap of
the corresponding large junction (acting as a switch o� for the large arm of the SQUID)
and under a magnetic �eld B = 8.5 Gauss to eliminate traces of the supercurrent in the
big junctions. Superconducting gap is found to be ∆PdAl + ∆Al = 400µeV and the normal
state resistance RN,SJ = 27kΩ

8.2.4 Adaptability to other types of weak link

A priori, the described technique is adapted to any kind of weak link provided that I0 >>
ISJ,0. In particular we want to use a carbon nanotube quantum dot deposited on an
oxidized and doped Si substrate which can be used as a backgate. We then have checked
that the use of this gate does not modify the measurement principle. To do so, we have
compared the switching currents of identical SQUID (weak link = Josephson junction) on
doped and undoped Si substrates and also studied the in�uence of the applied voltage on
the dopes Si backgate. No e�ects were visible.

8.3 Conclusion

In this chapter, we have evaluated an extension of the technique introduced by the
Quantronics group [19] to measure the current phase relation of a small weak link and
its dc conductance. It was found that the technique is accurate with respect to the
harmonicity of the current phase relation tested. This point is necessary to consider more
elaborate (anharmonic) systems using the same device geometry. The evolution, with
respect to [19], is the unambiguous possibility to measure in the same experiment, the
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dc conductance and the current phase relation of the weak link in the superconducting
state. We think this scheme opens a new route towards a better understanding of the
relations between phase and voltage biased superconducting weak link. Hereafter we use
the same detection scheme to measure the current phase relation of a carbon nanotube
quantum dot.
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Current Phase relation of a carbon nanotube

quantum dot

This chapter is devoted to the presentation of our recent results concerning the current
phase relation of a carbon nanotube quantum dot. The experimental results are still under
analysis.
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9.3 Superconducting state characterization of the carbon nanotube(s) quan-
tum dot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

9.4 Current phase relation measurement . . . . . . . . . . . . . . . . . . . . 152

9.4.1 Experimental details . . . . . . . . . . . . . . . . . . . . . . . . 152

9.4.2 Raw data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

9.4.3 Poorly conducting region: Harmonic current phase relation . . . 155

9.4.4 Highly conducting region: Anharmonic current phase relation . 155

9.4.5 Temperature dependence of the current phase relation . . . . . 156

9.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

9.1 Sample Fabrication

For further details concerning the sample fabrication, the reader should refer to theNanofab-
rication annex.

We use the same parameters size of the loop, size of the leads, size of the junctions,...
than in the previous chapter. The carbon nanotube is grown by chemical vapor deposition
[131] and is connected with PdAl/Al203/Al contacts in the same run of deposition than the
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big junctions in parallel. The three points measurements made at room temperature allows
to determine the resistance of each junctions : R1 = 771Ω, R2 = 769Ω and RTube = 9.1kΩ.

Josephson junctionsCarbon nanotube

Figure 9.1: Scanning electron microscope picture of the assymetric SQUID used in the
experiment. Junctions and carbon nanotube contacts are made of PdAl/Al203/Al and
are fabricated in the same step of metal deposition. Nanotube contacts are separated by
≈ 450nm.

9.2 Normal state characterization of the carbon nan-

otube quantum dot

The normal state characterization of the carbon nanotube is achieved by �rst applying
a magnetic �eld B ≈ 0.18T which suppresses superconductivity. The SQUID current re-
sponse to a voltage bias is then measured with a lock-in ampli�er technique. The measured
current exhibit variations related to the conductance of the nanotube. One has represented
in �gure 9.2a the stability diagram i.e. di�erential conductance dIdV vs bias voltage VSD
and gate voltage VBG, of the carbon nanotube quantum dot. One observes the nanotube is
globally highly conducting with a maximum conductance approaching 4e2/h. Its conduc-
tance can be lowered by a factor of 4 with the simple use of the back-gate voltage and there
is no strong evidences for Coulomb blockade or Kondo e�ect. Not even clear Fabry-Pérot
oscillations are visible. The nanotube is strongly coupled to the leads. Several traces of the
conductance vs source-drain voltage are shown in �g.9.4a for di�erent back-gate voltages.
It illustrates the multiple behaviors exhibited by the nanotube.

9.3 Superconducting state characterization of the car-

bon nanotube(s) quantum dot

To measure the superconducting behavior of the carbon nanotube, one reduces the mag-
netic �eld to zero and uses the technique described in the previous chapter. We show in
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Figure 9.2: (a) Normal state stability diagram of the carbon nanotube quantum dot i.e.
di�erential conductance dIdV vs bias voltage VSD and gate voltage VBG. The nanotube
is globally highly conducting and do not exhibit strong evidence for Coulomb blockade
or Kondo e�ect as we are looking for. (b) Superconducting state stability diagram of
the carbon nanotube quantum dot. One can observe zero bias anomalies in regions of
high normal state conductances. Out of the zero bias, one also see traces (conductance
bumps) of the multiple andreev re�ections at �xed voltages. (c) Modulation of the SQUID
supercurrent vs the applied magnetic �eldB and the backgate voltage. Strong modulations
are experienced in the highly conducting regions. No modulation is observed in the poorly
conducting areas.



152 Current Phase relation of a carbon nanotube quantum dot

�gure 9.2b the stability diagram of the tube in the superconducting state. Several traces
are also shown in �g 9.4b. We observe zero bias peaks in the regions of high normal state
conductances and dips in the low conductance region. In addition to this, traces of mul-
tiple andreev re�ections are also visible at �xed voltages 2∆/n with n an integer number
(n = ±1,±2 here). Finally, far away from the superconducting gap (|VSD| >> 2∆), the
conductance remains constant.

9.4 Current phase relation measurement

In the following, we describe the experiment and present the raw data. We then focus on
two di�erent values of gate voltage corresponding to poorly and highly conducting regions
of the stability diagram.

9.4.1 Experimental details

As mentioned in the previous chapter, one needs to average over a large number of switch-
ing events to de�ne precisely the switching current. In this part, we have improved the
detection setup by using a time counter as presented in �gure 9.3. The switching current
IS is related to the introduced parameters (see legend of �gure 9.3) by relation:

IS(A) =
VOffset(V )

RPolar(Ω)
+

VPeaktoPeak(V ).ν(Hz)

duty(0←→ 1).RPolar(Ω)
.t(s) (9.1)

The counter accumulates and averages directly the switching times during a �xed counting
time TCount. As an example, for TCount = 5s and frequency ν = 414Hz, the number of
averaged switching events is N = TCount.ν = 5 ∗ 414 = 2070. The phase bias is again
insured by a superconducting coil producing a perpendicular to the plane magnetic �eld.
This new technique allows to quickly realize maps of the switching current/magnetic �eld
relation as a function of the gate voltage.

9.4.2 Raw data

One shows in �gure 9.2c such a map in the same range of back-gate voltages than in
previous sections. Some extracted traces are also shown in �gure 9.4c. What is striking
is �rst the correspondence between the highly (respectively poorly) conducting regions
determined in the normal state and the regions of strong (respectively small) supercurrent
in the nanotube. The value of the supercurrent can range from 0 to 10nA depending on gate
voltage. We have represented in �gure 9.5 the comparison between the zero bias normal
state conductance and the maximum supercurrent �owing into the tube as a function of
backgate voltage. It allows to determine the product eRNIS shown in the same �gure.
It is in average two times smaller than the superconducting gap of PdAl contacts. This
discrepancy is not understood yet. It is however interesting to note that we observe larger
supercurrents than previous experiments performed on similar samples [29,177]. Whereas
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Figure 9.3: Schematic of the sequence of the applied current and measured voltage accross
the SQUID to measure the current phase relation of the nanotube. The periodic voltage
signal is produced at frequency ν = 414Hz through Cu �lters in series with a resistor
RPolar = 1MΩ. This is the current source. Each period consists of a ramp from −50nA to
+150nA followed by a way back down to −50nA (VPeaktoPeak = 200mV, VOffset = 50mV ).
The time attributed to the way up corresponds to 80% of the cycle (duty cycle = 0.8). The
counter measures the time tB− tA �owing between a synchronization time tA and the time
tB where the voltage V accross the SQUID becomes higher than a �xed voltage threshold
: the switching time. The phase bias is insured by a superconducting coil producing a
perpendicular to the plane magnetic �eld. The mean switching time is �nally measured as
a function of the magnetic �eld.
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in the small supercurrent region, the IS = f(B) curves are harmonics (�tted by a sinusoïdal
formula), when supercurrent gets higher some anharmonicity appears.
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Figure 9.4: (a) Normal state di�erential conductance of the carbon nanotube quantum dot
dIdV vs bias voltage VSD at di�erent gate voltages VBG = −1.909, −1.35, −0.03, 0.705
and 0.959V . One can isolate gate voltages where conductance is arbitrarily high or low
at zero bias. (b) Superconducting Normal state di�erential conductance of the carbon
nanotube quantum dot for the same back-gate voltages. One can observe zero bias anoma-
lies and traces of the multiple andreev re�ections. (c) Modulation of the SQUID su-
percurrent vs the applied magnetic �eldB for the same back-gate voltages. Strong an-
harmonic and small harmonic modulations are respectively experienced in the highly
(VBG = −1.909, −1.35, −0.03 and 0.959V ) and poorly (VBG = 0.7054V ) conducting
regions.

In the following sections we will discuss in more details these two di�erent behaviours.
First, we have to convert the IS = f(B) measurement in a current phase relation measure-
ment. To do so, we remove the vertical o�set corresponding to the switching current of the
large junctions and �nd the magnetic �eld o�set taking advantage of the symmetry of the
Fraunho�er pattern. The sign of the �ux with respect to the sign of the applied magnetic
�eld is also considered to set the +2π phase point.
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Figure 9.5: (a) Amplitude of the supercurrent and normal state conductance (zero bias)
as a function of back-gate voltage. One sees the total correspondence between highly
conducting region in the normal state and strong supercurrent in the superconducting
state. (b) Experimental product eRNIS as a function of backgate voltage. It is in average
two times smaller than the superconducting gap of PdAl contacts.

9.4.3 Poorly conducting region: Harmonic current phase relation

We show in �gure 9.6 the measured current phase relation for gate voltage VBG = −1.7V .
In this area, the nanotube has a zero bias normal state conductance GN ≈ e2/h. The
amplitude of the current phase modulation is 1.85nA. It is fully harmonic as veri�ed by a
sinusoïdal �t. Indeed, when the resistance is high, the tube behaves like a tunnel junction
which is known for having an harmonic current phase relation [150]. One can compare
the amplitude of the switching current to the predicted critical current IC = 6.8 nA using
Ambegaokar formula [114] with ∆PdAl = 160µeV . The measured switching current is ≈ 3.7
times smaller than the expected one.

9.4.4 Highly conducting region: Anharmonic current phase rela-
tion

Figure 9.7 represents the current phase relation extracted for a zero bias normal state
conductance GN ≈ 3.5e2/h. It exhibits a strong amplitude of modulation : 9.0 nA and it
is anharmonic. More precisely, the maximum (respectively minimum) of the supercurrent
is positively (respectively negatively) phase shifted compared to π/2 (respectively 3π/2).
This e�ect has already been observed and widely studied in atomic contacts [19]. It is
related, in the short junction limit, to a �nite number of conduction channels with at least
one channel of high transparency. The anharmonicity of this curve is �tted by taking
two channels at zero temperature with transparencies τ1 = τ2 = 0.82 corresponding to an
estimated normal state conductance GFit = 3.28e2/h. However the resulting amplitude is
too high (see green curve in Fig.9.7). An amplitude renormalization factor 0.8 is needed
to accurately reproduce the data (see red curve in Fig.9.7). This factor may be explained
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Figure 9.6: Current phase relation of the carbon nanotube quantum dot at VBG = −1.7V
(dotted black curve). In this region of moderate normal state conductance, the current
phase modulation is 1.85nA's high and fully harmonic as suggested by the sinusoïdal �t
(full blue line).

by uncertainties over the superconducting gap of the contacts, the normal state resistance
of the tube and also the �nite temperature.

Even if this �t gives a reasonable agreement, it is not the only possible physical de-
scription of the system. In particular, the role of the barrier assymetry is not taken into
account in this description. This is obviously of primary importance for a carbon nanotube
quantum dot and further studies are needed. Note that the product RNIS = 66.6µeV is
approximately 2.4 times smaller than the superconducting gap ∆PdAl = 160µeV .

9.4.5 Temperature dependence of the current phase relation

We have represented the SQUID switching current vs magnetic �ux for di�erent tempera-
tures and di�erent gate voltages in �g. 9.8. It shows three key elements. First, the overall
switching current of the SQUID is reduced by temperature. Second, the amplitude mod-
ulation of the switching current due to the nanotube quickly vanishes with temperature.
Third the anharmonic behaviour of the current phase relation seen for several gate volt-
ages is even more sensitive to temperature. The following subsections address these three
points.

Temperature dependence of the SQUID switching current

The SQUID switching current is dominated by the large junctions. It depends on tem-
perature as predicted by the RCSJ model. To quantify this e�ect, we have plotted the
mean value, with respect to the applied �eld, of the switching current as a function of



9.4 Current phase relation measurement 157

-10

-5

0

5

10

0 23/2

 

 

I S
,T

ub
e(n

A
)

Tube

 Exp. @ VBG=0.0V

 IS,Tube=9.sin(Tube)

 Fit with 1=2=0.82
 Rescaled fit (x0.8)

/2

T=21mK

Figure 9.7: Current phase relation of the carbon nanotube quantum dot at VBG = 0.00V
(dotted black curve). In this region of high normal state conductance, the current phase
modulation is 9.0nA's high and anharmonic. We can �t the anharmonic behaviour of
this curve by taking the short junction limit at zero temperature with two channels of
transparencies τ1 = τ2 = 0.82 (full green line). In such condition the amplitude is too high.
We renormalize it by the factor 0.8 (full red line) which may be explained by uncertainties
over the superconducting gap of the contacts, the normal state resistance of the tube and
also the �nite temperature.

temperature. It is shown in �gure 9.9a. We observe that the switching current is reduced
with an increase of temperature until it vanishes completely at high temperature.

Temperature dependence of the nanotube switching current

To extract the temperature dependence of the nanotube switching current, we measure
the amplitude of the SQUID modulation with respect to the magnetic �eld at di�erent
temperatures. The results are shown in �gure 9.9b and show how fast the switching
current is reduced by temperature.

A comparative analysis between the SQUID switching current and the nanotube switch-
ing current is shown in �gure 9.9c. It reveals that the nanotube switching current exhibits
a faster decay with respect to temperature than the SQUID. This can be explained by the
di�erence of Josephson energies between the tube and the big junctions.

We have also studied the anharmonicity of the current phase relations with respect
to temperature. To do so, we have Fourier transformed the current phase relations and
independently analysed the temperature dependence of the �rst and second harmonics. The
spectrum are shown in �gure 9.10. We observe essentially one or two peaks at ϕ−1/(2π) =
1, 2. The higher harmonics are not visible and the low frequency behaviour accounts for the
unavoidable switching noise and thermal drift in the measurement setup. The second peak
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Figure 9.8: Temperature dependence of the SQUID switching current versus magnetic �eld
for (a) VBG = −0.4V , (b)VBG = 0V , (c)VBG = +0.96V . From these curves we can extract
1- The temperature dependence of the SQUID switching current, 2- The temperature
dependence of the nanotube switching current and 3- The temperature dependence of the
anharmonic current phase relations. In particular, we see the anharmonicities which are
present at low temperature for VBG = 0V and VBG = 0.96V are quickly lifted by increasing
the temperature.
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is visible when the current phase relation seems anharmonic and absent when harmonic. In
order to be more quantitative, we have plotted the temperature dependence of the Fourier
transform amplitude for the �rst (ϕ−1/(2π) = 1) and second harmonics (ϕ−1/(2π) = 2)
at di�erent gate voltages. This is shown in �gure 9.11a. Whatever the gate position, the
second harmonic amplitude is smaller than the �rst harmonic and the amplitude of the
peaks is lowered by temperature. In order to compare the �rst and second harmonics
behaviour, i.e. the harmonic and anharmonic behaviour, we renormalize to the maximum
amplitude the �rst and second harmonics curve as shown in �gure 9.11b. Interestingly the
rate at which the second harmonic vanishes from a �nite value to zero is always faster than
for the �rst harmonic.
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Figure 9.11: (a) Temperature dependence of the �rst and second harmonic of the current
phase relation Fourier transform for VBG = −0.4, 0 and +0.96V . (b)Temperature depen-
dence of the renormalized amplitude of the �rst and second harmonic of the current phase
relation Fourier transform. The second harmonic vanishes faster than the �rst harmonic.

9.5 Conclusion

In this chapter, we have measured the current-phase relation of a carbon nanotube quantum
dot over a large range of gate voltage. At certain gate voltages supercurrents as high as
12 nA were induced through the tube. Jointly, the current-phase relation exhibits an
anharmonic behaviour. We studied the temperature dependence of the amplitude and
anharmonicity of the current phase relation and highlight that anharmonic components of
the CPR vanishes faster than the harmonic component. Data processing and theoretical
analysis is still under investigation at this point.
Our detection setup allows to relate the current phase relation measurements to the normal
and superconducting states conductance. High supercurrent shows up each time the normal
state conductance is high and conversely.
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Conclusions and perspectives

Conclusions

Along this part we saw that a weak link connected to superconducting electrodes can
support a supercurrent. This current is carried by Andreev Bound states into the weak
link area. The energy spectrum of these subgap states depends on the phase di�erence
between the two superconductors leading to a current which is also phase dependent. This
is called the current-phase relation. As the shape and position of the ABS also depends on
the exact nature of the weak link, one objectives of this thesis was to measure the current-
phase relation of a carbon nanotube quantum dot in the regime ∆ ∼ TK where there is a
competition between Kondo e�ect and proximity e�ect. In this regime, very peculiar CPR
are expected. This objective was not ful�lled but �on the way� results were obtained.

• Result 1: We evaluate an extension of the technique introduced by the Quantronics
group [19] to measure in the same experiment the current phase relation of a small
weak link together with its superconducting dc conductance. To do so a strongly
asymmetric SQUID was considered. On one arm was incorporated a small Josephson
junction (the tested weak link), on the other two large junctions in series with a
central contact. The technique is accurate with respect to the harmonicity of the
current phase relation tested. The adaptability of the proposed setup is a priori very
large.

• Result 2: We measured the current-phase relation of a carbon nanotube quantum
dot in the strong coupling regime. Supercurrents as high as 12 nA were induced
through the tube. For high supercurrent the current-phase relation is anharmonic
whereas for small supercurrent it is harmonic. The temperature dependence of the
amplitude and anharmonicity of the current phase relation highlights that anhar-
monic components of the CPR vanishes faster than the harmonic component. Our
detection setup allows to relate the current phase relation measurements to the nor-
mal and superconducting states conductance.
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Perspectives

We aim to measure the current-phase relation of a carbon nanotube quantum dot in the
Kondo regime. Being able to induce transitions between ′0′ and ′π′ states either making use
of the gate voltage or the phase bias is of primary interest. Theoretical predictions in this
domain are very numerous whereas the number of related experiments is very small [180].

Whereas carbon nanotubes are good systems to study the superconductivity/Kondo
competition, any kind of weak link acting as a quantum dot can be used in this setup.
In particular nanowires with strong spin/orbit coupling could be used. In this hypothesis,
the spin/orbit interactions would lead to peculiar current phase relation exhibiting traces
of the spin/orbit exchange amplitude that are tunable with an in-plane magnetic �eld for
instance [197,198]. This has never been observed experimentally.

Going a step even further, our technique could be used to detect unambiguously Ma-
jorana fermions. Indeed, recently theorists have proposed that Majorana fermions could
appear as the fundamental quasiparticles in systems in which superconductors are in con-
tact with materials that have a strong spin/orbit interaction [147,148,199,200]. The Majo-
rana fermions can be detected with a SQUID-like geometry because they would cause the
SQUID to oscillate with a period of 4π rather than the usual 2π periodicity [31, 148, 199].
However it is of primary importance to �rst detect signatures of the e�ect in a conduc-
tance experiment and then measuring this strong evidence of the existence of Majorana
fermions. Our detection scheme is at this point a very good candidate because it allows
to measure in the same experiment the superconducting state conductance of the system
and the current-phase relation.

The dynamics of the Kondo e�ect could also be studied. Indeed the Kondo e�ect takes
place at a time scale given by the inverse of the Kondo temperature. If the phase di�erence
evolves faster than this establishing time, one should expect a very di�erent behaviour than
in the static regime. Kondo correlation does not have time to establish. This could be
probed using techniques presented in Ref. [149,201].
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This thesis has studied two aspects of mesoscopic physics that are the high frequency
quantum noise and the superconducting proximity e�ect. We nevertheless focused on a
single model system: the carbon nanotube quantum dot.
The �rst part of this manuscript was dedicated to high frequency quantum noise mea-
surements. In order to measure those �uctuations we have designed an original on-chip
detection scheme in which the noise source and the detector, a Superconductor/ Insulator/
Superconductor junction, were resonantly coupled. This allowed us to measure the equi-
librium noise of the resonant coupling circuit, the out-of-equilibrium noise of a Josephson
junction and �nally the out-of-equilibrium noise of a carbon nanotube quantum dot in
the Kondo regime. The equilibrium noise of the resonator exhibits a strong asymmetry
between emission and absorption. At low temperature only absorption noise related to
zero point �uctuations is present. The out-of-equilibrium emission noise of quasiparticles
tunneling of a Josephson junction exhibit a strong frequency dependence. For emission
noise to occur at frequency ν, the applied bias voltage to the junction V of superconduct-
ing gap ∆ must ful�ll condition e|V | ≥ 2∆ + hν. The out-of equilibrium emission noise
associated to the Kondo e�ect (characteristic energy kBTK with TK the Kondo tempera-
ture) exhibits a strong singularity at eV = hν as long as kBTK ≈ hν. This singularity is
related to peaks in the density of states of the dot pinned at the Fermi energy of the leads.
At higher frequency hν ≈ 3kBTK the singularity vanishes highlighting strong decoherence
e�ects induced by the bias voltage.
In the second part, we developped a technique allowing to measure in the same experiment
the current/phase and the current/voltage relations of a weak link separating two super-
conductors. We have �rst tested this detection scheme on a small Josephson junction and
then applied it to a carbon nanotube quantum dot. In this last case a supercurrent as high
as 12 nA were observed jointly with an anharmonic current/phase relation.
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AppendixA
Nanofabrication

Before performing transport or noise experiments at very low temperature, one �rst needs
to get good samples. To do so, several steps are necessary going from carbon nanotube
growth to metallic leads deposition. In the following we present each steps of the home-
made process.

A.1 Chemical Vapor Deposition Growth of Carbon Nan-

otubes

A.1.1 The process

The process used to grow carbon nanotubes has been developped by Alik Kasumov [131]
and improved/adapted during this thesis. The �rst step consists in sputtering a very thin
layer of Fe catalyst (≈ 1 nm) on top of a silicon substrate (doped for current phase relation
measurement and undoped for high frequency measurements). The substrates are placed
in a quartz tube (cut in small pieces of 5×5 mm) and placed into the home-made oven pre-
sented in �gure A.1. The system is pumped to low pressure ≈ 1.10−4mbar in the presence
of a cold trap (liquid Nitrogen). We then heat the samples up to stabilized temperatures
between 800oC and 1000oC. When the samples reach the reaction temperature, acetylene
C2H2 is admitted into the quartz tube up to pressures of 1 mbar for 9 s and then pumped
out and extracted from the furnace. One can summarize the process by the list (very
speci�c to our setup):

• Pumping of the quartz down to P < 0.1mbar,

• Heating of the coil for 10′ at 50V ,

• Heating of the coil for 50′ at 84V (T ∈ [800, 1000]0C),

• Injection of C2H2 (200 mbar in the regulating pressure area) for 9 seconds,
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• Pumping out of the cracked acetylene,

• Reduction of the oven temperature down to room temperature.

C2H2

Thermometer

Oven

Power 
Supply

Regulating 
Pressure area

Pumping 
access

Figure A.1: (a) Picture of the CVD oven used to grow carbon nanotubes of this thesis. (b)
SEM picture of carbon nanotubes obtained with a wide surface deposition of Fe catalyst.

We then need to check whether or not we did fabricate carbon nanotubes. This is done
by observing them with a scanning electron microscope (SEM).

A.1.2 Optimization and adaptation

A typical picture of carbon nanotubes grown with the described technique is shown in
�gure A.1 b. It shows that a wide deposition of Fe catalyst leads to a spaghetti-like growth
of carbon nanotubes. To isolate single carbon nanotubes, it is necessary to change the size,
the density and/or the shape of the catalyst. This is achieved by patterning small areas
of catalyst with electron beam lithography (see later). A test sample is shown in �gure
A.2a, showing the in�uence of the catalyst islands density (same thickness) on the carbon
nanotube growth. After several tests addressing the shape, the size and the density we
choose to design 0.75µm × 40µm lines separated of 20µm as shown in �gure A.2b. With
those parameters, rather long and independent nanotubes are formed.

A.2 Connecting the Carbon Nanotubes

A.2.1 Lift-O� technique

The lift-o� is a well known technique in micro-electronics. It permits in particular to design
very thin metallic leads that are necessary to connect carbon nanotubes. It consists in �rst
spinning a photo- or electro-sensitive resist on top of a substrate. One then shines de�ned
regions of this resist with light (photo-lithography) or electrons (e-beam lithography). The
shined parts are chemically modi�ed and then react di�erently with a developper. This
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Figure A.2: (a) Tests of the catalyst island density. Lowering the density allows to avoid the
spaghetti-like growth. (b) Choosen shape, sizes and density for catalyst island. The growth
gives us thin, long and independent nanotube easy to adress for metallic connections.

product disssolves the shined parts and leaves the unshined parts unmodi�ed. At this
stage, a negative layout of the de�ned shapes i.e. appearing substrate where metal is
wanted and resist everywhere else, is formed. Metallic or oxide deposition �lls the holes.
The rest of the resist is dissolved and one obtains the wanted positive layout i.e. metallic
leads where electrons or photons were shined. This process is summarized in �gure A.3a
and the exact experimental conditions are developped in a next section.

Substrate
Resist 

deposition + 
Insolation

Development

Metallic or 
oxide 

deposition

Lift-Off

Resist

Deposited 
material  

Substrate
Bilayer resist

deposition + 

Insolation

PMMA

MAA

θ1
Development

Metallic

deposition @

θ1

θ1

θ2

Oxidation

Metallic

deposition @

θ2

θ2

Oxide

Figure A.3: (a) Left: Classical lift-O� process. (b) Right: Angular evaporation process.

A.2.2 Electron beam lithography

The electron beam lithographies of this thesis have been realized with a scanning electron
microscope ZEISS equipped for electron beam lithography. We use Nanometer Pattern
Generation System (NPGS) to control the electronic beam during lithography and Design-
Cad to draw the nanoscale designs.
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A.2.3 Materials deposition

In order to realize transport experiments with carbon nanotubes, it is necessary to connect
them. Many techniques exist to deposit metallic materials. During this thesis, we have
used sputtering for Nb, Pt and Fe and evaporation (Joule or e-gun) techniques for Pd,
PdNi, Al, Nb, Cu and Au.

The fabrication processes for making samples used in this thesis depend on the exper-
iment. Hereafter we recapitulate the exact experimental conditions used to fabricate the
Noise measurements (see part II of this thesis) and Current phase relation measurement
(part II) samples.

Noise measurement samples

The normal metal carbon nanotube connection and the fabrication of the SIS detector
cannot be done in a single step. We have chosen to �rst connect the carbon nanotube and
then fabricate the detector together with the coupling resonant cavity.

Normal metal connection of carbon nanotubes The normal metal used to connect
carbon nanotube is Palladium Pd. It is known for making relatively transparent contacts
with carbon nanotubes due to the small di�erence of working functions. It was evaporated
in the following conditions:

• E-Gun evaporator :

� Pd : 45nm at a rate of 0.17nm/s, (e-gun current I = 200mA), pressure P =
9.10−8mbar, angle of evaporation θ = 00.

• Joule evaporator :

� Pd : 45nm @ 0.5nm/s, (load current I = 267A), P = 7.10−6mbar, θ = 00.

SIS noise detector fabrication The SIS noise detector is fabricated together with the
resonant cavity. One uses the angular evaporation technique (see Fig.A.3b) which consists
in �rst depositing Aluminum at a certain angle θ, then oxidizing the alumninum surface
and �nally covering the oxidized surface by another layer of Aluminum at the angle −θ.
The exact optimized conditions are:

• E-Gun evaporator :

� Al : 30nm @ 0.5nm/s, (I = 500mA), P = 2.10−7mbar, θ = +160.

� Oxidation : Oxygen O2 at P = 3mbar for 10 minutes.

� Al : 50nm @ 0.5nm/s, (I = 500mA), P = 2.10−7mbar, θ = −160.

• Joule evaporator :
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� Al : 30nm @ 2.5nm/s, (I = 240A), P = 3.10−6mbar, θ = +12.50.

� Oxidation : Oxygen O2 at P = 3.10−1mbar for 10 minutes.

� Al : 50nm @ 2.5nm/s, (I = 240A), P = 3.10−6mbar, θ = −12.50.

During this thesis, we have also investigated Al/Nb junctions using the e-gun evapora-
tor. The Niobium �lm quality is critical and necessits special care. In particular, extremely
low vacuum conditions are needed during deposition (< 1.10−7mbar). To attain this crite-
ria, we use a dedicated evaporator system pumped with a ionic pump nd a cold �nger. The
Niobium �lm deposition is made in two-steps to avoid contamination induced by extreme
heating during deposition. The optimized deposition conditions are:

• E-Gun evaporator :

� Al : 25nm @ 0.6nm/s, (I = 500mA), P = 5.10−8mbar, θ = +160.

� Oxidation : Oxygen O2 at P = 10mbar for 10 minutes.

� Nb : 20nm @ 0.12nm/s, (I = 550mA), P = 5.10−8mbar, θ = −160.

� Nb : 20nm @ 0.26nm/s, (I = 550mA), P = 5.10−8mbar, θ = −160.

� Al : 5nm @ 0.6nm/s, (I = 550mA), P = 1.10−7mbar, θ = −160.

Current phase relation measurement samples

Choice of materials The current phase relation samples are done in a single lift-o�
step. The deposited sequence of materials is thus critical. The nanotube contacts are done
using a thin layer of Palladium followed by a thick layer of Aluminum. The Pd thickness
and quality is critical. Too thin the �lm is not continuous, too thick superconductivity is
suppressed. It must also be free of magnetic impurities and deposited as fast as possible
to avoid contamination. Josephson junctions are realized by 2 angle evaporations and an
oxidation. The optimized conditions are:

• E-Gun evaporator :

� Pd : 4nm @ 0.2nm/s, (I = 130mA), P = 2.10−7mbar, θ = +130.

� Al : 80nm @ 0.7nm/s, (I = 400mA), P = 3.10−7mbar, θ = +160.

� Oxidation : Oxygen O2 at P = 10mbar for 10 minutes.

� Al : 100nm @ 0.9nm/s, (I = 400mA), P = 3.10−7mbar, θ = −160.

• Joule evaporator :

� Pd : 4nm @ 0.5nm/s, (I = 267A), P = 3.10−6mbar, θ = +130.

� Al : 70nm @ 1.5nm/s, (I = 240A), P = 5.10−6mbar, θ = +160.

� Oxidation : Oxygen O2 at P = 3.10−1mbar for 10 minutes.

� Al : 120nm @ 1.2nm/s, (I = 240A), P = 9.10−6mbar, θ = −160.
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Geometrical dimensions of the assymetric SQUID loop The geometrical dimen-
sions of the assymetric SQUID loop and the big Josephson junctions have been choosen to
ful�ll several criteria: - Critical current assymetry ≈ 10 - Negligible inductance - Su�cient
precision of the applied �ux - Negligible distorsion of the current phase measurement due
to magnetic �ux through the big junctions. The optimized dimensions are (see also �gure
A.4):

• Loop size ≈ 8× 12µm2

• Junctions size ≈ 2000× 200nm2

2µm

200nm~8µm

~12µm

Figure A.4: Typical dimensions chosen for the SQUID loop. Here is shown a SEM picture
of the device used to measure the current phase relation of the small Josephson junction.



AppendixB
Circuit characterization by external high

frequency irradiation

We characterize the dc response of the SIS noise detector submitted to an external radio-
frequency irradiation via a local antenna. By �rst neglecting the source junction, on which
no bias is applied, we highlight photo-assisted tunneling processes [120] (section B.1).
Depending on the bias region of interest, the signature is either the appearence of current
steps or current peaks. Steps appear nearby voltages VD = ±2∆/e and are due to inelastic
tunneling of quasiparticles. Peaks appear in the subgap region, nearby existing peaks due
to the resonant environment and are due to inelastic tunneling of Cooper-pairs [113]. We
compare these experimental �ndings to theoretical expectations.

We then theoretically analyse the source/detector interaction in presence of HF exci-
tation. The mixing theory [117] allows to de�ne methods to measure the �nite frequency
complex admittance of the source junction (section B.2).

B.1 SIS junction response to external irradiation

Here we study the dc response of a SIS junction in a resonant environment to an external
high frequency activation.

B.1.1 Quasiparticles tunneling

In the vicinity of the quasiparticles branch, a SIS junction under external irradiation ex-
hibits photon-assisted tunneling current. The theory of this e�ect was done by Tien and
Gordon (1963) [120]. This current adds to the dc I(V ) characteristic of the sample leading
to current steps or peaks in the I(V ) at voltages |VD| = 2∆/e ± hν ′/e in the di�erential
conductance dID/dVD.

In order to measure this signature, we �rst minimize the supercurrent �owing into
the detector by applying a magnetic �ux through the loop of the SIS junction which has a
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SQUID geometry. The source junction is unbiased and the derivative of the ID(VD) charac-
teristic under external irradiation dID/dVD is measured with a lock-in ampli�er technique.
Results of these measurements are shown in �gure B.1 for two di�erent excitation powers
of the antenna and frequency ν ′ = 18.71GHz 6= νn

1. What is observed is the presence
of additional peaks around 2∆. These peaks take place at VD = 2∆/e ± hν ′/e and grow
with HF power (only one single frequency is shown for simplicity). It is consistent with
theoretical predictions [120] where the current IAB through the junction follows:

ID(VD) = C
∞∑

n=−∞

J2
n(α)

∫ ∞
−∞

[f(E − eVD)− f(E + nhν ′)]

ρA(E − eVD)ρB(E + nhν)dE (B.1)

where C is a proportionality constant, Jn(α) is the Bessel function of order n and
α = eVac/hν. VD is the applied dc voltage accross the junction, the f 's are Fermi factors
taken at di�erent energies and ρa and ρb are respectively, superconducting densities of states
of superconductors A and B. Since the ac excitation is small, α << 1. By linearising Bessel
functions the I(V ) characteristic is approximated by:

ID(VD) ∼=
1

4

(
eVac
hν ′

)2

[IQP (VD + hν ′/e) + IQP (VD − hν ′/e)− 2IQP (VD)] . (B.2)

The data show that experimental peaks at VD = 2∆/e+ hν ′/e are strongly attenuated
compared to the ones at VD = 2∆/e− hν ′/e which is not expected by theory. We explain
this discrepancy by a possible mixing with quasiparticles tunneling at frequency ν = ν1 −
ν ′ ≈ 11.5GHz due to the presence of the resonator. We do not discuss further this
phenomenon. We choose to �t peaks in VD = 2∆/e− hν ′/e to deduce Vac using equation
B.2. This is shown in �gure B.1. For ν ′ = 18.71GHz and injected power P1 = −10dBm we
�nd Vac1 = 2.01µV whereas for P2 = −5dBm, Vac2 = 3.43µV . These values are consistent
with the power ratio taking into account the de�nition of dBm2.

B.1.2 Cooper pairs tunneling

In the following, the detector supercurrent is maximized and the source junction is not
polarized. We measure the ID(VD) characteristic of the detector under external HF excita-
tion in the subgap domain. Without irradiation, this region is known to exhibit peaks at

1The νn's are the resonant frequency of the resonator according to the �rst part of this thesis (part I)
2dBm (sometimes dBmW ) is an abbreviation for the power ratio in decibels (dB) of the measured

power referenced to one milliwatt (mW ). Zero dBm equals one milliwatt. By expressing x the power in

Watts and P in dBm, the link between them is: x = 10
P−30

10 . As the power is proportional to the voltage

Vac squared, one has the ratio
Vac1

Vac2
= 10

P1−P2
20 . Performing the numerical application for P1 = −10dBm

and P2 = −5dBm we get Vac1

Vac2
= 0.56. Fits to experimental data gives Vac1

Vac2
= 0.586 which is in agreement

with the injected power
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Figure B.1: Full lines : Derivative of the I(V) characteristic of the source close to the
superconducting gap under HF irradiation (ν ′ = 18.71GHz) for two powers P = −5dBm
and P = −10dBm. Peaks appearing at VD = 2∆/e±hν ′/e grow continuously with power.
Dotted lines : Fit to experimental data using equation B.2 to extract Vac.

Vn = hνn/2e with νn the resonance frequencies of the resonator. These peaks are related to
the resistive part of the resonant environment. We here show that the external irradiation
changes the global shape of these peaks and that we can theoretically understand these
changes.

Experimental results

We show in �gure B.2 the results of such measurements at the irradiation frequency ν ′ =
18.71GHz for the two powers P = −10dBm and P = −5dBm. At very low HF power, no
changes are observed. When the power is increased, small kinks grow at VD = hνn/e±hν ′/e
and the main central peak at VD = hνn/e is reduced proportionally to the HF power. These
changes are however quite di�cult to observe in the dc I(V ) characteristics. That is why
we also show the dID/dVD curves which are easier to interprete. We now theoretically
explain this behaviour.

Theoretical understanding

The framework of the following calculations is inspired by Shapiro [202]. Under external
HF irradiation, the voltage accross the junction is the sum of the dc voltage VDC applied
to the junction and the ac voltage created by HF at frequency νrf = ωrf/2π, Vacsin(ωrf .t).
One then rewrites the Josephson equations:

V = VDC + Vacsin(ωrf .t)
dφ
dt

= 2eV
~

I = ICsinφ
(B.3)

By using these equations we obtain the current �owing into the junction :
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Figure B.2: (a) Measured (full lines) and �tted (dashed lines) subgap dID/dVD characteris-
tic of the SIS detector in a resonant environment with and without external high frequency
irradiation at ν ′ = 18.71 GHz. Extra peaks appear under ac excitation at positions �xed
by the frequency of the external irradiation. (b) ID(VD) characteristic of the source in the
same conditions. Extra kinks appear under ac excitation.

I = ICsin(
2eVDC

~
t− 2eVac

~ωrf
cosωrf t+ γ0) (B.4)

with γ0 an integration constant. Therefore by using the Jacobi-Anger expansion of the
sine of a cosine we can rewrite this current as :

I = IC

+∞∑
n=−∞

(−1)nJn(
2eVac
~ωrf

)sin(γ0 + ωt− nωrf t) (B.5)

with ω = 2eVDC/~. This current is time dependent excepted if ω = n.ωrf with n an
integer number. We deduce from this the expression of the dc current �owing through the
junction:

IDC =
I2
C

2VDC

+∞∑
n=−∞

J2
n(

2eVac
~ωrf

)Re[Z(
2eVDC

~
− ωn)]. (B.6)

In the limit of small ac excitation 2eVac
~ωrf

<< 1, one can linearize Bessel function J0 to
second order and J1 to �rst order. Identifying IJJAC(V ) = 1/(2V ).Re[Z(2eV/~)].I2

C , we
obtain a simpli�ed expression for the dc current �owing into the junction:

IDC =

(
1− 1

2
(
2eVac
~ωrf

)2

)
IJJAC(V )+

(
eVac
~ωrf

)2

[IJJAC(V − ~ωrf/2e) + IJJAC(V + ~ωrf/2e)] .

(B.7)
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It shows that by irradiating the Josephson junction, the subgap I(V ) characteristic is
a superimposing of the renormalized subgap I(V ) curve without irradiation with the same
curves shifted from ±hνrf/2e normalized to ac power excitation.

Comparison theory and experiment

We �t the data shown in �gure B.2 with formula B.7. Vac is the adjustable parameter. Peaks
positions are reproduced by frequency under study and we obtain HF powers Vac = 2.1µV
at P = −10dBm and Vac = 3.4µV at P = −10dBm. It is consistent with values obtained
in subsection B.1.1 (respectively 2.01 and 3.43µV ).

B.1.3 Conclusions

In this section we have presented the detector response to an external high frequency irra-
diation. Photo-assisted processes were clearly highlighten, both concerning quasiparticles
and Cooper pairs tunneling. In the following, we theoretically study the source/detector
interaction under HF irradiation.

B.2 Source/detector interaction in presence of HF exci-

tation

Here we theoretically address the source/detector interaction in presence of an external
high frequency drive at frequency ν0.

B.2.1 Model

AC irradiation generates harmonic voltage �uctuations in the circuit. The ac currents and
voltages appearing into the sample are modi�ed as shown in �gure B.3. In particular, �uc-
tuations induced by antenna takes the form VLO(t) = VL0cosω0t with VLO the amplitude of
the local voltage variation and ω0 = 2πν0 its pulsation. This signal is equally present ac-
cross the 2 junctions. It follows the ac current iS(t) �owing through the source due to this
excitation is related to its admittance YS and reads : iS(t) = YS.VLO(t). This oscillating
current couples to the detector through the resonator leading to excess voltage �uctuations
appearing accross the detector: Ztis(t) = Zt.YS.VLO(t) with Zt the transimpedance. The
reference signal VLO(t) and Zt.YS.VLO(t) are mixed by the detector. As Zt and YS are
complex functions, one needs to carefully treat this mixing. This is done in the follow-
ing. Note that what is said for the detector is completely symmetric with respect to a
source/detector exchange.
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Figure B.3: Current and voltages appearing into the circuit under external HF irradiation.
The principle of the ac conductance measurement is to mix at the detector level, the
reference signal VLO(t) to the signal coming from the source at the same frequency vsig(t) =
Zt.YS.VLO(t).

B.2.2 Mixing theory applied to the detection scheme

A SIS junction is known to be a quantum mixer [117]. Let us suppose the voltage applied
to this junction is the sum of a dc voltage and two time dependent voltages so that V (t) =
V0 + VLO(t) + vsig(t). V0 is the dc component, VLO(t) the local oscillator term and vsig(t)
the voltage coming from an external source. These last two terms are de�ned as :

VLO(t) = VLOcos(ω0t) (B.8)

vsig(t) = Re

[
+∞∑

m′=−∞

vm′e
iωm′ t

]
(B.9)

where VLO and ω0 are respectively the amplitude and the driven frequency of the local
oscillation. vm′ and ωm′ = ω0+m′ω are respectively the amplitude and the driven frequency
of the external signal.

Application - In the experiment vsig(t) = Re [Zt(ω0).YS(ω0, VS).VLOe
iω0t] so that m′ =

0 and v0 = Zt(ω0).YS(ω0, VS).VLO.
From a general point of view, with the same notations the current �owing through the

junction reads

isig(t) = Re

[
+∞∑

m=−∞

ime
iωmt

]
(B.10)

with im the amplitude of the current �owing into the junction at frequency ωm. By as-
suming small signals, voltage and current components are linearly related by an admittance
matrix

im =
∑
m′

Ymm′vm′ (B.11)
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.
The values of the matrix elements are related to the strength of the local oscillator and

the nonlinear dc I(V ) characteristic of the SIS junction. These elements are complex so
that Ymm′ = Gmm′ + iBmm′ .

Application - Experimentally, one only measures the dc component of the current
and isig(t) must be time independent. This condition is ful�lled when ωm = ω0 +mω = 0.
As ω = ω0, we obtain that only m = −1 satis�es the condition. Finally, only m = −1
and m′ = 0 becomes relevant and the measurable dc current is isig,dc = Re [i−1] with
i−1 =

∑
m′ Y−1,m′vm′ = Y−1,0v0 = Y−1,0Zt(ω0).YS(ω0, VS).VLO. It can be written as :

isig,dc = Re [(G−1,0(VD, ω0) + iB−1,0(VD, ω0))Zt(ω0).YS(ω0, VS).VLO] . (B.12)

At this stage, we need to calculate G−1,0 and B−1,0.
The general form for Gmm′ and Bmm′ reads [117]:

Gmm′ = e
2~ωm′

∑+∞
n,n′=−∞ Jn(α)Jn′(α)δm−m′,n′−n (B.13)

×[[IQP (V0 + n′~ω/e+ ~ωm′/e)− IQP (V0 + n′~ω/e)]
+[IQP (V0 + n~ω/e)− IQP (V0 + n~ω/e− ~ωm′/e)]]

Bmm′ = e
2~ωm′

∑+∞
n,n′=−∞ Jn(α)Jn′(α)δm−m′,n′−n (B.14)

×[[IKK(V0 + n′~ω/e+ ~ωm′/e)− IKK(V0 + n′~ω/e)]
+[IKK(V0 + n~ω/e)− IKK(V0 + n~ω/e− ~ωm′/e)]]

(B.15)

with α = eVLO/~ω0, Jn(α) the Bessel function of �rst kind to nth order and δm−m′,n′−n
the kronecker delta. All other notations are the same than in previous parts of this thesis
and the kronecker formalism means n′ − n = m−m′

Application - Experimentally one has m = −1, m′ = 0 and thus n′ = n − 1. To
calculate analytically G−1,0 and B−1,0 the in�nite sum over n and n′ needs to be simpli�ed.
This is done by assuming that only transitions from eV to eV ± ~ω0 have signi�cant
probabilities to occur and that transitions of higher energies are strongly suppressed. This
assumption is known to be valid in the small excitation range eVLO/~ω0 << 1. Therefore,
by using properties of the Bessel functions and the fact that only transitions from eV to
eV ± ~ω0 are possible, it appears two terms in the sum over n and n′ which are (n = 1,
n′ = 0) and (n = 0, n′ = −1). It turns out that:

G−1,0 = 2× e

2~ω0

J0(α)J1(α)[IQP (V0 + ~ω0/e) + IQP (V0 − ~ω0/e)− 2IQP (V0)] (B.16)

B−1,0 = 2× e

2~ω0

J0(α)J1(α)[IKK(V0 + ~ω0/e) + IKK(V0 − ~ω0/e)− 2IKK(V0)] (B.17)
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which simpli�es in the low VLO limit to

G−1,0 =

(
e

~ω0

)2
VLO

2
[IQP (V0 + ~ω0/e) + IQP (V0 − ~ω0/e)− 2IQP (V0)] (B.18)

B−1,0 =

(
e

~ω0

)2
VLO

2
[IKK(V0 + ~ω0/e) + IKK(V0 − ~ω0/e)− 2IKK(V0)] (B.19)

B.2.3 Proposal for �nite frequency admittance measurements

We can use the theoretical prediction B.12 to measure the in-phase and out-of-phase com-
ponents of the admittance of the source. To do so we need to detail the precise shapes of
Zt(ν0), G−1,0(VD, ν0) and B−1,0(VD, ν0). This is done in the following. From their analysis,
proposals are made to extract the admittance components of the source junction. These
proposals are irradiation frequency dependent. Hereafter we describe two limits: 1- The
irradiation frequency is equal to the resonant frequency of the coupling circuit (ν0 = ν1);
2- The irradiation frequency is far from the resonant frequency of the coupling circuit
(ν0 6= ν1).

Irradiation frequency matches a resonant mode : ν0 = ν1

The real Z ′t and imaginary Z ′′t parts of the complex transimpedance Zt = Z ′t+iZ
′′
t are shown

in �gure B.4. At the resonant point shown by a full green vertical arrow, the imaginary
part Z ′′t is strictly 0 while the real part Z ′t is maximum. The transimpedance is then purely
real.
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Figure B.4: Calculated modulus |Zt|, real Z ′t and imaginary Z ′′t components of the complex
transimpedance around the �rst resonant frequency of the coupling circuit.
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Injecting this real quantity in equation B.12 simpli�es the analysis. At this stage, the
dc signal is

isig,dc = Re [(G−1,0(VD, ω0) + iB−1,0(VD, ω0))Z ′t(ω0).YS(ω0, VS).VLO] . (B.20)

We have plotted in �gure B.5 the bias dependence at frequency ν0 of G−1,0 and B−1,0.
It turns out their relative values strongly depend on VD. We use this criteria to extract
methods to independently measure Re[YS] or Im[YS].

Re[YS(VS)] extraction We here propose to measure the bias dependence of the real
part of the source admittance at the irradiation frequency. To do so, we need to �x the
detector voltage at VD = V ′D1 as shown in �gure B.5. In this particular case G−1,0 is �nite
while B−1,0 is zero. It follows that the dc current measured through the detector simpli�es
to

isig,dc = Re [G−1,0(V ′D1, ω0).Z ′t(ω0).YS(ω0, VS).VLO] . (B.21)

As YS(ω0, VS) = Re[YS(ω0, VS)] + iIm[YS(ω0, VS)], the real part of the previous expres-
sion is strictly proportional to Re[YS(ω0, VS)]. In those conditions, recording the dc current
through the detector as a function of the source bias is a direct measure of the in-phase
component of the source admittance and one has:

Re[YS(ω0, VS)] =
isig,dc(VS)

G−1,0(V ′D1, ω0).Z ′t(ω0).VLO
. (B.22)
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Figure B.5: Calculated voltage bias dependence of G−1,0 and B−1,0 using a �t to the
experimental I(V) characteristic of the detector, for VLO = 2µV and for frequency ν0 =
ω0/2π = 28.4 GHz.
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Im[YS(VS)] extraction We now propose to measure the imaginary part of the source
admittance. To do so, we propose to �x the detector voltage at VD = V ′D2 as shown in
�gure B.5. Now G−1,0 is zero while B−1,0 is �nite. It follows the dc current measured
through the detector simpli�es to

isig,dc = Re [iB−1,0(V ′D2, ω0).Z ′t(ω0).YS(ω0, VS).VLO] . (B.23)

For the same reasons as previously, one now measures a quantity proportional to Im[YS(ω0, VS)],
the out-of-phase component of the source admittance and one has :

Im[YS(ω0, VS)] =
−isig,dc(VS)

B−1,0(V ′D2, ω0).Z ′t(ω0).VLO
. (B.24)

Irradiation frequency is far from a resonant mode : ν0 6= ν1

By irradiating far from the resonant frequency, it turns out that the imaginary part of the
transimpedance Z ′′t is much larger than the real part Z ′t. This is shown in �gure B.4 by
a dashed purple vertical arrow. In the following, we will assume the transimpedance is
purely imaginary. The same analysis as in the previous paragraphs allows to propose a
way to measure the admittance components of the source.

Re[YS(VS)] extraction Theoretical expectations for G−1,0 and B−1,0 are shown in �gure
B.6 for an out-of-resonance excitation frequency. From those curves and for the same
reasons as in the previous paragraphs, we propose that the detector bias V ′D3 shown in this
�gure allows to probe Re[YS(VS)]. It is related to the measured dc current as :

Re[YS(ω0, VS)] =
−isig,dc(VS)

B−1,0(V ′D3, ω0).Z ′′t (ω0).VLO
. (B.25)

Im[YS(VS)] extraction Using detector bias V ′D4 as shown in �gure B.6 would allow to
extract Im[YS(VS)]. It is related to the measured dc current as :

Im[YS(ω0, VS)] =
−isig,dc(VS)

G−1,0(V ′D4, ω0).Z ′′t (ω0).VLO
. (B.26)

B.2.4 Conclusions and limitations

In this section, we have presented a theoretical procedure to independently measure the real
and imaginary components of the source junction admittance at the irradiation frequency.
Whereas those methods seem straightforward, they rely on several approximations. As
an example, for the on-resonance irradiation, we have completely neglected the imaginary
part of the transimpedance. In the experiment, this would require a perfect knowledge of
the resonance frequency and the irradiation frequency. Finally, the experimental precision
is not good enough to perfectly ful�ll this assumption. It is then more likely to measure a
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Figure B.6: Calculated voltage bias dependence of G−1,0 and B−1,0 using a �t to the
experimental I(V) characteristic of the detector, for VLO = 2µV and for frequency ν0 =
ω0/2π = 18.71 GHz.

combination of Re[YS] and Im[YS]. In the out-of-resonance irradiation case, limitations on
the relative amplitudes of Z ′t and Z

′′
t are of great importance. One has to ful�ll the criteria

Z ′′t >> Z ′t. This is true only in a small frequency range as can be seen in �gure B.4.

Another issue of the technique is that it necessarily needs to bias the source. Emission
noise is at some point generated and leads to an additional photo-assisted dc current
�owing into the detector. One therefore needs to discriminate the contributions of noise
and admittance.

A summary of the proposed experimental conditions are shown in tables B.1 and B.2.
Note that any detector positions proposed here could be replaced by their symmetric ones
with respect to the irradiation frequency.

This proposal will need to be experimentally tested.

Condition 1 ν0 = ν1 = 28.4GHz ν0 = ν1 = 28.4GHz

Condition 2 VD = V ′D1 VD = V ′D2

Measured quanti-
ties

Re[YS(VS, ν0)] Im[YS(VS, ν0)]

Extraction from
DC signal

isig,dc
G−1,0(V ′D1,ν0).Z′t(ν0).VLO

−isig,dc
B−1,0(V ′D2,ν0).Z′t(ν0).VLO

Table B.1: Summary of the experimental conditions proposed to measure admittance com-
ponents of the source junction at the resonant frequencies of the coupling circuit.
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Condition 1 ν0 6= ν1 ν0 6= ν1

Condition 2 VD = V ′D3 VD = V ′D4

Measured quanti-
ties

Re[YS(VS, ν0)] Im[YS(VS, ν0)]

Extraction from
DC signal

−isig,dc
B−1,0(V ′D3,ν0).Z′′t (ν0).VLO

−isig,dc
G−1,0(V ′D4,ν0).Z′′t (ν0).VLO

Table B.2: Summary of the experimental conditions proposed to measure admittance com-
ponents of the source junction far from the resonant frequencies of the coupling circuit.

B.3 Conclusion

In this chapter, we have studied the e�ect of external high frequency irradiation on the
device under study. The e�ects on quasiparticles and Cooper-pairs tunneling into the SIS
detector were highlighten. The source/detector interaction under HF signal was studied
theoretically. Proposals to access the voltage dependence of the quantum conductance and
susceptance were made.



AppendixC
Switching histograms, e�ective phase

temperature and Shapiro steps

C.1 Switching histograms

We have represented in �gure C.1 several switching histogramms of the SQUID obtained by
accumulating 8000 switching events at di�erent ramp frequencies. We observe the higher
the frequency, the higher the switching current. This is quite well explained within the
RCSJ model [113]. Indeed at high sweeping frequency, the time left to the particle to
thermally escape the well is small so that the switching current will approach the critical
current. The same interpretation explains that the width of the histogram gets wider
with frequency. We �nally choose to operate at ν = 414Hz because it is fast enough to
accumulate enough events in a reasonable time and that the switching histogram remains
assymetric. Let us notice the switching histograms can vary substantially by polarizing
the SQUID in the other way round. This e�ect is related to some di�erences in between
the two junctions in series. We do not address this particularity here. The experiment was
however carried out using the cleanest condition.

C.2 E�ective phase temperature

In �gure C.2 is represented the normalized switching histogram at frequency ν = 414Hz
of the SQUID. We have �tted this histogram with the escape temperature TEsc being the
only adjustable parameter. It turns out TEsc = 231mK gives the more accurate �t. It
is much higher than the phonon temperature TPhonons = 18mK. Note than the crossover
temperature between the thermal regime and the macroscopic quantum tunneling (MQT)
regime is, in our system, Tcross = ~ωP/2πkB = 17.8mK which is smaller than the base
temperature of our dilution fridge.
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Figure C.1: Switching histograms of the two serial junctions obtained at di�erent sweeping
frequency.
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C.3 Shapiro steps

Under ac excitation, the supercurrent branch is known to exhibit step like features named
Shapiro steps [202]. These steps occur at �xed values of the voltage Vn = nhν/2e given
by the excitation frequency ν and the integer number n. The highest the power, the
larger is the number of visible steps. We show in �gure C.3a and b the evolution of the
supercurrent branch of the SQUID under ac excitation. Steps e�ectively appear at well
de�ned voltages corresponding to the high frequency excitation: ∆V = hν/2e = 8.1µV .
Stochastic jumps of higher amplitude are also visible. They are supposingly due to the
combination of thermally and resonantly (ac excitation) activated processes and do not
change the plateaus positions.
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Figure C.3: (a)Ways up and down of the V (I) characteristics of the SQUID subjected
to external irradiation (ν = 3.91GHz). The highest the power, the highest the number
of Shapiro steps. Stochastic jumps appear due to thermally activated processes. (b)
Comparison of the V (I) characteristics without irradiation and under strong irradiation at
ν = 3.91GHz and P = +10dBm. The Shapiro steps appear at voltages which are multiple
integers of hν/2e = 8.1µV .
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