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1
Introduction

Nowadays, various works were proposed to realize the core of the recognition systems tosatisfy the needs raised by di�erent real-life applications like automatic reading of postal do-cuments, bank check reading, form processing, printed document recognition, etc. Despite theimpressive progress achieved during the last few decades in this �eld, the performances of thehandwriting recognition systems are still far from human performances. Most of these systems,while presenting a large spectrum of perspectives to the problem, share the same di�culties.The automatic reading of handwritten addresses is quite a dynamic research �eld and severalresearch teams all over the world are interested in. Such reading systems are typically composedby several processing stages : image acquisition and image pre-processing followed by addressbloc location, segmentation into lines and words, location of ZIP code and city names, recognitionof the ZIP code and city name and �nally the fusion of the results to produce a �nal decision.Each of these processes are hiding quite serious challenges which guided us to investigate such amail processing system.During this thesis, we have tried to consider a restricted part of these handwriting recognitionissues throughout the design and implementation of a system for cursive Bengali handwrittenaddress recognition. Considering this research work positioned in the �eld of postal documentrecognition, di�erent type of questions have been raised like :� What kind of word recognizer should be considered ? Should we segment or not in a scriptenvironment(Bengali) which has never been segmented before ?� How to exploit the graphical richness of this mainly unknown script which Bengali is ? Howcan this extra information integrated in the recognizer ?� Is it possible to extend the word recognizer to handle larger vocabularies ? If so, how wecan do this ?� What kind of digit recognizer should be considered for this purpose ? What kind of learningstrategy should be considered ? 1



Chapitre 1. Introduction� What kind of improvements can be proposed to improve the digit recognition scores ?Considering all these issues, we have concentrated our e�orts to apply and extend an existing wordrecognizer, so called NSHP-HMM (Non Symmetric Half-Plane Hidden Markov Model) which isa totally 2D model able to recognize words without any kind of physical segmentation. Thischoice was motivated by the fact that there was no existing solution to segment handwrittenBengali words into letters or graphemes. To exploit the speci�c graphical shape property ofthis ancient script, we propose a combination of low-level information with the high-level oneconsidering them as one entity instead of using them separately as other models do. This naturalcombination follows the human reading habits where the whole word is considered and there isno physical separation between the di�erent type of information.In order to extend the existing model for larger vocabularies, we propose an appropriatestopping mechanism in the decomposition process where there is no physical segmentation, sothere are no well de�ned boundaries between the letter components.Equally, we were interested to recognize pin codes coming from these postal documents. Inthis topic we have focused our attention around some neural network solutions and we have pro-posed a new learning mechanism. Meanwhile, we have conducted some research around classi�erscombination to reach higher accuracy and robustness as well.However, the main challenge of this work was to apply these solutions to Indian postaldocuments written in Bengali. While the Latin scripts which are familiar to us, Europeans,contains just a restricted number of letters and digits, the Bengali script (the second mostpopular script in India and the 5th most popular script over the world) is much more rich innumber as well more complex in graphical shapes. Our target was to apply and adapt with successthe existing word and digit recognizers by exploiting the speci�cities of this Indian script.The proposed HWR (Handwriting Recognition System), which is the outcome of a strengthcollaboration work 1 between Indian and French scientists, has been used with success on di�erentrecognition tasks. The main application area is the recognition of Bengali city names and pincodes coming from Indian postal documents. Several experiments that have been carried on Latinand Bangla scripts also allowing us to consider the accuracy and the robustness of the model.A success can also be observed for separated handwritten digits, where the system gives alsopromising results.The recognition of handwritten Bangla city names is a pioneering work as in our best know-ledge there is no existing research in this �eld.The thesis structure can be described as follows :1. The international project 2702-1 "HANDWRITING RECOGNITION FOR POSTAL AUTOMATION" hasbeen hosted by IFCPAR (Indo French Centre for the Promotion of Advanced Research) and has been deployedby CVPR (Computer Vision and Pattern Recognition), Calcutta, India and READ (REcognition of writing andDocument Analysis), Nancy, France.2



� In chapter 2. we try to describe the di�erent attempts achieved to design and createsuch postal address recognition systems, highlighting the di�erent challenges and hardshipsencountered by the researchers during the last thirty years. We will review some wordrecognition strategies and digit recognition strategies as well . In order to get a clear ideaabout the current strategies applied to reduce the vocabulary in the handwriting recognitionparadigm, a section is addressing to this issue.� In chapter 3. a detailed formal description is given concerning the NSHP-HMM systemand its di�erent applications in handwritten word and digit recognition, highlighting thesystem's advantages and the drawbacks derived from the model's nature.� Chapter 4. contains a personal contribution concerning the implant of high-level informa-tion in the NSHP-HMM HWR system to create a more reliable and robust system. Adetailed description is given concerning the extraction of the features, the combination ofthe low-level and high-level features in the framework of the NSHP-HMM and the dif-ferent normalization techniques proposed by us. The evaluation of this new technique isperformed on the handwritten Bangla city name dataset and the SRTP dataset which is ahandwritten French bank check amount collection.� Chapter 5. contains the contribution concerning a new pruning methodology in the Viterbidecoding process. We describe the theoretical aspects of the threshold mechanism used bythis strategy followed by an evaluation of the technique for handwritten Bangla city names.� Chapter 6. presents a comparison study between the stochastic and neural models usedfor separated handwritten digits. This chapter has the role to show our achievements ondigit recognition using HMM based techniques and respectively neural network based ap-proaches. In order to highlight the strengths and weakness of each type of method wepropose some combination schemes to exploit the complementarity of these classi�ers. Theevaluation of the methods is performed on di�erent handwritten digit datasets.� The �nal chapter 7. is consecrated to the conclusions concerning our contribution to the�eld of handwriting recognition by appointing new ways to explore based on the workproposed by us.
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2Postal documents recognitionThroughout this chapter we would like to review the di�culties raised by the automaticpostal document recognition with speci�c re�ection to the Indian postal documents, which isthe main concerns in this thesis. The main objective is not to give you a full description of the�eld but to highlight the speci�cities of this task. Similarly, we will review the handwritten wordrecognition and handwritten digit recognition issues but mainly just some speci�c domains willbe considered in order to allow a direct comparison with the solutions proposed in this researchwork.2.1 Postal documents recognitionAutomatic sorting of handwritten mail pieces is a very challenging task. The main problemin handwritten address recognition are parsing and recognizing a set of correlated entities suchas the ZIP codes, street names and building numbers, in the presence of incomplete information.It is a computer vision problem which has stringent performance requirements in commercialapplicationsThe task of accurately recognizing and interpreting a handwritten address is complicatedby the variability and the complexity of the address, word shape distortion due to non-linearshifting, unpredictable writing style and failure to locate the actual address in the database dueto severe postcode recognition errors and intrinsic de�ciencies in the address database.2.1.1 HistoryAs a result of extensive socioeconomic activity in recent years, Japan's information tra�chas been increasing rapidly. As stated by Wada in [Wad33] the total volume of mail in Japanis equally rising and increasing by 7% ever since 1975. Considering the fact that the amount ofmail per capital in Japan is 1/2 of that in the US, they are estimating with a kind of con�dence5



Chapitre 2. Postal documents recognitionthat the volume of mail will become twice that of the early 90s. For that purpose the postalmechanization was considered a high priority issue by the Postal Bureau of the Ministry of Postsand Telecomunication and has a history of more than 4 decades.In order to allow such an automatic sorting strategy the standardization of envelopes aswell as the introduction of postal codes was necessary. In 1962, in order to ensure postal itemharmonization , the JIS standard [Tok93] was initially instituted, with eight such standards beingformulated as recommended envelope standards by the Ministry. Meanwhile, the introduction ofthe postal code system has been a longer process and was accepted by the public just in 1975.The �rst automatic postal mail sorting system has been installed at Tokyo Central PostO�ce and it was the world's �rst machine that could read 3-digit numerals within red postalcode frames through OCR equipment. Similarly in 1968 the �rst culling, facing and cancelingmachine (CFC) has been started working on Shinjuku Post O�ce. In 1971 they made it possibleto interconnect the OCR sorters with the CFC establishing one of the �rst entirely automaticpostal document sorting system.The same development has been started in France due to the growing demand for suchautomatic mail sorting. The Technical Research Department of La Post (SRTP) established in1984 was responsible for many research projects in the �eld, but the mainstream was to adaptthe existing systems rather than innovate [Bur93].In order to follow-up the modern solutions a total rethink was necessary as stated by Burbaud.An outcome of this strategy is the Rennes-Cesson parcel center, a sorting unit experimentallyusing self-guided vehicles which serve the container unloading platform. The same direction hasbeen followed by projects focused on address recognition on small envelopes where a formersegmentation method has been considered and for digit recognition a neural network has beenfound as being the ideal solution. An extended version of the former project stated by Gillouxin [Gil93] was the address recognition of �at mail, where the address is often surrounded byother informations like advertisement, sender identi�cation, magazines, etc. For that reason, apreliminary address location process should precede the recognition. As La Poste o�ers bankingsolutions for the clients a project has been oriented toward such a bank check reading system[LLGL97] carrying many advantages : the size of the vocabulary is reduced (the shape pro�le ofthe courtesy amounts in French are quite discriminant) and the location of the di�erent contentsare restricted.The Unites States Postal Service (USPS) has also invested signi�cantly toward automatedprocessing of mail-pieces to speed up the sorting as well as to reduce the labor cost. The letter mailautomation program of the United Stated hosed by USPS utilize recognition software developedby numerous vendors [SLGS02]. Using such a strategy the cost of the processing per 1000 mailpieces drops from 47.78 USD for manual processing to 27.46 USD for mechanized processing and5.30 USD for automated processing. The savings are multiplying rapidly as about 400 million6



2.1. Postal documents recognitionpieces of letter mail per day are considered for sorting by the USPS. Setlur and his colleagues[SLGS02] are describing the di�erent databases and standards imposed by the USPS to resolvethe address issue on the mail pieces. The standards are fairly well adhered to especially in themachine printed mail-streams. Handwritten mail �nds greater deviations from the standards.2.1.2 Postal document preprocessingWhen mixed mail enters in a postal facility, it must be �rst faced and oriented, so that theaddress to be readable by the used mail processors. Existing USPS systems face and orient thedomestic mail pieces based on the �uorescing indicia on each mail pieces. However, as statedby the authors in [NCA+03] stamps and foreign-originated mail pieces do not �uoresce so theprocessing systems can not sort foreign mails. For this purpose, they are proposing a systemwhich analyze both face of the mail piece and faces it and orients it in right order. After apreliminary binarization process, the address is located without considering the position of theaddress candidate. From these candidates, based on a priori knowledge ( stamp position, presenceof postal delimiters, bar codes, etc.), the best one is selected. Even the results are promising,7.1% of error has been done during the facing and orientation, the system is still dependent onthe a priori knowledge given by the human operator. However, as stated by the authors the betatest of their system will save around 500.000 hours anually. The system has been deployed byUSPS in November 2002.Once the facing and orientation is performed the location of the address bloc should beconsidered. Di�erent attempts have been done based mainly on the structural composition ofthe address. El Yacoubi et al. are proposing quite an interesting solution [YBG95]. Instead ofusing the classical way, they are using word spotting for that purpose. Using this technique theyare not just locating but also recognizing the word they are looking for between the addressstructure. Their model is based on HMMs. For each digit they are designing a letter HMMSand the word HMMs are made of a simple concatenation of the corresponding letter HMMs.As features they are considering the presence of : upper strokes, lower strokes and closed loops.The system has been tested on a reduced size database (122) containing 350 street names. Theachieved 92.1% is quite impressive and the authors concluded that the remaining error are comingfrom pieces where some segmentation errors occured or the image was quite noisy.Lii and Shrihari [LS95] have considered a similar challenge for fax cover pages. They weretrying to locate the name and the address of these special type of documents. The system at-tempts to locate and recognize words which are data �eld indicators so as to �gure out the positionof such keywords as "TO" and "COMPANY". These keywords are considered as references inblock segmentation to segment out their associated data regions. Firstly they are building a spa-tial map grid where all the spatial relationships between the text objects are stored. Locational7



Chapitre 2. Postal documents recognitioninformation concerning the individual connected components can directly be retrieved from thismap. The connected components are serving for labeling purpose. Instead of word recognitionthey are concentrating more on character recognition using a two-layer back propagation neuralnetwork using chain code feature. The word recognition for the reduced vocabulary (To, Atten-tion, From, Company, Message, Pages) is based on matching at letter level. The results are bothfor machine printed and handwriting fax cover pages. While for printed documents 100% goodlocation performance has been done, for printed the result was just 80%. The results are quiteimpressive but the size of the dataset (12 machine printed documents versus 115 handwritten)can not really show the quality of the technique.For the address block location a contour clustering algorithm has been proposed by Govin-daraju and Tulyakov [GT03] meeting the criteria to be invariant to the document style (printedor handwritten). Their strategy is to extract connected components contours, extract contourfeatures and cluster these features in the feature space. Once these points are clustered usingheuristics the cluster corresponding to the address block is detected. Finally, the other clustersclose to the designated one are discarded. The algorithm was developed for parcel image setwhich contains images with well separated address blocks as well as non separated/incorrectlyseparated address blocks. For that purpose they have considered the HWAI system described indetail in [Sri00]. While without this address location algorithm the system has considered 240images as being �nalized, when the algorithm has been deployed this �nalized document numberhas increased to 272 which is quite a success. The advantage of the system is its invariant aspectwhich can be exploited in such a document environment as postal documents.Another kind of strategy is considered by the authors [WP94] to locate the address block.They are considering the same strategy as Le Cun with handwritten digits [LBBH01]. They alsoconsider this issue, as a challenging one and they propose a convolutional neural network withfour outputs to �nd the di�erent corner of the address block.

Figure 2.1 � The structure of the convolutional neural network used by Wolf and PlattThe system has been tested on 500 test images. One challenging test image and the cor-8



2.1. Postal documents recognitionresponding output are presented in Fig. 2.2. The 98.2% score is a very good one and we alsoconsider such a strategy as being useful for this address bloc location issue.

Figure 2.2 � A challenging sample �le. As it can be observed, even after preprocessing thereis still a large amount of background noise. While the left address candidate is almost correctthe ZIP code is truncated. The right candidate (shown in the lower right) gives the completeaddress.2.1.3 Automatic address recognition systemsThe goal of this section is to give a brief idea about the current systems and their architecture.Unfortunately there are just a few research papers describing the whole system from imageacquisition to �nal recognition. Mainly the research groups are focusing on some particularproblems coming from this managing �ow like : image pre-processing, address location, line andword segmentation, digit recognition and word recognition. We have also decided to follow thisstructure, presenting above just a few systems and after we will develop in more details the wordrecognition part as well as the digit recognition part as these are also the main concerns for ourpostal automation system. 9



Chapitre 2. Postal documents recognitionBlumenstein and Verma [BV97] proposed the implementation of a recognition system forprinted and handwritten postal addresses based on Arti�cial Neural Networks(ANN). They wereinterested in comparing di�erent type of networks to analyze the recognition performance as wellas the accuracy.
Figure 2.3 � The system �owchart considered by Blumenstein et al. for postal address recogni-tionThey performed all the steps necessary before sending the image for recognition. The acqui-sition was made by a scanner and a simple binarization technique has been implemented. Thesegmentation is also based on connected components and paying attention to handwritten wordswhere the cutting path has been de�ned by a sparse pixel density. In order to allow the recogni-tion of characters by neural ANN a size regulated normalization has been done. The recognitionhas been performed by a multi-layer ANN trained with backpropagation algorithm. The system�owchart of the system is depicted in Fig. 2.3While the results for printed characters are good (84.72% accuracy), the same situation cannot be noted for the handwritten characters where just 58.59% has been reached. Similarly, for theRBF type ANN the results are even worse. However, the result for the whole address recognitionscheme is quite promising. For printed addresses the system is varying between 83.33%-97.62%good accuracy, while as it was expected for handwritten addresses it can not reach more than68.75% accuracy. The low result can be explained by the quality of the images as well as thereduced number of datasets. Unfortunately no comparison can be made due to the variations inthe database.Another complete system is proposed in [MSM98]. The authors present a system basedon four modules : over-segmentor, dynamic zip locator, zip candidates generator and city-stateveri�er.Instead of using a linear system architecture as we have seen in [BV97], the authors areusing a more complicated structure with a possible return to the segmenter if no zip code isfound correctly. First the address lines are separated using projection allowing a skew angle of-10 to +10 degree. The over segmentor is responsible for �nding a set of split points for a wordor text line image. They have applied heuristic for this purpose like location of a set of splitpoint on the upper contour or lower contour of each connected component, looking for sharpor smooth valleys, horizontal and vertical overlaps of the graphemes, etc. The zip code locatoris powered by a ANN in order to generate posterior probabilities in the matching. As they can10



2.1. Postal documents recognitionnot know about the size of the ZIP code, they are looking for both 9-digit and 5-digit ones aswell. Once this segmentation is successful, an HMM is considered to generate the candidateslist. The output of the HMM is an ordered list of valid zip codes. These zip codes are coupledwith the corresponding city names available in the database. The �exible matcher is used formatching the list of graphemes with every entry in the lexicon. For the selection, a criterion isde�ned : when the match is done of a sequence of graphemes to a string entry, it is not necessarythat each character in the string is on the top among all the possible character classes for thecorresponding segment. Based on a match ranking, the �nal decision is taken. The overall systemachieves an accuracy rate of 83.5% with 3.6% error for 5-digit encoding on 805 cursive addresses.Similarly, as in the previous case, based on the speci�city of the dataset, no direct comparisoncan be made.The real-time system proposed by Kim et al. [KG95] is really usable for a small size lexicon.They are considering for preprocessing the chain code extraction coded in an array. Each datanode in the structure represents one of the eight grid nodes that surround the previous datanode. They also consider slant correction, noise removal, smoothing and normalization. After thisprocess they are segmenting the characters in graphemes based on the following assumptions :the number of segments per character must be at most 4 and all touching characters should beseparated. For features they are considering 74 chain code based features. The recognition isbased on dynamic matching by comparison between several possible combinations of segmentsand reference feature vectors of codewords.The results are performed on 3,000 images including �rm names, street names, personalnames and state names. Using all the 74 features they achieved 96.23�% (10 words lexicon),87.40% (100 words lexicon) and for large vocabulary the results are decreasing to 72.30% (1000words lexicon). Using a subset of these features, lower results have been achieved. First of all thisis a complete recognition system giving high results for reduced vocabularies but in the meantime is quite fast (100-200 msec) because of the chain code representation, so it can meet therequirements of a real-time application.In [Sch78] the authors describe the design principles of a multi-font word recognition systemdeveloped for German postal documents reading. He also describes the whole work �ow buthe is concentrating more on the separated character recognition and contextual post processinginstead of the image preprocessing. The main idea is to feed each separated character into a SCR(Single Character Recognizer). These SCRs are standing for di�erent purposes, they will decideif it is capital letter, small letter or the analyzed character belongs to the numerical dataset.Each recognizer will output a rank ordered list and these outputs will serve for the �nal decisionto match them against a hash coded table look-up. Even if the author gives a very detaileddescription of the method it can not be considered a complete reading system and there is a lackof precision as there is no kind of result given about the accuracy of the SCR and neither about11



Chapitre 2. Postal documents recognitionthe table look-up strategy.2.1.4 The particularities of the Indian postal documentsAs the main aspect concerning this thesis is the recognition of Indian postal documents sowe would like to show the speci�city of such documents.India has a multi lingual and multi-script behavior. In India there are about 19 o�ciallanguages and an Indian postal document can be written in any of these o�cial languages.Moreover, some people write the destination address part of a postal document in two or morelanguage scripts. For example in Fig. 2.4, the destination address is written partly in Bengaliscript and partly in English. Bengali is the second most popular language in India after the Hindiand the �fth most popular language in the world.

Figure 2.4 � Indian multi script postal documents with the corresponding DAB (destinationaddress block) identi�edIndian postal code is a six-digit number. Based on this six-digit number pin-code we cannotlocate a particular post o�ce in a village. We can locate a post o�ce of a town/sub-town by thissix-digit pin-code. Representation of the pin-code digits is shown in Figure 2.5. The Fig. 2.6 isthe spatial representation of pin-codes all over India.In India there is a wide variation in types of postal documents. Some of these are post-cards, inland letters, special envelopes, etc. Post-cards, inland letters, special envelopes are soldin Indian post o�ces and there is a pin-code box of six digits to write pin number in the postaldocument. Also, because of the educational backgrounds, there is a wide variation in writing styleand medium. For example Kol-32 is written instead of Kolkata-700032. Also, sometime peopledo not mention pin-code on the Indian postal document. Thus, the development of Indian postaladdress recognition system is a challenging issue [RVP+05a].12



2.1. Postal documents recognition

Figure 2.5 � Representation of �rst and second digit in an Indian pin-code
13



Chapitre 2. Postal documents recognition

Figure 2.6 � Indian postal codes distribution on the map of India
14



2.2. Handwritten word recognition2.1.5 ConclusionsConsidering the postal address recognition subject, we can conclude several things. Due thegrowing tra�c of postal documents all over the world the designed and development of suchsystems is top priority for the di�erent Postal Services. During the development of such systemswe can encounter di�erent challenging issues like : �nd the right orientation of the document,perform noise cleaning, locate the destination address block, segment the DAB in lines and words,spot the city/town name and the pin-code and �nally the recognition.All these issues have been addressed in di�erent scienti�c papers but in the whole literatureyou can �nd just a few pieces where complete systems are described with the correspondingdetails. The di�erent research groups are focusing on speci�c problems like segmentation, DABlocation, word recognition or digit recognition. Due to the waste amount of di�erent postaldatasets used for test purpose it is quite impossible to compare the results of the di�erentsystems.Finally, as this thesis is focusing on Indian postal document recognition we should note thedi�culty of this task. As it was described the Indian documents are much more complex thanother documents due to the multi-script environment which India has. The addresses are oftenwritten in di�erent scripts and the quality of the medium is changing, so, often the image acqui-sition is also low. In the mean time another challenge is that nobody has worked in handwrittenBengali word recognition.In the next few sections we will discuss in detail the word recognition achievements as well asthe di�erent attempts for handwritten digit recognition focusing on issue like feature extraction,feature combination in order to allow a global view about the existing systems and models.For digit recognition we are focusing more on neural network strategies and classi�ers. We arediscussing such a point of view of these issues, because we would like to show what kind ofextensions we are proposing in this research work.2.2 Handwritten word recognition2.2.1 IntroductionThe recognition of handwritten words by computers is a challenging task. Despite the im-pressive progress achieved during the last few decades and the increasing power of computers,the performances of the handwriting recognition systems are still far from human performances.Words are fairly complex patterns owing to the great variability in handwriting style ; handwrit-ten word recognition is a di�cult matter.The �rst di�culties are due to the high variability and uncertainty of human writing. Notonly because of the great variety in the shape of characters but also because of the overlapping15



Chapitre 2. Postal documents recognitionand the interconnection of the neighboring characters. In handwriting we may observe eitherisolated letters such as hand printed characters, groups of connected letters, i.e. sub-words orentirely connected words.Furthermore, when observed in isolation, characters are often ambiguous and require contextto minimize the classi�cation error. The most natural unit of handwriting is the word and ithas been used by many HWR systems. One of the main advantages using whole-word models isthat they are capable to capture within-word co-articulations. When such whole word models areadequately trained they will usually yield the best recognition performance. Global or holisticapproaches treat words as single indivisible entities and attempt to recognize them as whole,bypassing the segmentation issue. Therefore for small vocabulary recognition such as bank checkreading applications, where the lexicon does not have more than 30-40 entries, whole-word modelsare the preferred choice.While words are suitable baseline units for recognition, they are not a practical choice forlarge vocabulary handwriting recognition. Since each word has to be processed individually anddata cannot be shared between word models, this implies prohibitively large amounts of trainingdata. Instead of using whole-word models, analytical approaches use sub-word units such ascharacters or pseudo-characters called also graphemes, requiring the segmentation of words intothese units.The second type of di�culties lie in the segmentation of handwritten words into characters.While in case of hand printed characters, the segmentation is not so di�cult, as the charactersare more or less written separately. For cursive words, this task becomes very di�cult.Even with this di�culty and errors introduced by the segmentation, the most successful ap-proaches are segmentation based recognition in which words are �rstly segmented into charactersor part of them and after that dynamic programming techniques are used driven by a lexicon to�nd the best word hypothesis.2.2.2 Handwriting recognition systemsConsidering the di�erent handwriting recognition systems they can be classi�ed concerningdi�erent criteria like :� the nature of features used by the di�erent systems� the size of lexicon considered by the system� the analyzed shape is considered as an entity or not (analytical vs. holistic)� the analyzed script is printed or handwritten� the nature of the recognizerOur classi�cation criteria adopted in this thesis will be based on the nature of the input aswe can consider systems where low-level features are used, others where the features contain a16



2.2. Handwritten word recognitionsemantical aspect transmitted by the human vision and more recently the systems combine thediscriminative power of these low-level and perceptual features. A special section will be dedi-cated to the 2D bi-dimensional models as our extended model is also based on 2D architecture.Considering such a classi�cation will allow us also to describe the di�erent systems consideringthe lexicon and the writing dimensionality too. The writing dimension is de�ned as the dimensionof the writing which can be considered as a pattern realized on a 2D plan. This classi�cationis considered as being important as our improvements proposed in this thesis are also based onsuch criteria.Low-level features based handwriting recognition systemsOver the last several years, machine learning techniques particularly when applied to neu-ral networks, have played an increasingly important role in the design of the di�erent patternrecognition systems.As stated in [LBBH01], better recognition systems can be built by relying more on automaticlearning and less on hand-designed heuristics. In the case study for separated handwritten digits,the authors show that hand-crafter feature extraction can be replaced by carefully designedlearning machines (classi�ers) that operate on pixel level.In a classical pattern recognition system a feature extractor gathers the relevant informationfrom the input pattern and then a trainable classi�er categorizes the relevant feature vectors intoclasses. The new idea was to rely on as much as possible on the feature extraction itself. Preciselyin such a case the classi�er could be fed with almost raw images and the feature extraction processis embedded in the system which can extract the di�erent features and in the same time is ableto learn them.In [KFK02] the authors are using a basic classi�er based on the Euclidean distance for un-constrained handwriting but the feature extraction is tremendous. After preprocessing containingskew correction, slant removal, a script identi�cation is performed. The line segmentation intowords is based on horizontal projection. The word segmentation into characters is based on atechnique which automatically extracts the required knowledge in the form of IF-THEN rules.Once the segmentation is �nished for each character, a 280 dimensional feature vector is extrac-ted. After a size normalization to 32 × 32 from each shape the horizontal and vertical pro�le isextracted containing the number of black pixels counted during the sweap.They also de�ne some new features by radial histogram the number of black pixels existingon a rad that starts from the center of the character matrix and ends at its edge. The radialhistogram is calculated by rotating the rad by step of 5 degrees. Additionally an out-in radialpro�le is de�ned as the position of the �rst black pixel on the rad, looking from the center of thecharacter to the periphery. 17



Chapitre 2. Postal documents recognitionElms et al. proposed a comparison study [EPI98] between a commercial OCR and an HMMapproach for faxed word recognition. In such documents, transmissions distortions can be obser-ved. The results achieved by the HMM approach are greater than the OCRs results. Here theresearchers have been concentrating on the problem of isolated character recognition, assumingthat words are easy to segment into characters prior to character recognition, whereas the dif-ferences between images from books and faxes is that the facsimile images commonly have thecharacters blurred together, making them very di�cult to segment. For the OCR the OmniPagehas been used, while for the HMM the characters have been viewed as a sequence of columns.For each pixel column the shape aspect (the arrangement of pixel values within the line) andthe location (the position of the line with respect to preceding lines in the sequence) have beenconsidered.The considered HMM is a classical Bakis-chain, where the number of states have been set-upbased on average length of observations to be modeled. For training purpose the classical Baum-Welch formula has been used. While the reported results for the OCR are much more betterfor clean documents the superiority of the HMM model powered by a lexicon is shown for noisyfaxed inputs.In order to solve the problems raised by the di�erent a�ne transformations in [SLD94] theauthors de�ne a new distance measure which can be made locally invariant to any set of trans-formations of the input and can be computed e�ciently. The metric so-called tangent distance isbased on the iteration of a Newton type algorithm which �nds the points of minimum distanceon the true transformation manifolds. The test results shown that the algorithm can handle arotation in the range of (−15�, 15�). It is mentioned that other spaces than pixel space shouldgive better results.The method presented in [CK00] has been used for handwritten Arabic word recognitionfor a reduced size vocabulary. The approach does not require segmentation into characters andit is applied to a script, where ligatures, overlaps and style variations pose challenges to thesegmentation-based methods. While the other methods extract high-level perceptual features, inthis method there is no need for such an extraction process.The authors propose to transform each word in polar coordinates, then apply a two-dimensionalFourier transform to the polar map. The resultant spectrum tolerates variations like size, rotationand displacement which can often occur in handwriting. For this purpose just half of the Fourierspectrum was used and just the lower frequencies have been selected. As classi�er the simpleEuclidean metric was used. The word templates were built using an average of the coe�cientvalues.The obtained results (93% accuracy) for both printed and handwritten words are encouraging.The extension of the model to a large vocabulary becomes di�cult due to the resemblance of theshapes.18



2.2. Handwritten word recognitionTo absorb the rotation for handwritten characters, the authors in [CCB04] propose a dynamicnetwork topology. To preserve as much as possible the available information the raw image isconsidered as input.The interest is to handle dynamically the network architecture by taking into account therotation variation of the analyzed shape. In that sense the rotation problem in 2D is transformedinto a 1D problem which is easier. The given results are performed for reduced vocabulary sizelike 30 characters, where some classes are grouped based on similar shape considerations.The comparison study has shown the superiority of this method among the others like Fouriertransform or Fourier-Mellin transform but a net superiority can be achieved if the character isdeslanted.For omni-font English and Arabic open vocabulary in [BSM99] a complete OCR system isdescribed. The system is script-independent, the feature extraction techniques based mainly onlow-level information are also script -independent and for modeling and recognition purposea segmentation-free technique have been used. The analyzed shape is divided into overlappedframes which is a system parameter. And each frame is decomposed in 20 cells as presented inFig. 2.7.

Figure 2.7 � For Arabic handwriting each line of text is divided into frames and each frame isdivided into cells [BSM99].As features some low-level features have been used like : intensity (percentage of black pixelswithin each cell) as a function of vertical positions, vertical derivative of intensity, horizontalderivative of intensity and local slope and correlation across a window of two cells to avoid toextract script dependent features. The results is a set of 80 simple features per frame. For lettermodels a 14 state left-to-right HMM is used. The achieved recognition scores are excellent butthe data is clean data with no much variations.For writer dependent vocabularies containing 150 words, Bunke et al. [BRST95] proposea Hidden Markov Model based technique. The input vector is composed by shape descriptorsextracted form the skeleton graph. These features are somehow at an intermediate level of abs-traction, providing a good compromise between discriminatory power and extraction reliability19



Chapitre 2. Postal documents recognitionand reproducibility. The disadvantage of the system is the assumption of a cooperative writerwho is willing to adapt his or her personal writing style such that the recognition performanceof the system is improved. The ISADORA system used for this purpose allows to use a highly�exible HMM-based pattern recognition architecture to build structural models from simpleconstituents. The number of states for each letter HMM is �xed in function of some heuristicsbased on the number of minimal edges for the given letter in the skeleton graph. The word HMMis a concatenation of the letter HMMs. So all the words in the vocabulary share the same letterswhich allows to have a much more larger training data.We can conclude than a correct recognition rate of over 98% can be considered as a quite satis-factory result but the data has quite good quality without much variability. Hence an eshaustivecomparison with the other techniques using noisy data is not possible.For postal OCR system, Kornai is proposing an experimental HMM approach [Kor97] basedalso on some low-level features extracted from a height normalized word shape to 64 pixels usingsliding window technique and feature extraction by pre-segmentation. The features coming formthe window frames are based on the pixel density, upper/lower contour, etc. While for the slidingwindow method a 12-16 dimensional feature vector is proposed for the segmentation is basedmainly on valleys (local minima) in the contour. To increase the perplexity of the system somelanguage models based on the vocabulary have been developed and implanted in the system.The results obtained for handwritten zip code (84,5%) coming from the CEDAR dataset is quitegood but the second experiment concerning the city/state name recognition (63,6%) has shownthat such a method is not tuned for such a task.Using discrete HMM for word recognizer the authors in [GB03a] propose an interesting featureselection technique based on two empirical observations : 1) two HMMs classi�ers using di�erentfeature sets but the same HMM topology often have similar (or identical) paths for the correctclass. 2) the HMM with the highest score given one feature set is also very often among theHMMs with very high scores using another feature set.After a slant and skew correction and a normalization procedure a sliding window is movedfrom left to right over the word. The extracted features are : the proportion of black pixels in thewindow, the center of gravity, and the second order moments. These features are characterizingthe word from a global point of view. The other features like the position of the upper and thelowermost pixel, the number of black and white transitions in the window and the fraction ofblack pixels between the upper and the lowermost black pixels is considered. As lower and uppercase are considered for each letter a HMM is built. The character HMMs are concatenated intoword models, so this approach allows to share training data across di�erent words. The result of77,2% can be considered a good score if we consider the fact that 2,296 word classes have beenused for the di�erent experiments.Even if is still a 1D HMM model, Park and Lee in [PL96] propose a combination of 4 discrete20



2.2. Handwritten word recognitionlinear HMMs to recognize handwritten Hangul characters belonging to a large vocabulary. EachHMM has as input a given regional projection contour pro�le (RPCP) like horizontal, vertical,horizontal-vertical and diagonal-diagonal to consider the all possible senses of writing. Suchan RPCP allows to transform a compound pattern or a multi-contour pattern into a uniqueouter contour. The combination is based on the idea that classi�ers with di�erent methodologiesor features are usually complementary to each other. Fur this purpose weight combining andmajority voting [BVM+04] were used.This approach allows us to think that a simple linear HMM is not su�ciently enough to considerthe dimensionality of handwriting and more sophisticated methods should be proposed for sucha task where not just the temporal aspect should be preserved but the spatial aspect too.So far the di�erent system presented can be classi�ed as mono-dimensional 1D systemsthat means the models developed consider the handwriting as a one-dimensional signal. Namelythe observation symbols are coded accordingly as presented in the pioneering work of Rabi-ner [Rab89].As stated before, a truly 2D extension of the architecture raises high computational com-plexity problems, some scientist have proposed di�erent techniques to bypass this drawback. Ourintention is not to give an exhaustive survey of these systems but to review some of the moreinteresting ones.Bi-dimensional system architectures using low-level featuresAn innovative idea is proposed by Levin et al. [LP92] to model handwritten digits. As statedby the authors the one-dimensional models proposed by Rabiner for speech cannot work properlyfor signal which are 2D in their nature, more precisely 1D1/2 as handwriting is.To bypass the handwriting constraint, they propose a planar modeling for the handwrittendigits where the information is pixel based considering the color of each pixel composing theword shape. The results achieved using this new technique has shown the force of the model todeal with handwriting and the choice of the pixels as input seems to be a good solution.The dynamic time warping (DTW) known as a suitable solution to match a reference vectoragainst an extracted measure vector giving an exact distance, should be extended to dynamicplanar warping (DPW). One solution is to divide the image into sub-images where the classicalwarping function can be found but such solution is sub-optimal as stated by [DE87]. Thereforethe algorithm is impractical for real size images. The solution proposed by the author is to imposesome constraints in the model to be able to reduce the algorithm complexity as being polynomial.The idea is to limit the number of admissible warping sequences in such a way that anoptimal solution to the constrained problem can be found in polynomial time. The additionalconstraints used are not arbitrary, but instead re�ect the geometric property of the speci�c set21



Chapitre 2. Postal documents recognitionof images being considered. Considering a statistical independence among the image columns,the authors have introduced the PHMM (Planar Hidden Markov Model) or Pseudo 2D HiddenMarkov Model. Each local state in the PHMM was represented by its own binary probabilitydistribution, i.e., the probability of a pixel being 1 (black) or 0 (white).The achieved results for separated handwritten digits show the superiority of the model. Theconstraints imposed at the beginning help to reduce the computational complexity drasticallyand �nd the optimal solution in linear time which designates the PHMM as a powerful tool in
2D object recognition problems.Based on the work proposed by Levin [LP92], Gilloux proposed a new system for handwrittendigits recognition [Gil94]. The PHMM (see Fig. 2.8) observes the pixel colors. Such a low-levelapproach adopted also by Gilloux, shows its importance among the others, where perceptualfeatures have been considered. The PHMM used here can be considered as a continuation of thebasic PHMM proposed by Levin but it was extended in di�erent points. In that case the modelstructure is di�erent. Instead of considering the distribution in the super-state of the PHMM, theauthors consider super-state classes, where the secondary HMM states can be integrated. Theapproach is really innovative as the distribution is calculated not column-wise but state-wiseallowing to model more precisely the 2D deformations of writing. This method also preserve thehypothesis concerning the independence between the di�erent image columns.

Figure 2.8 � The PHMM proposed by Gilloux [Gil94].A major contribution of the author is the usage of the Markov network which can be trainedwith exponential complexity. The training process of such a model is exponential as statedalso by Levin [LP92]. However, considering that the information repartition is given by theprevious PHMM, the bi-dimensional dependency between the states can be calculated directlyas their distribution is given a priori. The drawback of this model is than the repartition of the22



2.2. Handwritten word recognitioninformation in the di�erent states is sub-optimal. Even if the repartition is correct (which is notnecessary assured) the algorithm is based on Viterbi search which is of course a sub-optimalsearch mechanism.Park and Lee propose a totally bi-dimensional Markov model [PL95], namely the HiddenMarkov Mesh Random Field (HMMRF) for handwritten character recognition. The images aredecomposed in n× n windows where the black pixel density is considered as observation for themodel. The authors propose in this model a new decoding algorithm which allows to preservethe completely bi-dimensional relation between the di�erent observation. For this reason thedecoding is based on the hypothesis called "look-ahead" which means the marginal distributionis considered as being optimal.The experimental results reported by the authors concerning the digit database of ConcordiaUniversity outperform the results reported by 1D linear HMMs or PHMMs for the same dataset.For printed Arabic word recognition, Amara [ABE98] propose also a PHHM without any apriori segmentation. The approach is global trying to model pseudo words (see Fig. 2.9) occurringoften is Arabic which is a semi-cursive script. A word can be constructed from up to 10 pseudo-words called also PAW (Piece of Arabic Word). Such a modeling approach is considered becausethese elements can quickly be isolated in the script using connected component �nding schemes.Even if we can �nd them in di�erent positions they not change very much their shape while theletters can have di�erent shapes in function of their position in the word.The topology used here is derived directly from the input as the horizontal pixel sequenceshaving the same color are considered as being the observations. The observation is dependent onthe duration of the identical pixel sequence and in the mean time for the black color sequencethe immediate upper neighborhood is considered. This allows to highlight the correspondencebetween the image lines. The secondary HMM observes the image lines more precisely the suc-cession of black and white pixel sequences, while the main HMM states observe the succession ofthe lines which provides to the model a bi-dimensional aspect. The results achieved for printedArabic city names is excellent (96.87%-100%) but the size of the vocabulary is reduced. 100PAWs have been considered containing up to 3 characters.As stated also by Choisy [Cho02] this work shows the generality of the model used for Arabicscript also and in the same time the discriminative power of the pixel information characterizingthe di�erent pseudo words in a pseudo 2D representation.Derived from this theory based on the extension of the DTW to DPW, Saon [Sao97] proposeda system so called NSHP-HMM (Non Symmetric Half-Plane Hidden Markov Model) for therecognition of handwritten words on literal bank check amounts. The designed scheme (seeFig. 3.4) combines advantageously a HMM (Hidden Markov Model) and a MRF (Markov RandomField). It operates on pixel level, in a holistic manner, on height normalized images which areconsidered as random �eld realizations. The HMM analyzes the image along the horizontal23



Chapitre 2. Postal documents recognition
Figure 2.9 � The corresponding PHMM for the Arabic paw [ABE98]direction of writing, considering in the di�erent states of the HMM the observation probabilitiesgiven by the di�erent image columns estimated by causal MRF-like pixel conditional probabilities.Since the considered vocabulary has a reduced size containing just 26 words such a holistic methodis applied. No grapheme segmentation step is required, so the commonly encountered under orover-segmentation problems are avoided.To extend the previous system, Choisy proposed to introduce in the NSHP-HMM an implicitsegmentation [Cho02]. This system (see Fig. 3.1) is also based on pixel column observationsproduced by the NSHP but instead of using general word models as in case of Saon, the authorproposes to build a general word NSHP-HMM. The word model based on letter NSHP-HMMsand word meta-models is able to re-estimate the letter models and the ligatures between lettersthroughout the general word model. Such kind of re-estimation is much more precise as the basicletter HMM concatenation used so often in the literature.

Figure 2.10 � The NSHP-HMM considered by Choisy for bank check amounts recognitionFor this scheme a cross-learning mechanism [CB02] was developed and implemented with suc-cess for di�erent handwritings belonging always to reduced size vocabularies. The cross-learningresides in the classical re-estimation of the global word model and based on this re-estimation,the letter models and the word meta model are also re-estimated allowing to consider the dif-24



2.2. Handwritten word recognitionferent context for the letter models and the di�erent ligatures for the word meta models. Thenovelty of the approach resides in the training mechanism based on the convergence of the wellknown Baum-Welch algorithm [Rab89] and the information dispatch in the meta-models and let-ter models considering the general word models. While for the training such re-estimation �owis considered, to test the models the general word models are built based on the letter modelsand the meta models respectively.For Arabic handwriting recently Touj et al. [TNEBA04] consider a planar architecture formodeling and recognition. The scheme proposed is based on the work of Levin [LP92] where �vedi�erent horizontal HMMs have been considered. Each of them is associated to a one horizontalzone of the Arabic handwriting. The di�erent zones are : upper diacritics zone, upper zone part,middle-zone or busy zone, lower zone part and lower diacritics respectively. These HMM areconsidered as being the observations for the up-down HMM which models the variations bet-ween the di�erent writing zones considering also the di�erent morphological variations of Arabicscript. In that sense the segmentation procedure for such a scheme is vital. The segmentationis subdivided into four parts : �rstly a horizontal segmentation followed by a vertical one inthe middle zone is performed while the third and fourth segmentation concerns the position ofthe graphemes associated to extensions and diacritics. After the segmentation process a featureextraction is performed based mainly on perceptual features like diacritics which can be distin-guished based on their dimension and pixel density, ascenders and descenders and in the middlezone containing a large variety of information a 8 dimension vector is extracted.The results obtained on the IFN/ENIT dataset containing handwritten Tunisian city namesare encouraging (72%) but considering the size of the vocabulary (25 entries) the results stepsbehind. As mentioned above the main drawback of the system is its sensitivity to the di�erentgeometrical transformations as the di�erent horizontal parts of the writing should be clearlydistinquishable.Considering the same baseline scheme as Touj, Wang et al. in [WBKR00] propose a HMMbased modeling together with an extended sliding window feature extraction method to decreasethe in�uence of the baseline detection error. The results shown that the model can achieve betterrecognition performances and reduce the error rate signi�cantly compared with classical models.The coding of the frames into observation has a weak point. The generated feature vectors aredepending upon the accuracy of the baseline detection. As stated by the authors such a reliabledetection method does not exist so they are proposing a new feature extraction scheme which ismuch more tolerant to the errors committed by the baseline extractor. The new feature vectoris composed by local means of the di�erent writing zones divided in frames were the percentageof black pixel is calculated.To achieve higher accuracy in [MG96] the authors combine a segmentation-free techniquebased on matching with a segmentation based one, where dynamic programming has been used.25



Chapitre 2. Postal documents recognitionThe feature extraction is based on low-level features extracted from each image column like loca-tion and number of transitions from background to foreground pixels along the processed imagevertical lines (columns). The combination based on thresholds and Borda count is successful butthe results of the classi�ers are still not satisfactory due to the sensitivity of the models to thedi�erent slant and skew modi�cation.In summary, as we can observe the di�erent handwriting recognition systems working on low-level features achieve good recognition scores for small size and middle-size vocabularies but theyare very sensitive to the di�erent variations, distortions introduced by the writer, the writingdevice and the digitization process.For a reduced vocabulary like separated digits, the superiority of the neural based approachinstead of the stochastic one is considerably. The results can be explained by the fact that incase of digits the number of classes is reduced, the variability is not so huge while for wordsrecognition such technique does not work satisfactory as just a stochastic model considering thetemporal aspect of the input signal is able to model correctly the cursive handwriting.High-level perceptual features based handwriting recognition systemsFor o�-line unconstrained handwritten word modeling and recognition [YGSS99] El-Yacoubiet al. proposed a hidden Markov model-based approach designed to recognize handwritten wordsfor a large vocabulary. To reduce the irrelevant information such as noise and intra-class varia-tions, a four step preprocessing mechanism is proposed. Firstly a baseline slant normalization isperformed, followed by a lower letter area (upper-baseline) normalization and when dealing withhandwritten cursive words character skew correction. Finally a smoothing is applied in order tobe able to extract features like ascenders, descenders, loops, etc.As a context is available the feature extraction is performed at segment level but consideringalso the positions of the loops. The explicit segmentation is based on image upper contourminima allowing to the segmentation to propose a high number of segmentation points. Afterthe extraction of global features (27), a feature set based on the analysis of the contour transitionhistogram is performed (14 symbols). Also some segmentation features (5) have been used.The complex letter method presented in Fig. 2.11 allows to model the di�erent letters asa succession of two or three graphemes. To model the di�erent words written on lowercase oruppercase, two parallel models have been integrated in the general word model to be able toconsider the word in uppercase the word in lowercase and a mix-up of lower-case and upper-caseletters. The results obtained for real French city names extracted manually from the envelopesare excellent considering the huge variability of writing in the dataset size. (10w, 100w, 1000w)(99,02%, 96,3%, 87,9%) without any kind of rejection criteria. We should also mention thanthese high-class results were achieved by considering the information coming from the pin code26



2.2. Handwritten word recognition

Figure 2.11 � The complex letter model considering the di�erent graphemes proposed by El-Yacoubi et al. [YGSS99]recognizer having a con�dence value.Similar approach can be found in [Koe02] where the author discuss in details this lettermodeling aspect with special consideration to the complexity. If we consider a large vocabularyand we are taking into account all the occurring possibilities to mix uppercase and lowercasecharacters in the same word, the number of decoded states blows up.Up to now this problem has not been addressed in handwriting recognition. The complexityof the search in lexical trees using multiple character models is a real challenge. To overcome thecomplexity of the problem, Koerich uses the maximum approximation to select only the morelikely combination, considering the local context.Guillevic and Suen [GS95] propose a method for recognizing unconstrained, writer inde-pendent handwritten cursive words belonging to a small static lexicon, i.e. legal bank checkamounts. After preprocessing, slant correction mainly, amount segmentation into words andextraction of global features for the recognition module are performed. Seven types of globalfeatures are extracted from the word image : ascenders, descenders, loops, estimate length ofthe word, vertical strokes, horizontal strokes, diagonal strokes. Threshold for ascenders and des-cenders are determined empirically and are expressed as a percentage of the main body height.Word length is estimated as the number of central threshold crossings. Strokes are extractedusing mathematical morphology operations. For classi�cation purpose nearest neighbor classi�eris used.Madhvanath et al in [MG01b] discuss the use of holistic features for an address reading classi-�er implemented at CEDAR. Features used by the system are word length, number and positionof ascenders, descenders, loops, and points of return. Macro features or composite features suchas "�" and "ty" are also extracted and used to enhance the classi�er scores. Feature equivalencerules provide means of normalization among di�erent styles.An innovative fuzzy approach is proposed by Rodrigues and Ling in [RL01] to extract featuresfrom handwriting based on a corpus of Brazilian bank checks and to classify them with a fuzzy27



Chapitre 2. Postal documents recognitionHidden Markov Model. After a pre-processing phase containing smoothing, rotation and slantcorrection, the word image is segmented on di�erent line segments. For each line segment a fuzzymethod is considered to establish its membership to di�erent type of curve lines or straight lines.Such representation allows to reduce the variability of handwriting.The feature extraction is based on the idea that is possible to recognize a letter by observingthe position and the type of its segment lines. Scanning the word segment from top to bottomthree di�erent line segments can be found according to the top, middle and bottom part. Similarlya horizontal left to right scanning allows to distinguish between left, center and right wordsegments. As the pre-processing cannot avoid totally the handwriting variability, the authorshave proposed fuzzy sets to deal with this variation and to obtain membership functions in eachof the 6 cases. To apply such a procedure it is necessary to decompose the word segments in linesegment so called branches. The membership functions are generated from a relation between theamount of points in the branch and its word segment. These branches can be : vertical lines, lineswith positive inclination, lines with negative inclination, horizontal lines, C type curve, D typecurve, A type curve, U type curve and Z type curves. Holes are also considered but this type offeature is not represented by any fuzzy set. After a classi�cation based on membership, a featurevector can be created, where an element is a membership value to a fuzzy set representing aline segments regarding its position in word segment. Considering such a codebook, the authorspropose a parallel Fuzzy Hidden Markov Model (FHMM) which is a concatenation of lettermodels able to handle the uppercase, the lowercase and the mixture of characters inside theword. Some post-processing are also performed in order to improve the system accuracy basedon the position of ascenders and descenders in the analyzed word. The general performance ofthe system is very low (50%) considering the performances of other systems working on similardatasets [FYBS00].Hybrid features based handwriting recognition systemsTo avoid the restrictions imposed by the 1D model, in [FGB98] the authors propose a uni-dimensional HMM model but the observation symbol observed by the discrete HMM is a com-bination of low-level features based on analysis of horizontal and vertical projected transitionhistograms and another set of features devoted to the representation of cursive script based ondetection of holes, ascenders and descenders. As the system handles large vocabulary, the HMMmodel is designed using elementary letter or graphemes models which are concatenated to createthe word models.The used letter model is able to consider the cases when a letter is segmented in 1, 2 or 3sub-images or segments. Even for such a discrete HMM model the results obtained for di�erentvocabularies is considerable. (10w -98,7% ; 100w -94,3%, 1000w - 86,5%). To improve the results28



2.2. Handwritten word recognitiona contextual HMM is designed using the context of the sub-images in the form of its two neigh-bors. So 4 multi-layer perceptrons have been designed to recognize the elementary image, theelementary image with the left context, the elementary image with right context and the seg-ment with left and right context. Even if the MLP recognizers' performance it is not satisfactory(51,5%) for the fusion the new features increase considerably the recognition scores for the samedatasets (10w - 99,3% ; 100w - 97,4%, 1000w - 93,3%).This system is a hybrid system concerning the used features and the outputs of the recognizersare used as observations in the HMM rather than being directly combined into a word recognitionscore as in segmentation by recognition approaches.A new strategy is proposed for improving feature sets in a discrete HMM-based handwritingrecognition system [GS00]. The strategy proposed by Grandidier et al. are integrating severalinformation sources from specialized feature sets. The basic idea is to retain the most discrimi-native features and to replace the others with the new ones obtained from new feature spaces.This idea comes from some observations obtained from the evaluation of the SRTP 2 handwritingsystem described in [GSEY+99]. The authors have concluded the followings : 1) the word lengthhas a strong in�uence on the recognition performances. 2) in case of long words the system hasmore features and contextual information. 3) the presence of the most discriminative features ismore probable in long sequences of observation.Firstly an evaluation should be performed in order to calculate the discriminative power ofeach single feature. For this purpose the conditional perplexity was chosen. This indicator isbased on the statistical notion of entropy and perplexity. The conditional entropy is de�ned asfollows :
H(fj) = −

Nc
∑

i=1

p(ci | fj) · logp(ci | fj) (2.1)where ci are the classes considered in the modeling and Nc the number of those classes. H(fj)quanti�es the capability of feature fj to discriminate between the classes ci.The conditional perplexity PP (fj) of a feature fj is obtained from the relation :
PP (fj) = 2H(fj) (2.2)The conditional perplexity quanti�es the capability of each single feature to discriminate betweenall classes, without the help of recognition results so called in the feature selection branch as �ltermethod. To quantify the discriminative power of a feature set, the global entropy H is calculated :

H =

Nf
∑

j=1

p(fj) ·H(fj) (2.3)2. Service de Recherche Technique de la Poste 29



Chapitre 2. Postal documents recognitionwhere Nf is the number of features and p(fj) the a priori probability of the feature fj. Using thisformalism it is possible to rank a feature set Ei according to its conditional perplexity values.Secondly, in the proposed strategy the features judged non-discriminative should be repla-ced. For this reason a new feature space will be used to obtain a new characterization of theinformation present in the handwriting. This procedure is called descent of the perceptual level.As the features can be considered as the perception of the shape by the recognition system ; thenthe shift of feature space can be considered as a change of the perceptual level.The novelty of the technique is to discard the non-discriminative features by replacing themwith others judged more signi�cantly and creating a new observation space which describes betterthe shape. Some similar techniques can be found in the literature but their action mechanism isdi�erent.Based on classi�ers combination [RF03] for each feature space a classi�er can be built andafter based on some heuristics (softmax, majority voting, weighted majority voting [BVM+04],etc.) a combination is performed to �nd the optimal solution. Such kind of methods give goodresults when the complementarity is considerable.Two classi�ers are complementary : the errors committed by one classi�er can be correctedby the other and vice-versa. If the classi�ers are committing the same type of errors such typesof combination are useless.In [FYBS00] the authors developed a system for handwritten legal amount recognition ofBrazilian bank checks using a global approach not requiring an explicit segmentation and theword modeling is supplied by HMMs. To extract robust features a slant correction and a smoo-thing process have been applied to regulate the continuous contour of the word, eliminating lownoises in the image.Considering the lexicon containing 39 words, we can �nd sub-groups of words where no per-ceptual features are present so this well known feature set cannot be applied. This occurs mainlyin words like "um", "cinco", "seize", "nove" etc., where there is no context as the words are shortor does not contain ascenders/descenders which can distinguish the word shapes. For that reasona second feature set is proposed based on representation of concavities and convexities that existin the middle zone of writing. As just a reduced vocabulary is considered a model discriminantleft to right Bakis model is used for model and recognition purpose. Considering the results asexpected a better representation especially for the words with an absence of perceptual featurescan be observed. Unfortunately the recognition accuracy reported is not su�cient (67.7%) evenif we consider the fact that the lexicon size is slightly di�erent from cases when English or Frenchlegal amount are considered.Another strategy for improving the performance of the recognition system is to combine thefeature sets by constructing their Cartesian product [GSEY+99, YGSS99] and creating a newfeature space describing the form. The drawback of this approach lies in the exponential increase30



2.2. Handwritten word recognitionin the number of parameters.Judging not suitable a 2D Markov Random Field for handwriting recognition, the authorspropose a complete scheme for totally unconstrained handwritten word recognition based on asingle contextual HMM type stochastic network [CKZ94]. After some pre-processing like slantnormalization and morphological �ltering to discard noise, a segmentation is performed. Theobservation sequence extracted from the segments is composed by 35 elements. The feature vectorcomputation is based on several type of features. Di�erent moment features have been used tocapture the global shape information, perceptual features like hole, X-joint, zero-crossing, andto precise, zonal features have been used for the previous topological and geometrical features,and �nally pixel distribution features and reference line features have been extracted for thispurpose. The same features have been used with success by Kundu in [KHB89] for �rst orderand second order HMM based handwriting recognition.The path discriminant HMM used does not give high accuracy in Top1 (51,9%) but as in Top5 theresults achieve around 91,2%, they propose the usage of a dictionary. A comparison is given using36 Legendre moments which seems to be worst than the feature set proposed by the authors.Scagliola et al. [CS00] propose a segmentation by recognition approach, frequently adoptedto recognize o�-line cursive handwritten words. Considered as necessary, the authors have beenpre-processing the image (binarization, skew angle estimation and correction, slant estimationand correction). After an oversegmentation process based on lower and median pro�les of theword the di�erent segments are sent than to the hypothesis evaluator which prepares the datafor the optimal interpretation algorithm. The hypothesis evaluator is a distance evaluator basedon Euclidean distance for each letter shape characterized by a 34 dimension vector composedby 32 local features indicating the proportion of black pixels and their prevalent direction in agrid enriched by 2 global features indicating the height to width ratio and the proportion of thecharacter image height below the baseline. To enhance the recognition performance it was deemednecessary to integrate several other sources of information to contribute additional terms to theoverall matching score. The hypothesis generator cannot essentially capture the relationship ofthe hypothesis under evaluation with respect to such global characteristics of the image as itssize and position of baseline and upperline. So some penalties have been introduced in the systembased on the location of the hypothesis and its size. The results shown prove the importance ofsuch extra information as up to 20% good recognition improvement can be observed.In summary, we have considered di�erent kind of features based on their nature used todescribe hard patterns as handwritten words. The di�erent features can be classi�ed as low-levelfeatures, intermediate-level features and high-level also called perceptual features based on theirabstraction level. While the low-level features can be extracted easily in case of the perceptualfeature a complex, not always precise extraction mechanism should be called. The low-levelfeatures can give a global or local estimation of the form, while the perceptual features are31



Chapitre 2. Postal documents recognitionmuch more descriptive ones modeling the human vision but their extraction and interpretationis heuristic dependent.In the scienti�c community di�erent approaches have been considered for the word modelingand recognition, mainly based on HMM type models where the handwriting was considered as
1D, 2D and 1D1/2 signal. The common approach considered by the system is the usage of low-level features mainly for 2D and 1D1/2 models while for the 1D models perceptual features areconsidered.To improve the accuracy of the systems there are some attempts to use hybrid features,but sometimes these are considered separately or even if there are integrated in the same systemthere is no conditional relationship between. We consider this aspect as being crucial as in humanvision these features are not separated. The shape is considered as an entity with the featuresextracted from it.2.2.3 Lexicon reduction strategies in handwriting recognitionAs we can observe nowadays for the di�erent handwriting recognition systems three main ap-proaches have been proposed : the holistic methods, where the whole words shape is considered tobypass the di�cult problem of segmenting the word into its individual parts (letters/graphemes),the segmentation based approach trying to segment the given word in smaller entities and theHMM based approaches which seems to be a suitable tool for cursive script recognition.While the holistic methods give interesting results for reduced size vocabularies, they cannothandle larger vocabularies. Similarly, the segmentation based techniques have the advantageto reduce the complex problem of word recognition to isolated character recognition but thesegmentation and grapheme recombination are both based on heuristics, rules that are derivedfrom the human intuition. The HMM based techniques are the more appropriate ones to solvesuch a recognition task. They are stochastic models able to deal with noise and shape variationsthat occur in cursive handwriting. The number of feature vectors representing the unknown wordmay be of variable length. Such a requirement is fundamental in cursive handwriting becausethe length of the individual input words exhibits a great degree of variations. This requirementcannot hold for the neural network based approaches, where the size of the input should be �xed.As we can see, one of the most common constraint of the current recognition systems is thatthey are only capable to recognize words that are present in a restricted vocabulary [GS95, Sao97,Cho02, TLK+01] typically comprised of 10-1,000 words. The restricted vocabulary, usually calleda lexicon, is a list of valid words that are expected to be recognized by the HWR system. Asthere is no established de�nitions concerning the size of the vocabulary we will use the de�nitionsgiven by Koerich [KSS03] : a small vocabulary contains tens of words, a medium size vocabularycontains hundreds of words, a large vocabulary counts thousands of words while a very large32



2.2. Handwritten word recognitionvocabulary has tens of thousands of word entries.According to Plamondon and Shrihari [PS00], the ultimate handwriting computer will haveto process electronic handwriting in an unconstrained environment, deal with many handwritingstyles and languages, work with arbitrary user-de�ned alphabets and understand any handwrittenmessages provided by any writer. So, it is unquestionable the importance of large vocabularyhandwriting recognition techniques to reach some of these goals. The capability of dealing withlarge vocabularies, however, opens up many more applications.As the lexicon is a key point to the success of the di�erent handwriting recognition systemsthe scientists propose lexicon-driven approaches [CGS99] in order to reduce the number of tem-plates/models to be match in models discriminant approaches or the number of paths to befollowed in the path discriminant approaches.Such a lexicon reduction is really necessary because :1. by reducing the vocabulary size we can reduce the possibility of miss-recognition probabi-lity [ZM99, KSSEY00]2. by reducing the vocabulary there is a considerable time gain parameter which plays animportant role in the real-time systems as in case of the mail sorting [DG00, KSS03] wherethe time factor is really important.Therefore, it is very important to perform lexicon reduction in the di�erent handwriting recog-nition systems.There are several techniques proposed in the literature for lexicon reduction. The most com-mon used techniques are based on holistic perceptual features as : the length of the word, thepresence or absence of ascenders, descenders, t-crossings, diacritics, etc. In this approach, holisticword features of the input word shape are matched against holistic features of every model ofthe lexicon. Lexicon entries which do not match with the holistic features of the input imageare discarded. Typically, more than one exemplar must be stored or synthesized for each lexiconentry because of various writing styles encountered. The e�ciency of this approach is limitedby the computational overhead for extracting holistic features and feature matching with morethan one exemplar for each lexicon entry. For the segmentation based system the scheme is morecomplicated.Given a sequence of N graphemes and a string (lexicon entry) of length W , the dynamicprogramming technique can be used to obtain the best grouping of the N graphemes into Wsegments. A dynamic table of size (N ×W ) must be constructed to obtain the best path. Givena lexicon of L entries, the complexity of the lexicon driven matching is O = L × N ×W . Asstated by Zimmerman the speed of the lexicon-driven system decreases linearly with the lexiconsize while the accuracy also decreases when the lexicon size becomes larger.Kimura et al. propose a lexicon reduction [KG97] in which the input image is �rst segmen-33



Chapitre 2. Postal documents recognitionted into segments based on a set of heuristics and an ASCII string is generated based on therecognition results of these segments. A dynamic program is than used to match this ASCIIstring with each lexicon entry. Lexicon entries with high matching cost are eliminated for furtherconsideration. The disadvantage of this system is that it heavily relies on the initial segmentationof words into characters, task which is problematic for cursive words.To reduce the lexicon for a postal reading system Zimmermann et al. propose a more so-phisticated model based on character spotting [ZM99]. The notion of key character is introducedhere. Key characters identify unambiguous characters of cursive words which can be segmentedand recognized without performing word recognition or contextual analysis.The extraction and recognition of key characters work directly on the sequence of graphemeswhich can be obtained by any oversegmentation methods. The key characters should satisfy somebasic properties based on the con�dence value attributed by the classi�er which recognizes themand in the mean time some geometric constraints (average number of horizontal transitions,normalized vertical position and normalized height of the supposed key character) should alsobe satis�ed.To power the vocabulary reduction, a length estimation is performed based on a neuralnetwork. The goal of length estimation is to provide an estimate of how many characters arepresent in a given image without performing any expensive recognition. The estimation is basedon the connected components, the number of graphemes, the number of horizontal transitionsper scan line and the average height of the graphemes. The applied two-stage lexicon reductionis based on a length estimation followed by a key character spotting. The order is based on thefact that examining a lexicon entry in the �rst stage is much more faster than in a second stage.Using just the length estimation the reduction of the lexicon is 54.4% while the key charactermethod has a 37.5% accuracy which resulted in a total average reduction of 72.9%. The timesaving was 54.6%.Koerich et al. in [KLSS02] proposed a hybrid technique to recognize handwritten wordsbelonging to a large vocabulary. The baseline method is based on a lexicon driven word recognizerbased on discrete HMM models which generate a list of candidate N-best scoring word hypothesisordered according to the a posteriori probability assigned to each word hypothesis as well as thesegmentation of such word hypothesis into characters. Once the word hypothesis are omittedby the HMM based on pro�les, the di�erent segments are recognized by a classical multi-layerperceptron. Finally, in a probabilistic framework the di�erent results are integrated to allow toassign the �nal class label for each word. The 10% of recognition rate improvment over the HMMsystem alone shows the importance of the character classi�er in this hybrid scheme.Another technique for dynamical lexicon reduction for Finnish city names is proposed byGuillevic et al. in [DG00]. This approach is also based on character spotting. In a basic postalapplication scheme the reduction of the vocabulary is based on the zip code recognition along34



2.2. Handwritten word recognitionwith a database of zip code to city name correspondence, to generate a dynamically a reducedlexicon. Here the authors make the assumption that either the zip code could not be located,it was missing or it was simply not recognizable. This lead them to a method called characterspotting. After some preprocessing techniques to reduce the variability of handwriting a wordlength estimation is performed based on similar measures as in case of Zimmermann. This kindof reduction brings no more than 50% of gain as most of the city names have a length between 7and 10 characters. To achieve a better reduction performance the authors are trying to identifyand extract isolated characters that do not overlap vertically. This kind of scheme is limited asoften neighbouring characters even slightly overlap. Therefore a more sophisticated analysis isperformed based on heuristics, contours, etc. If the character spotting fails the word is rejected.Once the spotted bittmaps have been extracted there are sent to the character recognizer. Basedon the position and the character label best N-hypothesis of the spotted character, a gramarHMM is constructed where there is no training process, the parameters are �xed manually beingthe a prori knowledge of the lexicon. Considering the 500 images of the test set, in 7% of the casesthe spotting has failed but approximately 95% of the all upper words were correctly processed.The given system has the same drawback as the system proposed by Kimura, where thespotting depends on the precision and accuracy performed by the segmentation module or onthe chance to �nd or not separated characters in the analyzed word shape.Shridhar et al. [SKTH02] have considered the issue of lexicon completeness to measure theimpact on the accuracy in the framework of a Dutch city name recognition system. The com-pleteness can be de�ned as the probability that an incoming word belongs to the lexicon. It hasbeen documented in many handwriting recognition systems that once the size of the vocabularyincrease the recognition accuracy falls [KG97, ZM99] but the availability of a partially com-plete lexicon has not been analyzed. After slant estimation and correction, segmentation pointsare detected providing over-segmented parts. The lexicon directed algorithm based on dynamicprogramming is applied, using the total likelihood of characters as objective function.For the United States Postal Service (USPS) a Handwritten Address Interpretation (HWAI)system is proposed by Srihari [Sri00]. The work presented here can be considered as one of the basesystems ever developed for postal automation. After performing separated digit recognition usingseveral classi�ers (polynomial, k-NN, etc), the word classi�cation is done either by analyticalapproach recognizing characters or by holistic approach where the whole word like an entity isconsidered.To reduce the vocabulary size the ZIP code results are used. The author presents a directrelation between the size of the lexicon and the number of ZIP codes. The di�erent HWAIclones implanted in di�erent countries like Australia, United Kingdom, Canada have shown theenormous success of the system in the domain of automatic postal sorting but due to the di�erentwriting habits and slightly di�erent post-code and address structure, slightly di�erent recognizers35



Chapitre 2. Postal documents recognitionare called.A new pruning technique has been proposed in [MK97] based on a general word shapedescriptor. As the used vocabulary size is huge containing 21,000 words, an e�cient pruningprocedure is necessary. The authors propose a generalized descriptor based on strokes whichprovide a coarse representation of the word shape. Downstrokes are identi�ed by matching localextrema on the contour of the cursive word and are stored in a code book as : M for "medium", Afor "ascender", D for "descender", F for "f-stroke" and U for "unknown". The pruning is based onan elastic matching of the image descriptor with the ideal descriptor of lexicon entries organizedin the form of a trie. The ideal shape is extracted from an "ideally written" word, where : purecursive style has been used, no baseline skew, no character slant. The ideal descriptor for a givenword is built by the concatenation of the ideal descriptors of the constituent words. The trierepresentation allows a fast matching procedure but the mechanism is still sensitive and dependson the stroke extraction.A comparison study is performed in [SHK97] between two recognition mechanisms. In �rstcase a lexicon-free approach has been applied while in second case a lexicon-directed recognitionmechanism is used. The contextual information is incorporated using the total likelihood of eachcharacter. The likelihood of each character is calculated using the modi�ed quadratic discriminantfunction. With some modi�cation the lexicon-free algorithm can be derived from the other. Ascodebook for the character recognition local chain code histogram of the characters contour isused. The results performed on USPS postal images shown the superiority of the lexicon basessystem (90,38%) while using the lexicon-free system the results cannot achive more than 85,90%.While the other techniques use some heuristics to prune the lexicon based on length estima-tion, presence or absence of di�erent perceptual features like ascenders, descenders, diacritics,in [Gil00] Gilloux is proposing a meta-heuristic for a very large vocabulary (up to 100,000 wordentries) reduction for handwriting for French proper names recognition.The meta-heuristic used here is based on Tabu search described in detail in [HF98a]. In thatrecognition scheme the word recognition is considered as a research of an optimal con�gurationin a con�guration space organized on neighboring. The Tabu search is based on searching amongthe di�erent con�guration and going for the optimal solution throughout these con�guration. Forthe searching mechanism a distance measure is necessary but as HMMs have been used for thedi�erent word models, a modi�ed Kullback distance (described in detail by Rabiner in [Rab89])has been used.A lexical post-processing is proposed by Carbonnel and Anquetil [CA04] based on word �lte-ring. The �ltering is based on global word shapes in order to build static sub-lexicon during therecognition process. The pertinent information are based on downstrokes composed by : ascen-der, descender, long and median. Once the word is coded accordingly, the shape is compressed asdi�erent successive median downstrokes are replaced by a single one. This coding increases the36



2.2. Handwritten word recognitionimportance given to the prominent downstrokes because they are more robust than the mediandownstrokes. The authors call such a compressed coding a generic shape. (see Fig. 2.12). Usingthis codebook the shapes can be classi�ed in function of their generic shape representation. Forrecognition purpose a modi�ed edit-distance is used. The results performed on a 2,5k dictionaryare very encouraging.

Figure 2.12 � Generic word shape coded by segments in [CA04]For large vocabulary o�-line handwriting recognition an exhaustive and systematic surveyis given by Koerich et al. in [KSS03, Koe02] where the authors give all the possible detailsconcerning the di�erent solutions on the di�erent recognition strategies developed by researchersduring the last decades.A general recognition scheme for handwriting recognition in the vision of Koerich is presentedin Fig. 2.13.The model begins with an unknown handwritten word which is presented at the input of therecognition system as a raw image. To convert this image into information understandable bycomputer requires the solution to a number of challenging problems. Firstly a front-end parame-trization is needed which extracts from the image all the necessary meaningful information in acompact form. This involves pre-processing like slant and slope correction, smoothing, normali-zation of the image to reduce the undesirable variability that only contributes to complicate therecognition process.The second step is relative to the front-end parametrization of the segmentation of the wordinto sequences of basic recognition units such as characters or character segments (graphemes).However, the segmentation is not necessary to be present. The �nal step is to extract discriminantfeatures from the input image to either build up a feature vector or to generate a graph, string ofcodes or sequence of symbols whose class label in unknown. A crucial step in handwriting is thepattern training which consists of the usage of one or more pattern corresponding to handwrittenwords of the same class to create a representative pattern to this class.The resulting pattern generally called reference pattern or class prototype or template can37



Chapitre 2. Postal documents recognition

Figure 2.13 � An overview of a basic handwriting recognition system as described by Koe-rich [KSS03]
38



2.2. Handwritten word recognitionbe derived from a set of averaging technique. Inasmuch as recognizing is a di�cult task, mainlysub-word parts such as letters or graphemes are recognized and the using standard concatena-tion methods the �nal word model is recognized. The recognition includes a comparison of theunknown pattern with each class reference pattern by measuring a similarity score which can bea distance or either a probability.For meaningful improvement however is necessary to incorporate di�erent a priori knowledgeinto the recognition process such as language models. While for limited size vocabularies thedi�erent recognition techniques perform satisfactory results, for large size vocabularies the lan-guage model contributes to improve the accuracy as well as the computational complexity of therecognizer.However, the key idea discussed in this survey is how to prune the lexicon which means toreduce the number of words to be compared during the recognition, and how to measure thequality of this reduction.The notion of coverage introduced by the authors can measure the capacity of the reductionmechanism to include the right answer as the procedure may throw away the true word hypo-thesis. Hence such a measure is necessary. Unfortunately, most of authors does not report theresults in term of coverage but just in terms of recognition accuracy.The di�erent reduction techniques depend upon the application environment. While for ban-king applications like bank checks reading [GS95, GAA+01] can be used to reduce the possiblehypothesis, for postal address systems [Bel96] the lexicon reduction can be based on the ZIP codrecognizers [MSM98, Sin97] which are much more reliable than the word recognizers.Conventionally, depending on the reliability of the ZIP code digits recognizer, the lexiconcontaining thousands of entries can be reduced to a few hundred [YGSS99]. When there is noavailable additional information source other alternatives are necessary like linguistic knowledgewhich plays also an important role in limiting the lexicon size. As discussed above, the length ofthe analyzed word shape is an easily detectable feature which can already distinguish betweenshort and long words. Based on the length of the feature vector extracted from the word we canalready have a hint of the length of the word.The shape of the word can be also used for reduction purpose as presented above in case ofGuillevic and Zimmermann in [DG00, ZM99, MKG01]. In Tab. 2.1 we can �nd the e�ectivenessof some methods reducing the lexicon based on word shape analysis.Method Lexicon size Test set Reduction(%) Coverage Speedup[DG00] 3,000 500 3.5 95.0 -[ZM99] 1,000 811 72.9 98.6 2.2[MKG01] 23,600 760 95 75.5 -Table 2.1 � Di�erent lexicon reduction strategies using word shape analysis 39



Chapitre 2. Postal documents recognitionA more adequate method described in detail in [Koe02] is based on the lexicon representationand the di�erent searching mechanism in such data structures. Considering mainly HMM basedsystems where the temporal aspect of the signal creation is tracked, the search space reorgani-zation plays an important role as it is possible to exploit the di�erent word similarities at letterlevel. As the words are letter concatenations we can consider the common pre�x parts, su�xparts which occurs in the di�erent lexicon entries. There are two ways to organize a lexicon : �atrepresentation and tree representation.The �at lexicon or linear representation denotes the fact that the word is kept strictly separatein the recognition process. The matching between a given sequence of observations of unknownword and each word model is calculated independently. The di�erent word models are constructeda priori by concatenation of graphemes in letters and letters in words and further the unknownword is matched to all the word models belonging to the dictionary. So the complexity increaseslinearly with the number of words considered in the vocabulary and the average length of theword.Organizing the lexicon to be searched as a character tree instead of a linear structure ofindependent words has some advantages. The structure is called lexical tree. Taking advantage ofthe word spelling, two or more words can contain the same initial characters so called pre�xes.Hence in a lexical representation they will share the same sequence of characters as presented inFig. 2.14.Having such a data representation, the dynamic programming (DP) based computation ofthe a posteriori probability can be factorized. Hence, a speed-up and reduction in storage can beobtained by using a trie. Each node in the the trie corresponds to a letter. As an exhaustive DPcalculation is performed for all word entries in the lexicon, the results are more accurate, andthanks to the sharing of intermediate results, the running time is also improved compared tothe traditional �at approaches. In handwriting recognition, this kind of approach has been used�rstly with success by Man et al. [MFW96] for their Npen++ system.A more complicated organization procedure based on Directed Acyclic Word Graph (DAWG)can be designed, which can be considered as an extension of the pre�x tree. Here not just thecommon pre�x parts are shared but the other common parts also, such as : terminations orsu�xes [GFK02]. Some work has been done in that sense by Lifchitz et al. [LM00] using anad-hoc method based on a non deterministic state automaton. However, it is not clear how sucha method could work in handwriting as there are no available experimental results.Once the lexicon is organized properly based on common parts like in [KSSEY00] or usingsome other criteria like self organizing maps [GM97] which maps the words in a two dimensionalplane by preserving the neighborhood relation between words, a proper searching mechanismshould be applied.The search problem in handwriting recognition can be formulated as follows : select a word40



2.2. Handwritten word recognition

Figure 2.14 � Tree representation of English words coming from a dictionaryreference with the highest score, given a test pattern corresponding to an unknown handwrittenword represented as a sequence of observations O a set of reference patterns denoted as Rn,
1 ≤ n ≤ V for a V -size word vocabulary in which each pattern is of the form Rn = (c1, c2, . . . , cL).Each character is usually modeled by di�erent parameters (features) like : ci = (f1, f2, . . . , fM )where M denotes the feature vector size, and fm represents the mth feature extracted. Unfortu-nately the most part of the research is carrying out for small size and medium size vocabulariesand mainly DP based searching schemes are proposed which become time-consuming once thelexicon size grows as the number of hypothesis blows up. The goal is to align the sequence ofobservation and compute the likelihoods once for each node by traversing the tree in breadthand retain this value for each frame without knowing a priori to which word such letter nodebelongs.To reduce considerably the decoding process, Koerich [KSSEY00] propose instead of usingViterbi search, Beam search, A∗ and multi-pass search a Syntax Directed Level Building Algorithm(SDLBA) has been considered. The key point here is also the search space representation byusing a lexicon tree. In the Tab. 2.2 we can see how such a lexicon reorganization can reduce thecomplexity of the searching space.Lexicon size No. of char in Flat No of char in Tree Reduction factor10 119 113.5 1.05100 1,198 987 1.211,000 11,988 8,361 1.4310,000 120,035 66,558 1.8030,000 360,012 173,631 2.07Table 2.2 � Complexity study for di�erent vocabularies represented in �at and tree structure41



Chapitre 2. Postal documents recognitionWhile the Viterbi algorithm matches a model to a sequence of observations, determining themaximum likelihood state sequence of the model given the sequence of observations, the SDLBAmatch an observation sequence to a number of models.The level building algorithm jointly optimize the segmentation of the sequences into sub-sequences produced by di�erent models, and the matching of sub-sequences to particular models.Since the lexical tree guides the recognition, the algorithm needs to incorporate some constraintsto handle the language syntax provided by the lexical tree as well as the contextual informationrelated to the class transition probabilities.The comparison study between the baseline system composed by a Viterbi search combinedwith a �at representation and the SDLBA has shown the superiority of the lexicon reductionstrategy. While for reduced size vocabularies the recognition accuracy, speed is more or lesssimilar, for extended vocabularies the accuracy and the speed gain can be highlighted.In order to present the di�erent achievements for large vocabulary datasets, we consider beingimportant to review the most important results obtained by Koerich in this domain than otherresults reported in the literature.The Table 2.3 gathers the recognition scores obtained by Koerich for di�erent vocabularies.Lexicon Size Recognition rate Speedup factor10 98.50% 7.8100 94.95% 8.21k 88.42% 9.510k 77.60% 11.130k 71.03% 11.8Table 2.3 � Word recognition scores obtained by Koerich in [Koe02] for the system based onthe constrained level building algorithm and a lexical tree representationA careful analysis of the handwriting recognition �eld reveals that most of the research isoriented towards simple problems, where just a reduced size vocabulary is considered. Once thesize of the vocabulary increases the data size required to develop a good recognition systemincreases. The Table 2.3 presents some recent results from the literature for the problem ofmiddle size vocabularies and large vocabularies. It should be stressed that these studies have useddi�erent datasets and experimental conditions, which make a direct comparison very di�cult.However, the results are very helpful to illustrate the current state on this �eld.2.2.4 ConclusionsConsidering the handwriting recognition by a computer we can declare that it is a hardand challenging issue. Despite the impressive progress achieved during the last few decades and42



2.2. Handwritten word recognition

Ref. Method Lexicon size Accuracy[FGB98] HMM 100 98.70%[CS00] LVQ 100 93.40%[KC02] HMM 100 88.2%[MG96] DP 100 89.03%[WBKR00] HMM 300 96.51%[BM99] HMM 400 89.00%[GWGH95] DP 746 80.41%[BBD+93] DP/NN 1k 47.00%[FGB98] HMM 1k 94.30%[CS00] LVQ 1k 83.80%[AYV02] HMM 1k 90.80%[KSS04] HMM 1k 91.00%[KPH04] HMM 1k 67.80%[MB00] HMM 7,719 60.05%[Koe02] HMM 10k 81.60%[CK94] HMM 10k 67.09%[BRKR00] HMM 30k 89.20%[Koe02] HMM 40k 73.23%[Koe02] HMM 80k 68.65%Table 2.4 � Recent results concerning o�-line handwriting for middle size and large size voca-bularies
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Chapitre 2. Postal documents recognitionthe increasing power of computers the performances of the handwriting recognition systems arestill far from human performance. Words are fairly complex patterns and owing to the greatvariability in handwriting style, handwritten word recognition is a di�cult one.Even if di�erent features are extracted from the word patterns at di�erent abstraction levels,guided by the human perception [Whe70, McC76], the features on their own are not su�cientlydiscriminant for such a recognition task. For that reason it is necessary to combine the di�erentfeatures extracted with di�erent precision in order to interact in the recognition system. Thiscombination should be complete merge as a simple combination seems to be not exploiting theinteraction of the di�erent features of the same pattern.Considering the feature extraction in general, we can also conclude that it is much simplerto extract low-level features instead of high-level ones but while the high-level features describethe word shape the low-level features give just a quantitative measure.One of the most common constraint of the current recognition systems is that they areonly capable to handle words that are present in a restricted vocabulary typically comprisedof 10-1,000 words which does not satisfy the requirements of the industrial applications likepostal automation, etc., where large vocabularies are considered. To tackle the reduction of thevocabulary some special data representation are necessary and new search techniques should beconsidered.2.3 Handwritten digit recognition2.3.1 IntroductionThe digit recognition being a sub�eld of character recognition is a subject of interest sincethe �rst years of research in the �eld of handwriting recognition. The motivation of such kindof research is multiple. The �rst is based on the high demand of industrial applications (ZIPcode recognition, date recognition, courtesy amount recognition, census form recognition, etc.)which needs to recognize the printed or handwritten digits from the di�erent paper supports.The second consideration is based much more on the theoretical aspect of the problem as sucha pattern recognition task is a simple and a robust one, containing just a reduced number ofclasses to be separated with considering not so complex shapes to be distinguished.The di�erent subjects addressed in digit recognition domain available in the literature canbe separated as follows :� feature extraction methods� classi�cation methods� system architecturesThe investigation of the di�erent feature extraction techniques has gained a considerable44



2.3. Handwritten digit recognitionattention since discriminative feature set is considered the most important factor in achieving highrecognition performances. A comprehensive survey for feature extraction for o�-line characterrecognition is given by Trier et al. in [TJT96]. The authors have been considered many di�erentimportant aspects in the feature extraction which should be taken into account before selectinga speci�c feature and classi�er. Similarly, in [Lon98], Loncaric presents an interesting review ofshape analysis techniques used for the same purpose.For digit recognition, two main types of feature have been used : statistical and structuralfeatures. The statistical features are derived from the statistical distributions of points, such aszoning, moments, projection histograms or direction histograms. Structural features are based ontopological and geometrical properties of the analyzed character, like strokes and their directions,end-points, intersections of segments or loops. As stated also by Bortolozzi et al. in [BdSBJOM05]the researchers have explored the integration of these two kind of features as they are consideredas being complementary.Reducing the data dimensionality is also an important factor for the further classi�cations.That is the reason why such feature selection mechanisms have appeared recently in the machinelearning community. Reducing the dimensionality means to reduce the input vector which isconsidered by the recognizer. The objective of variable selection is three-fold : 1) improving theprediction performances of the predictors, 2) providing more e�ective and faster predictors and3) providing a better understanding of the the underlaying process that generates the data.Eliminating some input components from the original input stream can be done by PrincipalComponent Analysis (PCA) [RB05] or other methods like : genetic algorithms (GA) [SBM04],neural networks (NN), etc [GE03].Besides, the investigation of the di�erent feature extraction and feature selection methods,an important role has played by the classi�cation methods and strategies. The task of classi�ca-tion is to partition the future space into regions corresponding to source classes or assign classcon�dence to each location in the future space. Statistical techniques and neural networks havebeen widely used due to the e�ciency of implementation. Statistical classi�ers are divided intoparametric and into non-parametric ones. They include the linear discriminant function (LDF),the quadratic discriminant function (QDF), the nearest-neighbor 1-NN and k-NN classi�ers, theParzen window classi�er, etc. Neural networks for classi�cation include the multi-layer perceptron(MLP) [Bis95], recurrent neural networks (RNN) [VdC99], self-organizing maps (SOM) [AS00],radial basis functions (RBF) [LBBH01], etc. Recently, a new type of statistical classi�er, SupportVector Machine (SVM) [CV95] has been in the attention of the machine learning community. TheSVM is based on the statistical learning theory of Vapnik [Vap95] and quadratic programmingoptimization. Initially designed for two-class problem separation, the SVM became a powerfultool used in text categorization [AM04], digit recognition [SC03], etc.The main di�erence between statistical and neural classi�ers is that the parameters of the45



Chapitre 2. Postal documents recognitionneural networks are optimized in discriminative supervised learning with aim to separate thepatterns of di�erent classes. When the network topology (number of units, number of connections,transfer function, etc.) are well de�ned and the number of training samples is large, neuralnetworks are able to give high classi�cation accuracy to unseen test data.Considering the system architectures in case of NNs, two main aspects should be considered.First, the di�erent classi�ers have been boosted by using speci�c initial parameter initializationon the weights, the number of units have been estimated throughout some heuristics, di�erentactivation functions have been considered, di�erent topologies have been proposed and �nallydi�erent training algorithms have been developed to train the di�erent kind of networks. Unfor-tunately all these attempts are based mainly on heuristics and there is no mathematical rigorbehind. The success of these methods is mainly based on the nature of considered database.The second aspect concerns the classi�ers combination which deals with the challenge : Howto exploit the classi�cation capabilities of the di�erent classi�ers in the same classi�cation fra-mework ?It has been found that multiple expert decision combination strategies can produce morerobust, reliable and e�cient recognition performances than the application of single expert (clas-si�er) [RF03]. It is also noted that a single classi�er with a single feature set [BVM+04] and asingle generalization strategy often does not comprehensively capture the large degree of varia-bility and complexity encountered in many practical tasks. Multiple expert decision combinationcan help to tackle many of these problems by acquiring multiple source information throughmultiple features extracted from multiple processes. Introducing di�erent classi�cation criteriaand a sense of modularity in the system design, it will lead to more �exible recognition systems.While some decision combination strategies are task speci�c, the most are generic and usually itis possible to apply the same techniques to a variety of tasks.In order to get a comparative idea about the best achievements on handwritten digit recog-nition �eld, a comparative result table can be found in Table 2.5 and Table 2.6 respectively. Thereported results here are based on one classi�er system.The MNIST [LBBH01] and the CEDAR datasets are well-known benchmark datasets used bythe community to test the di�erent proposed o�-line recognition methods [LF05]. The Table 2.5contains also the best recognition score ever achieved on MNIST authored by Simard et al. [SSP03].We should notice that this result was obtained by using a�ne transformations so the trainingdatabase is not similar with the original MNIST training corpus.Analyzing the results of the Table 2.5 and Table 2.6 a net superiority of the NN based methodscan be highlighted. This can be explained with the fact than the NN based approaches can betteradapt to such a pattern recognition tasks where the number of classes to be separated is low(10 class problem) and there is a considerable training dataset available to adjust the modelparameters. In case of the HMM there is not necessary to have such a considerable training46



2.3. Handwritten digit recognition
Ref. Method Rec. rate[SSP03] Convolutional NN + Data distorsion 99.60%[BMP02] Flexible image matching 99.37%[DS02] SVM 99.58%[LBBH01] LeNet1 98.30%[LBBH01] LeNet4 98.90%[LBBH01] LeNet5 99.05%[BS97] SVC-poly 98.60%[BS97] Virtual SV 99.00%[TL02] SVM 99.41%[ZBS05] NN 98.55%Table 2.5 � Important contributions in the �eld of isolated digit recognition for the MNISTbenchmark dataset

Ref. Method Rec. rate[CL99] HMM 96.16%[DS98] Morphological and Topological properties 99.37%[SLS99] NN 99.77%[LS93] NN 98.87%[FNVZ98] NN 99.54%[dSBJSBS04] HMM 98.00%Table 2.6 � Important contributions in the �eld of isolated digit recognition for the CEDARbenchmark dataset
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Chapitre 2. Postal documents recognitioncorpus but the discriminative power of such a stochastic model is much more reduced than incase of a neural network.In the next few sections, we will focus on di�erent digit recognition systems based on NNsand HMMs. The aim is to show a few existing systems and to review their properties. The goalis not to give an exhaustive state of the art on handwritten digit recognition but more to givesome hints of the domain in order to be able to compare the existing methods with the methodsproposed by us.2.3.2 Neural network based classi�ers for handwritten digit recognitionThis section is dedicated to the connectionist paradigm oriented toward digit recognition.We will discuss in detail the Multi-layer Perceptron and its extension : the convolutional neuralnetwork proposed by LeCun in [LBBH01]. Our choice is oriented toward such type of networks asthey are the most e�cient ones in this �eld. Throughout these networks we will present di�erentissues raised in the connectionism, like :� network architecture� feature selection� pattern selection� training algorithmThe feedforward neural networkThe multi-layer perceptron (MLP) is a layered feedforward network, that can be representedby a directed acyclic graph (see Fig. 2.15). Each node in the graph stands for an arti�cial neuronof the MLP, and the labels in each directed arc denote the strength of synaptic connectionbetween two neurons and the direction of the signal �ow in the MLP. For the di�erent patternclassi�cation task it is the most used network type.For pattern classi�cation the number of neurons in the input layer of an MLP is determinedby the number of features selected for representing the relevant patterns in the feature space.For the output layer this is set up by the number of classes to which the input data belongs. Theneurons in the hidden and output layers compute in general the sigmoid function (see Fig. 2.16)on the sum of the products of input values and weight values of the corresponding connectionsto each neuron in order to break the linear aspect of the activation performed by the MLP. Theactivation function is :
y = f(σ) =

1

1 + eσ
(2.4)The forward step in the MLP paradigm means to compute the activation of a given patternthrough the di�erent units of the di�erent layers. In mathematical terms speaking it is a cu-48



2.3. Handwritten digit recognition

Figure 2.15 � A multi-layer perceptron scheme with the corresponding weights

Figure 2.16 � The sigmoid function
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Chapitre 2. Postal documents recognitionmulated sum of the products between the inputs of the layers and the corresponding synapticweights. This information is propagated from the input layer toward the output layer.In order to spread out the information into the network, a propagation rule has been de�ned.The activation of a given neuron nl
j is given by :
σl

j =
∑

i∈Input(j)

wl
ij × yl−1

i (2.5)where Input(j) is the set of input neurons for the neuron j. In a fully connected multi-layerperceptron scheme this notion corresponds to all the units in the previous layer. The σl
j iscalculated as a weighted sum. In order to bias this sum a special value wl

0 is added for eachlayer. This can be considered in practice as a special neuron which has as input the value 1.Considering this bias, the previous formula is :
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ij × yl−1

i (2.6)The output value of a neuron nl
j is given by :
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∑
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ij × xi

) (2.7)where l is the number of layer, while j corresponds to the number of the neuron in the givenlayer. The yl
j value is calculated as a weighted sum of the inputs where an activation function fis applied.The training process of a MLP involves tuning the strengths of its synaptic connections sothat it can respond appropriately to every input taken from the training set. The number ofhidden layers and the number of neurons in a hidden layer required to design an MLP are alsodetermined during the training phase. The training process incorporates learning ability in anMLP. The generalization ability of a NN is tested by checking its responses to input patternswhich does not belong to the training set.The back propagation algorithm, which uses patterns of known classes to constitute the trai-ning set represents a supervised learning method. After supplying each training pattern to theMLP, it computes the sum of the squared errors at the output layer and adjusts the weightvalues of the synaptic connections to minimize the error sum. Weight values are adjusted bypropagating the error sum from the output layer to the input layer through the intermediatelayers. Such a back propagation allows to estimate the importance of each neural unit, hence theerror of each unit is estimated.A formal description of the training procedure is described hereinafter. The training of thenetwork is based on gradient descent concept. The forward propagation of the error in the50



2.3. Handwritten digit recognitionnetwork is based on the error calculus on the output layer between the expected value and thecalculated value and the propagation of this information between the di�erent layers. Consideringas activation function the sigmoid, the error is :1. For the output layer considering C class and u the expected output, ∀j ∈ {1, · · ·C}

δl
j = (uj − f(σl

j)) × (f(σl
j) × (1 − f(σl

j))) (2.8)2. The error for the hidden layers can be written as follow :
δl
j = (f(σl

j) × (1 − f(σl
j))) ×

∑

k∈Output(j)

δl+1
k × wl+1

jk (2.9)where Output(j) denotes all the neurons connected to neuron j in the previous layer.Once the error is calculated trough the formula given above, we can adjust the weight byupdating them. The generic weight updating can be described as follow :
wl

ij = wl
ij + ∆wl

ij (2.10)where ∆wl
ij is :

∆wl
ij = ε× δl

j × yl−1
i (2.11)where ε stands for the learning rate, controlling the speed of the weights' change.The choice of the activation function as the sigmoid function is motivated by the fact thatit is not linear and in the same time f ′(x) = f(x) × (1 − f(x)) where f(x) = 1

1+e−x . However,there are many other activation functions used to normalize the output of the network units.The tanh(x) = e−x−e−x

e−x+e−x is one of the commonly used activation function besides the sigmoid.To train the network an iterative training process is considered presenting each trainingpattern sample to the network several times. Based on the error propagation method we candistinguish : batch learning (all the pattern are processed and at the end the update of theweights is performed), incremental learning (once a training pattern is passed in the network,the error correction is right away performed) and there is a trade-o� so called mini-batch learning(after some samples the correction is performed).The inconvenience of such a network is the huge number of free parameters. To train sucha network many training samples are necessary and several epochs should be invoked to realizethe convergence of the training procedure.The LeNetX digit recognition systemTo solve the dilemma between small networks that cannot learn the training set and largenetworks which seems to be over-parametrized we can design specialized network architectures51



Chapitre 2. Postal documents recognitionwhich are speci�cally designed to recognize two-dimensional shapes such as digits, while elimi-nating irrelevant distortions and variability. These considerations lead the authors in [LBBH01]to use convolutional neural networks. In a convolutional net each unit takes input from a localreceptive �eld on the layer below, forcing it to extract a local feature. Furthermore, units loca-ted in di�erent places of the image are grouped in planes, called feature maps, within units areconstrained to share a single set of weights. This makes the operation performed by a feature mapshift invariant and equivalent to a convolution followed by a squashing functions. This weightsharing technique considerably reduces the number of free parameters. A single layer is formedby multiple feature maps extracting di�erent feature types.Complete networks are built of multiple convolutional layers, extracting features of increasingcomplexity and abstraction. Sensitivity to shift and distorsions can be reduced by using lower-resolution feature maps in the higher layers. This is achieved by inserting subsampling layersbetween the convolutional layers. It is important to stress that all the weights in such a networkare trained by gradient descent. Computing the gradient can be done with a slightly modi�edversion of the classical backpropagation procedure. The �rst application of such a network is theLeNet1, shown in Fig. 2.17.

Figure 2.17 � Architecture of LeNet1. Each plane represents a feature map i.e. a set of unitswhose weights are constrained to be identical. Input images are sized to �t in a 16x16 pixel �eld,but enough blank pixels are added around the border to this �eld to avoid edge e�ects in theconvolution calculationsBecause of LeNet1 has a small input �eld, the images were down-sampled to 16 × 16 pixelsare centered in the 28 × 28 input layer. Although about 100, 000 multiply/add operations arerequired to evaluate the LeNet1. Its convolutional nature keeps the number of free parameters toabout 3, 000. The LeNet1 architecture was developed using a special USPS 3 dataset [LBBH01].The di�erent experiments with LeNet1 made it clear that a larger convolutional network wasneeded to make optimal use of the larger size of the training set. The LeNet4 and after that theLeNet5 was designed to address this problem. The LeNet4 is an extended version of the original3. United States Postal Service52



2.3. Handwritten digit recognitionLeNet1, where more feature maps have been considered. An extra layer of hidden units is addedwhich is a fully connected to both the last layer of feature maps and to the output units. Itcontains about 260, 000 connections and about 17, 000 free parameters.The LeNet5 has a similar architecture to LeNet4, but has more maps, a larger fully connectedlayer, and it uses a distributed representation to encode the categories at the output layer, ratherthan the more traditional "1 to N" code. LeNet5 has a total of about 340, 000 connections and
60, 000 free parameters. Most of them lays in the last two layers. Once again the non-deslanted
20 × 20 images centered by center of mass were used, but the training procedure includes amodule that distorts the input images during the training using small randomly picked a�netransformations (shift, scaling, rotation and skewing).Generally to train a neural system a huge data amount is needed to cover the di�erent intra-class and inter-class variations. Hence in the neural network scheme based approaches we can�nd equally advantages and disadvantages. Among the advantages we can enumerate : goodgeneralization property based on a solid mathematical background, good convergence rate, fastrecognition process, etc. [Bis95]. Among the disadvantages can be enumerated some restrictionslike : the size of the input should be �xed, the nature of the input is not obvious for the di�erentpattern recognition tasks, it is hard to implant in the network topology some a priori knowledgebased on the data corpus. In the same time the system convergence speed can be long [LBBH01],as the adjustment of the decision surface (hyperplane) in the function of the network's freeparameters is a time costly process. The excessive data amount, the network architecture andthe course of dimensionality are always an endless trade-o� in the neural networks theory [Bis95,RHW86].Di�erent optimization attempts in the connectionist frameworkNowadays, more or less each baseline neural recognition system has reached its limits asthere is no existing system allowing to realistically model the human vision. Hence, the researchwas oriented toward di�erent improvements of the existing systems by re�ning the mathematicalformalism or by implanting in the systems some empirical knowledge.In order to tackle these problems, di�erent techniques have been proposed in the litera-ture.Some of them use some a priori knowledge derived from the dataset, some other methodsmodify the network topology in order to reduce the number of free-parameters, some other tech-niques try to reduce the dimension of the input using feature selection techniques and some otherstry to develop the so called active learning techniques whose goal is to use an optimal trainingdataset through selection of most informative patterns from the original dataset. Consideringthe nature of the improvements, di�erent research axis can be distinguished.In order to select the most descriptive features, in the last few years many feature extraction53



Chapitre 2. Postal documents recognitionalgorithms were proposed. In character recognition these features can be grouped as : statisticalfeatures, geometrical features [LBBH01, Guy91, HF98b, RBTT95], size and rotation invariantfeatures [AOC+99, Gos84, LPT91, SR92], etc.For the combination of these features many feature subset selection mechanisms were desi-gned. The feature subset selection is based mainly on neural networks (NN) and genetic algo-rithms (GA) [YH98] operating with randomized heuristic search techniques [CLR95].Concerning the network topology there is a consensus in the NN community. One or twohidden layer is su�cient for the di�erent pattern classi�cation problems [BW00]. Even so, LeCunand his colleagues proved that it is possible to use multiple hidden layers based on multiple mapsusing convolution, sub-sampling and weight sharing techniques in order to achieve excellentresults on separated digit recognition [LBBH01, SSP03]. To be noticed, this is the only type ofnetwork using several layers to our best knowledge which was used with success for handwrittendigit recognition purpose.Spirkovska and Reid using a higher order neural network introduced inside the topology someposition, size and rotation invariant a priori information [SR92].Another solution is the optimal brain damage (OBD), proposed by LeCun in [CDS90] whichremoves the unimportant weights in order to achieve a better generalization and a speed-up ofthe training/testing procedure. The optimal cell damage (OCD) and its derivatives are also basedon the idea to prune the network structure. All approaches solve more or less the encounteredproblems but each of them has a considerable time complexity.The best approach seems to be the so called active learning and its di�erent derivatives. Insuch an approach the learner, the classi�er is guided during the training process. Some infor-mation control mechanism is implanted in the system. Rather than passively accepting all theavailable training samples, the classi�er on his own guides its learning process by �nding the mostinformative patterns. With such a guided training, where the training patterns are selected dy-namically, we can reduce considerably the training time duration and a better generalization canbe obtained. All non interesting data can be discarded. As stated in [SOS92] the generalizationerror decrease more rapidly for active learning than for passive learning.Engelbrecht in [Eng01] is grouping these techniques in two classes in function of their actionmechanism :1. Selective learning, where the classi�er selects at each selection interval a new training subsetfrom the original candidate set.2. Incremental learning, where the classi�er starts with an initial subset selected somehowfrom the candidate set. During the learning process, at speci�ed selection intervals somenew samples are selected from the candidate set and these patterns are added to the trainingset.54



2.3. Handwritten digit recognitionWhile in [Eng01, RPH01, SOS92] the authors have been developed active learning tech-niques for feedforward neural networks, for SVM approaches similar systems have been proposedin [KH04, SC03, WNC05]. In this second case all the pattern selection algorithms are based onthe idea than the hyperplane constructed by the SVM is depending only on a reduced subset ofthe training patterns called also support vectors that lies close to the decision surface. Mostlythe selection methods in that case are based on kNN, clustering, con�dence measure, Hausdorfdistance, etc. The drawback of such systems is the di�culty to �x the di�erent parameters ofthe systems as stated by Shin and Cho [SC03]. Another limitation of the approach is a secondtraining procedure which is necessary while for NN the training process is applied just once.This drawback can also be found in case of the di�erent network pruning strategies proposed byLeCun.Conclusions concerning the neural networks in digit recognitionConsidering the comparison between the fully-connected neural network (MLP) and convo-lutional network we can conclude di�erent things. Instead of using features extracted from theanalyzed shape is better to use the raw information considering the 2D aspect of the shape.While the MLP is not so complex, the program implementation is easy to do, the LeNetX basedsystems have much more complex structures extracting local information using the maps builtin the di�erent layers. The number of parameters in case of the convolutional network explodewhile the number of parameters in an MLP is not numerous. To reduce the number of free pa-rameter in a convolution network weight sharing technique is used. That means using di�erentwindows we can extract the same features using the same weights. Such an approach allows alocal analysis of the image. The results achieved by the two methods are similar, with a slightsuperiority of the convolutional network due to the local analysis of the shape.The backpropagation algorithm applied to train the di�erent networks is the most appropriatebut has a convenience. It is time consuming. To train, to adjust the free parameters of thenetworks the number of epochs and the number of the training samples should be considerable.This aspect is a very important one being based on the initial weight values, the momentum andthe learning rate. The tuning of these parameters could take several days. To do a quick testprocess (a few hours), a more e�cient and fast training could be helpful. Such a fast algorithmcan help to test the di�erent parameter settings of a network without spending a tremendoustime to �nd the optimal topology and parameter setting.Taking into account the di�erent advantages/disadvantages, our neural network architectureproposition is based on the idea to preserve as much as possible the di�erent raw informationcoming from the input image without presuming any dependencies between the di�erent inputcomponents. 55



Chapitre 2. Postal documents recognitionThe fast learning technique developed by us in the framework of a separated digit recognitiontask is based on active learning technique more exactly belonging to the branch of incrementallearning where the dataset is constructed dynamically during the training. Using the FDDLCBalgorithm (Fast Data Driven Learning Corpus Building Algorithm) based mainly on least meansquare (LMS) error minimization, we have reduced considerably the training time factor withoutany loss of accuracy.2.3.3 Stochastic approaches for separated handwritten digit recognitionIn this section we review some works concerning the usage of the HMM based models forseparated digit recognition. The aim is not to give an exhaustive review in the �eld but to outlinethe di�erent architecture used recently to perform such type of recognition. Instead of using highaccuracy neural approaches the goal here is to exploit the 2D nature of the analyzed shape aswell the elasticity given by the stochastic process driven by the temporal quality of the models.Recent stochastic models in handwritten digit recognitionThe drawback of probabilistic methods such as HMMs, it is their reduced capacity to reco-gnize 2D signals as handwriting. The model developed originally for speech recognition [Rab89]has interesting capacities as they can adapt (model) to the di�erent distortions of the inputobservations, especially to elastic distortions [Cho02].While there are some works, where the handwriting is considered as one dimensional signaland the data sampling is based on this fact [PL96, FGB98], our interest is oriented towards the2D models. Here a real two-dimensional signal is considered as input for the classi�er.One recent extension to HMMs are Bayesian networks. Bayesian networks have incrediblepower to o�er assistance in a wide range of endeavors. They support the use of probabilisticinference to update and revise belief values. Bayesian networks readily permit qualitative infe-rences without the computational ine�ciencies of traditional joint probability determinations.In doing so, they support complex inference modeling including rational decision making sys-tems, value of information and sensitivity analysis. As such, they are useful for causality analysisand through statistical induction they support a form of automated learning. This learning caninvolve parametric discovery, network discovery, and causal relationship discovery.In [CK03] the authors have considered a Bayesian network to model on-line Hangul characters.A Bayesian network is a graph with probabilities for representing random variables and theirdependencies. Such a model e�ciently encodes the joint probability distribution of a large setof variables. Its nodes represent random variables and its arcs represent dependencies betweenrandom variables with conditional probabilities at nodes. It is a Directed Acyclic Graph (DAG)so all the edges are directed and there is no cycle when edge directions are followed. They56



2.3. Handwritten digit recognitionhave proposed to model the di�erent graphemes, strokes, etc. and their relation into a singleBayesian network. The Hangul digit model is composed of stroke models and point models. Theirrelationships are modeled as conditional Gaussian distributions. The system outperformed anHMM system with chain code features and a neural network based system in terms of recognitionrate. We should note that is the �rst model where a large dataset is considered (2,350 digit classes)and it is also scaling and rotation invariant which has a great impact on on-line characters wheresuch deformations are often encountered.

Figure 2.18 � An HMM modeled by a Dynamic Bayesian network, where (Xt)1≤t≤T are thehidden states and (Yt)1≤t≤T are the observations.A similar system has been proposed by Hallouli et al in [HLS04], where o�-line digit re-cognition has been considered. Here the Bayesian network models the dependencies betweentwo HMM based models. They model the dependencies between the nodes (state and/or ob-servation variables) creating interactions between the horizontal HMM and the vertical-HMM.The horizontal-HMM (respectively the vertical-HMM) considers as input pixel lines (respecti-vely pixel columns) of the analyzed shape. The 2D modeling resides in coupling state variables orobservation variables of these two HMM models. The model can be considered as a two dimen-sional model as it considers the horizontal and the vertical HMM model simultaneously. Whilethe original HMMs results are not satisfactory, the coupled model shows a 2% net ameliorationbut even these result is far from the top results achieved by the neural network based models orthe support vector machines.Another kind of approach also based on Hidden Markov Models is proposed by Chevalier[Che04, CGPL05]. The method is totally 2D as it is using di�erent regions where Gibbs distri-butions are considered for a nxn size image with a set of labels having the cardinality L :
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∑
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Chapitre 2. Postal documents recognitioncliques, Vc is a potential function associated to cliques c and Z is a normalization constant sothat∑ω P (ω) = 1, which is equivalent to Markov Random Field described in detail in Chapter 3.For the di�erent regions some local features are extracted based on a window analysis. Forthat reason 2D Fourier transform is computed. The low frequency coe�cients keep informationon strokes and directions. The states are associated to homogeneous portions of strokes in theimage. In this model 5× 7 state models have been considered. This parameter was tunned basedon trial runs. The training mechanism has two phases : in a �rst step a regular segmentation ofthe digit in 35 states is performed. This �rst segmentation allows the computation of the initialmodel (observations and transition probabilities). In the second step this model is then used toprocess 2DDP decoding and getting new segmentations which give the new parameters of themodel. This process is iterated till convergence. More details can be found in [Che04].The method has been used for separated digit recognition and some attempts have been madeto use it for handwritten word recognition but not with so much success. The results obtainedfor the MNIST data are not satisfying and based on the di�erent regions assigned to the states,the processing of a digit samples is tremendous. The originality of the method is the usage ofregions and the extraction of strokes in these regions. The 2D dynamic programming is similarwith our case, but based on some assumptions, some regions can be merged in order to reduce thecomplexity of the model. The drawback of this process : there is no well de�ned merge strategy.Just some basic heuristic based on the measure of uncertainty is considered in the merging policy.Conclusions concerning the stochastic models in digit recognitionThe general conclusion for the stochastic models is that HMM based approaches are moretime consuming and the accuracy is lower then in case of the neural approaches. The advantage ofthese models is their capacity to model the 2D signal. The constraint raised by the bi-dimensionalnature of the problem for the dynamic programming raises a real time problem for such models.While for the neural approaches we can easily recognize 100-200 digits/sec, considering the sametest condition for HMM based approaches it is impossible to achieve better performances than2-25 digits/sec.2.3.4 ConclusionsIn this section we have addressed the issue of digit recognition considering two main strate-gies : the �rst one represented by the ANNs and the second one by HMMs. We have selectedthis kind of re�ection about the digit recognition in general as we consider as being those majorattempts which has been done in this �eld. We have listed all the details of these two strategieshighlighting their strengths and weaknesses. Based on the results achieved and our analysis, wecan conclude that it is more indicated to perform digit recognition by ANNS but some compen-58



2.4. Conclusionsation can be brought also by the HMMS, where the temporal aspect is also considered. Whilein case of ANNs a preliminary normalization process is a primary condition, the HMMs do notrequire such a process as the size of the input is not limited by the structure of the recognizer.Another important aspect is the usage of such system in a real-time application as postaladdress recognition, bank check reading, tax form reading, etc. Even with the growing power ofthe modern computers the speed performed by the HMMs can not compete with the recognitionand speed performances produced by the ANNs. In our research we also concentrated mainlyon the ANNs solutions to meet the requirements imposed by the postal automation system forIndian documents.2.4 ConclusionConsidering the handwriting recognition and in special the handwritten postal documentrecognition we can state this is still a hard and challenging issue. Despite the impressive computerpower deployed in the last few years and the evolution of vision strategies designed to model andrecognize handwriting, the current vision systems are far away from replacing the human vision.They are so many partial problems related to this issue. Each of them requires high precision,machine calculus and last but not least more complete vision models to succeed. However insome speci�c cases, using some restrictions and a priori knowledge can help to build-up goodsolutions which can be used in real life applications.One of the most challenging task in the postal document automation is the recognition withhigh precision of the address part with the corresponding information like city name, street nameand the ZIP code. While the recognition of the digits composing the ZIP code nowadays becameapproved,the word recognition is much more challenging. Words are fairly complex patternsowing to the great variability in handwriting style, handwritten word recognition is a di�cultone. This challenge is extended by the fact that in other script environments than Latin -forexample Bengali- the complexity of the recognition is higher because of the huge number ofcharacters and shape modi�ers.Even if the di�erent features are extracted from the word patterns at di�erent abstractionlevels, guided by the human perception [Whe70, McC76], the features are not su�cient for sucha task. For that reason it is necessary to combine the di�erent features extracted with di�erentprecision in order to interact in the recognition system. This combination should be completemerge as a simple combination seems to be not exploiting the interaction of the di�erent featuresof the same pattern.One of the most common constraint of the current word recognition systems is that theyare only capable to handle words that are present in a restricted vocabulary typically includingof 10-1,000 words which does not satisfy the requirements of the industrial applications like59



Chapitre 2. Postal documents recognitionpostal automation, etc., where large vocabularies are considered. To tackle the reduction of thevocabulary some special data representation are necessary and new search techniques should beconsidered.Considering the comparison done for the di�erent digit recognition attempts we can concludethat the solutions proposed by the neural network strategies are much more faster and precisethan the solutions in the time space domain represented by the HMMs. However, it is quiteinteresting that in these particular cases feature extraction methods are not so e�cient as in caseof word recognition. This paradox can be explained by the fact that for digit recognition we needas much information as we can gather, while for word recognition this is not possible due to thecomplexity.Similarly, the selection of the models is also driven by that fact. For word recognition, a wordbeing a large signal, we should consider the time domain aspect so the most successful solutionsare given by the HMMs, while for digit recognition the time domain aspect can be neglectedbecause the space domain contains enough information for the neural networks to be successful.
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3Limits of the baseline NSHP-HMMhandwriting recognition modelAs our work is oriented towards an extension of the NSHP-HMM model, in this chapter weremind its functioning with the corresponding theoretical and practical aspects. First, a formaldescription will be detailed, concerning the initial stochastic model proposed by Saon [Sao97],while the second section presents the improvement proposed by Choisy. This transforms theholistic system to an analytical one [Cho02] considering an implicit segmentation strategy. Theapproach is based on letter NSHP-HMMs and word meta-models for the intra-letter transitionsto model reduced size unconstrained handwritten vocabularies. Finally, a conclusion is devotedto highlight the advantages and drawbacks of the model.3.1 The NSHP-HMM on digit and word recognition3.1.1 General frameworkConvinced by the limitation of 1D models for handwriting recognition, Saon [Sao97] proposedto overcome this limitation by a two-dimensional model for modeling and recognition. For thisreason, the applicability of Markov Random Fields (MRF) has been studied. Unlike PHMMs(Planar Hidden Markov Model), these �elds possess a real 2D structure as long as the probabilityof a random variable of the �eld is conditioned by neighboring ones. The MRFs perform essentiallylow-level tasks in image processing or arti�cial vision [HB93]. So the authors concluded in [SB97]that this is the reason why such modeling was not attempted to model handwriting, which canbe considered a complex pattern recognition issue. In their opinion this is due to the fact thatMRFs, as initially conceived, are only able to detect simple features in images like lines, edgesof given orientations. This turns out to be insu�cient for higher level recognition purposes. Theidea of Saon is to provide MRFs with a switching mechanism between conditional probability61



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition modeldistribution in order to improve the capacity of the model to detect new features within theimage (strokes of di�erent orientations inherent to handwriting).

Figure 3.1 � The column probabilities observed by the di�erent HMM states in the system ofSaonThis is done by tying column probability distribution to the states of a classical HMM (seeFig. 3.1). A transition to another state of the HMM is implying an optimal change of thesedistributions in order to maximize word-image likelihood. The study has been restricted tocausal MRFs for two major reasons. First, as explained by Saon, one cannot specify arbitraryconditioning neighborhoods for consistency reasons (existence of the joint �eld probability),whereas there are several theoretical achievements on causal MRFs. On the other hand, recursivetraining and recognition procedure are more easily applicable on causal �elds allowing a naturalprogression of the joint �eld mass probability calculus. The concept of causality may have di�erentinterpretations since the plane is not provided with a natural order.Two types of causal MRFs are widely used in image processing : the Markov Random Mesh(MRM) and the unilateral Markov Random Field also called non-symmetric half plane (NSHP).As noted by Jeng in [JW87], the NSHPs are more appropriate than MRMs when an accuratemodel for representing two dimensional data is required (MRMs are conditionally independent on45�diagonals which diminish their capability to detect strokes having these orientations [Sao97]).3.1.2 Non-symmetric Half-plane Random FieldsThe discussion of the model is restricted to random �elds over an m × n integer lattice L.In that sense, for handwriting the m and n parameters can be considered as the width andheight of word image bounding box, respectively. Each site (ij) ∈ L corresponds to a pixel inthe image. Let X = {Xij}( ij) ∈ L be a random �eld de�ned over the lattice L. Xj stands forthe column j of the random �eld X. Moreover, P (Xij | Xk,l) denotes the conditional probability62



3.1. The NSHP-HMM on digit and word recognitionof the realization xi,j of Xi,j knowing realizations xkl, that is P (Xij = xij | Xkl = xkl). Finally,the notation P (Xij | XA), where A ⊂ L, stands for P (Xij | Xkl) where (k, l) ∈ A. Since theanalyzed image is a binary one, the considered random �eld is also binary, meaning that randomvariables take values of {0, 1} where 0 is considered as a white-pixel while 1 is considered asa black one. According to the previous assumptions, a word image can be considered as onepossible realization of the random �eld.The NSHP Markov chain can be de�ned as follows. Considering the following sets :
Σij = {(k, l) ∈ L | l < j or (l = j, k < i)} (3.1)and Θij ⊂ Σij where Σij is called non-symmetric half plane where Θij is considered as being thesupport of the pixel (i, j) ∈ L.De�nition 1 : X is considered as a non-symmetric half-plane Markov chain if and only if :
P (Xij | XΣij

) = P (Xij | XΘij
) ∀(i, j) ∈ L (3.2)The joint �eld mass probability P (X) can be computed following the chain decompositionrule of conditional probabilities :
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) (3.3), where Xj is the conditional probability of the jth column.Commonly, authors using NSHP Markov chains, choose for all Θij the same form, that is Θ =

{Θij}1≤i≤m,1≤j≤n (see Fig. 3.2) Θij = {(i− ik, j − jk) | 1 ≤ k ≤ P, jk > 0 or (jk = 0, ik > 0)} ∩

L 6= 0 where P represents the number of neighboring pixels. Note that de�nition of Σij satis�esequation 3.1. (see Figure 3.2)

Figure 3.2 � Sets of pixels Θ(i,j),Σij related to site (i, j) 63



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition model
Figure 3.3 � The neighborhood orders which can be usedIn [Sao97, SB97] the authors are giving an exhaustive study concerning the in�uence of thedi�erent Θij collection (see Fig. 3.3) based on the average recognition scores.The order of a given Θij neighborhood is considered by the number of neighbors counting tore-estimate the P (Xij).3.1.3 Formal de�nition of the NSHP-HMMTo exploit the realization of the NSHP on an image, Saon [Sao97] associates an HMM toobserve the di�erent columns. In a given state of the HMM, the observation probability is given bythe column product of conditional pixel probabilities. A transition from a state to another resultsin changing the log probability distributions. After the training phase, the model associates statesto particular features (some kind of pixel distributions characterizing di�erent writing strokes)within the word image area. The Fig. 3.4 illustrates the implementation of the NSHP by Saon.Let λ be the HMM. The equation 3.3 can be rewritten in term of pattern likelihood considering

λ :
P (X | λ) =
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, λ) (3.4)Supposing that a stochastic process is associated to column Xj . We denote this processby Q = q1 . . . qn, where the random variable qj can take values in a �nite set of states S =
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3.1. The NSHP-HMM on digit and word recognition

Figure 3.4 � The NSHP-HMM scheme by Saon [Sao97] where the states represent the states ofthe HMM mapping the di�erent image columnsunder assumption that Q is a �rst order Markov process and that pixel distribution for thecolumn j depends only on the state qj .Considering the di�erent assumptions and conditions, the NSHP-HMM can be de�ned asfollows.De�nition 2 : A non-symmetric half-plane Hidden Markov Model of order P is de�ned as
λ = (Θ, A,B, π) with the following details :

Θ = {Θij}1≤i≤m,1≤j≤n ,Θij = {(i− ik, j − jk) | 1 ≤ k ≤ P, jk ≥ 0 or (jk = 0, ik > 0)} ∩ Lwhere P represents the number of neighboring pixels per site. Θ is called the NSHP supportset collection (or just simply neighborhood set).
V = {0, 1}, the vocabulary considered for example are pixel colors. The pixel realization of

Xij is denoted by xij ∈ V .
S = {s1, . . . , sN} the set of the N possible states of the model. qj ∈ S denotes the stateassociated to the column Xj .
A = {akl}1≤k,l≤N akl = P (qj+1 = sl | qj = sk), the state transition probability matrix.
B = {bil(x, x1, . . . , xP )}1≤i≤m,1≤l≤N x, x1, . . . , xP ∈ V where bil(x, x1, . . . , xP ) = P (Xij =

x | Xukvk
= xk, qj = sl), (ukvk) ∈ Θij, 1 ≤ k ≤ P the conditional pixel observation probabilities.

π = {πi}1≤i≤N where πi = p(q1 = si) is the initial state probability.In the classical HMM de�nition given by Rabiner in [Rab89], a string resemblance can beobserved with the 1D HMM but the observation sequence is di�erent as a spatial context de�nedby Θ is considered. In this case the observations are related to pixel columns calculated as aproduct of the conditional pixel probabilities belonging to the observed column. 65



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition model3.1.4 Likelihood calculus for the NSHP-HMMSimilarly as in [Rab89] the optimal evaluation of the likelihood P (X | λ) is given by theforward-backward function. The forward function α is de�ned as being the cumulated �eld pro-bability until column Xj of X when ending in state si, αj(i) = P (X1X2 . . . Xj , qj = si | λ)1. α1(i) = πi
∏m

k=1 bki(Xk1,Xu1v1), . . . ,Xupvp , (up, vp) ∈ Θk1 1 ≤ i ≤ N2. αj(i) =
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l=1 αj−1(l)ali

]

∏m
k=1 bki(Xkj ,Xu1v1 , . . . ,Xupvp , (up, vp) ∈ Θkj 1 ≤ i ≤ N 2 ≤

j ≤ n3. P (X | λ) =
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i=1 αn(i)In the same manner, the dual function β can be also de�ned which is similar to α but theresemblance in that case is calculated from the end.The complexity of the α calculus is O[N2×m×n]. With a particular left-to-right architecture,Saon has shown that the complexity may decrease to O[N ×m× n].3.1.5 Training of the modelDuring the training mechanism the objective is to determine the (A,B, π) parameters of themodel λ which maximizes the product ∏P (X(r) | λ), where X(r) are image samples used to trainthe model λ.The well known Baum-Welch mechanism has been used for the maximum likelihood para-meter estimation. To de�ne the re-estimation process, �rst the β backward function should bede�ned :1. βn(i) = 1 1 ≤ i ≤ N2. βj(i) =
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l=1 ail
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bil(x, x1, . . . , xP ) otherwise x, x1, . . . , xP ∈ {0, 1} ,(3.7)where by Pr = P (X(r) | λ) stands for the emission probability of sample X(r) and nr is itslength. The pixel probability re-estimation is based on counting the number of times when agiven pixel con�guration is encountered.66



3.1. The NSHP-HMM on digit and word recognition3.1.6 Decoding in the NSHP-HMMOnce the parameter re-estimation using the training patterns is �nished, the model is able torecognize pattern samples not belonging to the training corpus. As model discriminant approachhas been chosen for this purpose, for each entry in the vocabulary, a separate word NSHP-HMMis created. Each model λi has been trained with samples belonging to this word model. Therecognition process is performed on height normalized images. The conditional probability ofmodels given the image is computed via Bayes rule. This probability gives the likelihood thatthe image comes from a particular class. The class for which this likelihood is maximum is chosenas the required class. In other words, the image sample X comes from the model λ∗ where :
λ∗ = argmaxλ∈ΛP (λ | X) = argmaxλ∈Λ

P (X | λ)P (λ)

P (X)
= argmaxλ∈ΛP (X | λ)P (λ) (3.8)since P (X) is constant for a given image. Here Λ denotes the set of models for all classes.3.1.7 Experiments and resultsThe model was used with success for di�erent recognition purposes considering handwrittendigit and word datasets. In this section just a few results will be given considering just the mostimportant task as separated character and digit recognition and word recognition for reducedsize vocabularies. For an exhaustive result survey with all the parameter details, please referto [Sao97]. The results concerning the separated characters and digits can be found in Tab. 3.1Database Database type Vocabulary Accuracy- printed characters 26 98,60%C-SRTP handwritten characters 26 53,84%C-LIX handwritten characters 26 63,32%UNIPEN handwritten digits 10 93,36%Table 3.1 � Saon NSHP-HMM results concerning di�erent separated digit character datasetsFor reduced size vocabularies the author has tested the NSHP-HMM for di�erent benchmarkdatasets like SRTP, A2iA, LIX. A brief result report can be found in Tab. 3.2.Database Database type NSHP-HMM order(P) AccuracySTRP handwritten check amounts 3 78,00%STRP handwritten check amounts 4 90,08%A2iA handwritten check amounts 4 82,50%LIX handwritten check amounts 4 91,10%Table 3.2 � Saon NSHP-HMM results concerning di�erent handwritten word datasets 67



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition model3.1.8 ConclusionsTaking into account the theoretical framework developed by Saon and the application ofthe NSHP-HMM for reduced size vocabularies, we can state the followings. The novelty of themethod is in coupling the NSHP performing conditional joint pixel probability estimation withan HMM to track the temporal aspect of handwriting. The 2D context assigned by the Θijallows to consider a local pixel neighborhood, which extends the classical 1D model to a modelappropriate for handwriting modeling and recognition.Another important aspect which is the main advantage of the system, it is a holistic one.That means, there is no segmentation, the analyzed shape is considered as an entity avoiding theerrors coming from the segmentation of the word into letter or graphemes. The results performedby Saon on di�erent handwritten character and word datasets have shown the superiority of themodel in accuracy terms speaking, by over performing the results given by other researchers andmodels.The drawbacks of the model can be derived by the nature of the of the NSHP-HMM. Thestructure of the model and the constraints raised by the non-symmetric aspect of the NSHP-HMM leads to a complex handwriting recognition system. As a 3rd order neighborhood has beenmainly used, the re-estimation of the conditional pixel probability is not symmetric so insteadof one NSHP-HMM in this case 4 similar NSHP-HMM are considered. Each NSHP-HMM iscarrying out one of the possible 4 symmetries, while the �nal decision is given be the cumulusof the 4 separate NSHP-HMM models.Even if there is no feature extraction, which is quite a time consuming process, the re-estimation of the NSHP which provides the observations for the HMM is based on a local esti-mation, which does not perform su�cient information on the form. A more considerable neigh-borhood can be also considered but such an estimation conducts to a exponential complexity asstated by Saon [Sao97] and Choisy [Cho02].The sensitivity of the model for slant and skew can be explained with the fact than the modelobserves columns which in such cases can be observed by di�erent states which can deeply modifythe likelihood calculus. Such a variation leads to an unstable system.While the results are very encouraging for reduced size vocabularies, as the method is a holis-tic one, a possible extension to a larger dictionary will be not possible as stated by Choisy [Cho02]and by others in the literature [KSS03, Bun03]. As there is no segmentation, the model discri-minant approach cannot work for a large vocabulary where is necessary to model the di�erentletters and letter-ligatures in order to distinguish between the di�erent word models.To summarize, the holistic model proposed and tested by Saon for reduced size vocabularyis opening a new trend in the handwriting recognition by considering the handwriting as a bi-dimensional signal instead of following the classical HMM theory. The result achieved outperforms68



3.2. Analytical extension of the NSHP-HMMall the results claimed by other scientists. However, an e�cient trade-o� should also be made inorder to achieve good results taking into account the computational complexity of the model.3.2 Analytical extension of the NSHP-HMM3.2.1 General frameworkConsidering the drawbacks enumerated before especially concerning the vocabulary opening,Choisy proposed an extension of the system [CB02, Cho02]. The author is considering a handwri-ting modeling based on an analytical approach. Instead of considering the word shape as a wholeentity, the he proposes an analytical approach, where the baseline element is the letter. Theconcatenation of letters into words is assured by the word-meta models allowing to handle moreprecisely the inter-letter connections called ligatures. The general word NSHP-HMM models aregenerated by integrating the di�erent letter NSHP-HMMs into the word-meta model allowing toavoid an explicit word segmentation into letters or graphemes which raise problems concerningoptimality and reliability.The challenge of such kind of system is to solve the training issue of the letter modelsand the word meta-models. For this purpose Choisy is proposing a solution based on cross-learning of letters through the words. The cross-learning mechanism is based on the well-knownBaum-Welch algorithm, allowing the emergence of the relevant letter information consideringthe di�erent contexts wherein the letter can be found and the redundant information extractedfrom the same letters in di�erent positions in the word shape.The training procedure optimizes at word level. Only the orthography is required and usingthe word meta-models di�erent ortographical variations can be also modeled with such an ap-proach. There is no initialization process, the system can manage automatically all the parameterestimation through the Baum-Welch algorithm for Maximum Likelihood Estimation (MLE).Another research aspect proposed by Choisy [CB03] concerns the NSHP-HMM in handwrit-ten word image normalization, where based on the di�erent model states, the model is usedto normalize the image and once the normalization is performed, statistical classi�ers as Neu-ral Networks (NN) and Support Vector Machines (SVM) [ACRS01, SBS99] have been usedfor recognition purpose. These type of classi�ers need initial data size normalization due theirconstraints [Bis95, CST00].The normalization is based on the number of states of each word model. The normalizationcriteria is to calculate the average of the pixel columns read by the same state supposing thefact than these columns are more or less dependent of each other. Once the image is normalized(vertically by the NSHP-HMM, horizontally by the classical normalization method) the classi�erscan perform their job. 69



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition model3.2.2 Analytical approachIn the proposed analytical system, for each letter of the considered alphabet there is a corres-ponding letter NSHP-HMM. The meta-models are considered to model the link between lettersas in other works just a simple concatenation is performed without any consideration for thedi�erent ligatures which can occur to connect two letters. In Fig. 3.5 we can observe di�erentforms of the French word "francs" and the corresponding meta-model which can handle the errorscommitted by the writers. It is also able to model the di�erent abbreviations of the same word.
Figure 3.5 � Word meta-models for the French words "francs" and the di�erent abbreviationsoccurring in the bank checks3.2.3 Formal de�nition of the modelsFor this analytical handwriting approach the author is using the same models describedalready by Saon in [SB97]. The only modi�cation is performed by adding two speci�c states tothe classical NSHP-HMM model in order to model the initial state probability to start in a stateor to end in a given state of the model. The notation and de�nition can be derived directly fromthe HMM de�nition given by Rabiner in [Rab89].De�nition 3 : A HMM with speci�c starting and ending states is de�ned :

S = {s1, . . . , sN ,D, F} denotes the N states of the model and D,F are the two speci�c statesadded to the model. A state at time t is denoted by qt where qt ∈ S.
V = {v1, . . . , vM} denotes the number of the possible M symbols observed by the HMM.

Ot ∈ V denotes a symbol at instance t.
A = {aij ∪ {aDi, aiF }}1≤i,j≤Nwhere aij = P (qt+1 = sj | qt = si), aDi = P (q1 = si | D), aiF = P (F | qT = si) where A isthe state transition probability matrix. The aDi denotes the probability to start the analysis instate i, while aiF denotes the probability to stop in a state i.
B = {bj(k)}1≤j≤N,1≤k≤M , where bj(k) = P (Ot = vk | qt = sj). B is the observation proba-bility matrix for the di�erent states j. The speci�c states denoted by D and F cannot observeanything.70



3.2. Analytical extension of the NSHP-HMMTo simplify the notation such a model is denoted by λ = {A,B}. The π is discarded as thespeci�c states substitute this parameter.The goal of a HMM with speci�c state is to better distribute the data in the di�erent states.The �nal state allows to improve the distribution of data favoring the �nal states to analyze theinformation [Cho02]. Considering the di�erent Viterbi paths, we can observe the fact that the�rst states absorb the noises which can come from the image context. In Fig. 3.6 a classical leftto right hidden Markov model and a left to right model with speci�c states is presented.
Figure 3.6 � A left to right model and a model with speci�c states where the state duration inthe �nal state is modi�edConsidering the model with speci�c end state, the pro�t can be expressed in term of stateduration. While for the classical left to right model the self transition is 1, in the second caseintegrating the speci�c state in the model allows to diminish the importance of the �nal state.So, it will be a penalty for word shapes with extra length, not considered by the model duringthe training (see Fig. 3.6).Some works in the literature use equivalent notion called as null-states or empty-states whichserve to concatenate consecutive letters. While in that case the letter-transitions are not conside-red, in Choisy's system we are able to model the inter-letter connections and the letter endingsthanks to the meta-models.Considering the de�nition of the NSHP-HMM given by Saon in Section 3.1.3, the extensionof the NSHP-HMM with speci�c states is as follows :De�nition 4 : A non-symmetric half-plane Hidden Markov Model with speci�c states :

V = {0, 1} is the set of observation symbols
S = {s1, . . . , sN ,D, F} the set of normal states plus the speci�c states where N is the numberof normal states used by the HMM.
A = {aij ∪ {aDi, aiF}}1≤i,j≤N where aij = P (qt+1 = sj | qt = si), 1 ≤ i, j ≤ N, aDi =

P (q1 = si | D), aiF = P (F | gT = si)

B = {bi(y,Θ, c)} where si ∈ S \ {D,F} is the observation probability for a given state i toanalyze a pixel of color c at ordinate y, considering a given neighborhood Θ.To simplify the notation, we denote by bi(O
k
t ) the observation probability of column t of71



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition modelimage sample k in state si, which is calculated as a product of conditional pixel probabilitiesbelonging to the column.
bi(O

k
t ) =

M
∑

y=1

bi(y,Θiy, c) =

M
∏

y=1

P (Xij | XΘij
, qi) (3.9)

Pk = P (Ok | η) is the probability to observe the image k considering the NSHP-HMM η .Considering the previous notation we should also de�ne the Θij denoting the neighborhoodof Xij . Similarly as in case of Saon (Fig. 3.2), the author is �xing the neighborhood to be exactlythe same for each analyzed pixel. This Θij is �xed in terms of pixels which will contribute in thecalculus and their relative position to the analyzed pixel. The number of contributing pixels willdetermine the order of the NSHP as presented in Fig. 3.3.The parameters which determine the NSHP-HMM are similar as in case of Saon described inSection 3.1.3. In conclusion, the model is composed by the height of the analyzed columns, theneighborhood, the number of states and �nally the structure of the HMM de�ned by the allowedstate transitions.3.2.4 Model fusionThe goal of the model fusion process is to build a general word model, considering as baselineelements the letter models and the word meta-models which establish the order of the letters inthe word and the link between them. The meta-states in the meta-word models will be replacedwith the corresponding letter models and in that way the general word model is automaticallygenerated. This word model is called by Choisy [Cho02] as being the general word model or wordNSHP-HMM.

Figure 3.7 � The general word model creation process of the word "et" in [Cho02]72



3.2. Analytical extension of the NSHP-HMMIn Fig. 3.7 the author gives a detailed scheme of the fusion process to generate the wordNSHP-HMM models. During the letter fusion, the speci�c states will be eliminated in orderto link the di�erent letter states in the word model. In that sense the model includes someconstraints, as for the word-meta models no self-transition is allowed. The �nal word NSHP-HMM model allows to estimate the word entity, while the word meta-model allows to estimatethe letter transitions and indirectly the re-estimation of the letter models. For more detaileddescription of the fusion process, please refer to the thesis of Choisy in [Cho02].3.2.5 Cross-learning conceptConsidering the model fusion based on the letter models and word meta-models, during theBaum-Welch parameter re-estimation is not just for the general word NSHP-HMM model butalso for the re-estimation of the letter models and the word-meta models too. The former twoestimations are based entirely on the re-estimation of the general word model. For that reason,the author is proposing a cross-learning of letters based on the re-estimation performed on thegeneral word models. The Fig. 3.8 illustrates this re-estimation cascade.

Figure 3.8 � The cross training mechanism for the letter "i" considering di�erent word modelsin [Cho02]The cross-learning concept contains three distinguish steps :1. Firstly, considering the di�erent letter models and the word meta-models, the general wordmodel is created based on the concatenation by fusion as described in Section 3.2.4.2. In the second step the general word model re-estimation is performed based on MLEcriterion adapted to the Baum-Welch training, serving to re-estimate the HMM parameters.3. In the �nal third step, the information obtained during the word model re-estimation isdispatched into the meta-model and the letter models respectively, allowing also their re-estimation. This information derived at word level will maximize their resemblance throu-ghout the letter and the word meta-models. 73



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition modelAs stated by Rabiner [Rab89] during the re-estimation process, the λ∗ can be consideredmore optimal than λ. The convergence of the algorithm is assured but in order to achieve the
λ∗, some iterations are necessary. After each iteration, the letter models and word meta-modelsare re-estimated and the general word models are rebuilt after each iteration step taking intoaccount the new letter and meta-models.3.2.6 Word normalization by the NSHP-HMMConsidering the success of di�erent type of HMM systems used in speech recognition andhandwriting modeling and recognition is because of their capacity to model the di�erent timebased signals and the absorption of noises and distortions which occurs often in handwriting. Thisadvantage is coming from the fact of coupling local observations with dynamic programming typematching, allowing to distribute the signal information into di�erent HMM states, consideringthe di�erent noises which will be also integrated in the model. The advantage of the model canbe considered as a penalty, as the local vision observed should be based on the assumption thatthe di�erent observation are not correlated and there is no conditional dependency between thedi�erent observations.Choisy introduces in his formalism the notion of local vision and global vision and the cor-responding models to imitate the human reading.A local vision model (LVM) is considered if the observations observed by the model areindependent and the modeling of the shape is based on the maximization of the local observationprobabilities. The dual system, the global vision model (GVM) is considered when there is noindependence constraint between the observations. A correlation between the observations canexist and the shape probability is estimated through its global view.The SVM and the classical NN based models can be considered as GVM while the HMMapproaches and some speci�c NN models like the convolutional network [LBBH01] and the TimeDelayed Neural Network (TDNN) [SGH94], which can be considered as special feedforward neuralnetwork where the layers performs successively high-level features extraction. The producedoutputs can be interpreted as probabilities.The central idea considered by Choisy is to combine the strength of the GVM and the LVM.While the LVM is considered for normalization, the GVM is considered for recognition issues.It is well-known that HMM can model the signals but for class separation task the NNs haveshown their supremacy in di�erent pattern recognition problems.The NSHP-HMM is considered for normalization purpose, while a classical MLP is called forthe global recognition. In Fig. 3.9 the complete system scheme is presented.In order to get an idea about the normalization, a brief description will be given in thefollowing section.74



3.2. Analytical extension of the NSHP-HMM

Figure 3.9 � The complete scheme for using the HMM in normalization and NN in recognition

Figure 3.10 � Normalization of the French word "et" by the corresponding NSHP-HMM. Thenormalization is based on the mean value of the columns observed by the same state of the model75



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition modelThe proposed approach is based on the Viterbi algorithm, more exactly on the Viterbi pathconsidered as direct outcome of the recurrent algorithm. Taking into account the state sequenceconsidered as being optimal, the column(s) analyzed by the same state of the NSHP-HMM aregrouped. The columns grouping is achieved based on the mean value of the pixel columns (seeFig. 3.10). Using this technique each image normalized by the same NSHP-HMM will have thesame width, equal to the number of states in the model. The input image before passing into thenormalization model, is height normalized, so that the �xed size constraint is performed. Hence,a GVM like MLP or SVM can be applied in cascade to perform the �nal recognition based onstatistical learning.3.2.7 Experiments and resultsThe results obtained for di�erent handwritten datasets (SRTP(26), LIBRE(26), VM(28) andLIX(26)) described in details by Choisy in [Cho02] are very interesting.After a di�erential height normalization [Sao97, Cho02] the image is transformed to a newdimension, where the image height is �xed to 20 pixels, while the image width is proportional tothe original image width. In Tab. 3.3 are shown the results obtained by the Viterbi algorithm, theBaum Welch mechanism, the combination considering the product of the likelihoods producedfrom each of these two systems and �nally some result are given for SVM and MLP in recognition,while the NSHP-HMM is used as normalizer.Method SRTP(26) LIBRE(26) LIBRE(28) VM(26) VM(28) LIX(26)Baum-Welch 86.19% 81.71% 81.84% 85.29% 85.49% 92.15%Viterbi 86.52% 81.09% 80.87% 85.04% 84.72% 92.30%Combination 86.44% 82.05% 81.84% 85.18% 85.28% 92.43%SVM - - 81.84% - - -MLP - - - - 85.49% -Table 3.3 � Recognition results concerning the NSHP-HMM using di�erent algorithmsThe results obtained for the database LIBRE and VM show the superiority of the NSHP-HMM normalization against the classical linear normalization.3.2.8 ConclusionsConsidering the NSHP-HMM in word recognition, we can conclude the followings. The systemdoes not contain any a priori information, just the dictionary should be given and the systemis building automatically the di�erent word meta-models constructing them using the letter-models and word meta-models. The analyzed pixel column information is spread out in the76



3.3. General conclusions concerning the NSHP-HMMdi�erent states of the model allowing to absorb the di�erent noises and allowing a horizontalelasticity necessary to treat a signal like handwriting.The choice of an analytical approach, justi�ed as a holistic approach adopted by Saon, cannotwork for an extended size vocabulary. The cross-learning mechanism proposed takes care notjust on word models but on letter models too, by building a more relevant letter model andrespectively a ligature model obtained by the others, using just a simple letter concatenationimplanting a certain rigidity in the system.The normalization by NSHP-HMM is also considerable, as the author has shown the supre-macy of the technique against the common linear normalization. While the linear transformationis just a simple global modi�cation of the word shape the non-linear operation performed by theNSHP-HMM allows to focus the normalization at letter level.The elastic NSHP-HMM in role of LVM is justi�ed as it acts like a local letter estimator,while the SVM and NN considered as GVM performs a global vision of the form.3.3 General conclusions concerning the NSHP-HMMIn that section we attempt to describe the advantages and disadvantages respectively of thetwo systems proposed by Saon and Choisy for handwriting recognition using a segmentation-free,context based HMM models. This study permits to consider the qualities of these two recognitionsystems used for modeling a 2D signal like handwriting. In the same time gives us the possibilityto propose di�erent improvements considered by us as being vital to keep the robustness andthe reliability of the system. Such improvements can stand even in a case of a more considerablesize vocabulary, containing much more complex letter shapes as the letters we have used fromthe Latin alphabet.The concept of the NSHP coupled with an HMM is new and allows an optimal repartitionof the data in the di�erent states of the model. The left context considered by the NSHP-HMMgives to the classical 1D HMM a truly 2D aspect allowing a more precise and realistic modeling.At formal level, the extension of the Rabiner's Baum-Welch and Viterbi algorithm open newperspectives in the 2D stochastic modeling. The analytical extension of the Saon's system isnecessary as a more precise modeling, based on letters and meta-models performs a realisticvision close to human reading capacity. It has been proved that the word reading is considered inits global way, but considering respectively the local speci�cities emitted by the letters. However,as invoked by many authors, the HMMs have a very good and reliable modeling capacity buttheir recognition ability is much more reduced.A main advantage of the system is its capacity to converge to an optimal solution. Whilethe neural network based approaches count many free-parameters, the parameters number of theNSHP-HMM are negligible. That is the reason why the HMM based models converge much more77



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition modelfaster and they do not need a considerable dataset to re�ne the system parameters [LBBH01].As drawbacks we can invoke di�erent facts. The usage of the NSHP is new in the handwritingdomain but its data sampling process is incomplete or poor, as just low-level information has beenconsidered till now to feed the system. As mentioned by Choisy, the order of the neighborhoodhas a considerable impact on the recognition score [Cho02, Sao97]. Analyzing the memorycomplexity of a model having N normal states, with a neighborhood of order V , analyzing animage of height Y is O[N(N +2V Y )]. Choisy has used also a 3rd order NSHP-HMM. This seemsto be an equitable trade-o� between algorithm complexity and recognition performance.The order of the neighborhood controls the mass of the information implanted in the mo-del column wise but meanwhile the required memory size explodes so the used context is notsu�cient. A possible growing neighborhood order drives the system to an impossibility to berealized.In order to compare the results obtained by the two models, a comparative table is given inTab. 3.4. Ref. Dataset Method Top1 Top2 Top3[SBG95] SRTP analytic 82.80% 86.90% 89.40%[Sao97] SRTP global 90.01% - 92.60%[Sao97] A2IA global 82.50% 89.60% 92.70%[Sao97] LIX global 91.10% 95.80% 97.40%[Cho02] SRTP analytic 86.20% 92.50% 95.20%[Cho02] LIBRE analytic 81.80% 89.20% 92.40%[Cho02] LIX analytic 92.20% 96.50% 97.60%Table 3.4 � Comparative results obtained by Saon and Choisy for di�erent datasetsConsidering the global approach proposed by Saon and the analytic one proposed by Choisy,we can state the followings. The results obtained by Saon for the SRTP dataset in Top1 out-perform the results reported by Choisy for similar conditions. The Top2 reported by Choisyoutperforms the Top3 result of Saon which can be explained by the fact that the analytic me-thod it giving better performances. This fact is also con�rmed by the results reported for the LIXdataset. The di�erential height normalization introduced by Choisy helps to ameliorate the per-formances of the analytic approach. Meanwhile, Saon has introduced corrections in the trainingprocess and he used the knowledge of the natural length allowing him a gain of 4.5% comparedto the baseline system. Choisy in his system does not use any kind of extra information.We can conclude than that information mass based on conditional pixel probabilities has nosu�cient descriptive force to feed the model. Even if such data sampling presume a context, thequality of this context is poor as it is based just only on pixel information without considering78



3.4. Proposed approachany kind of high-level perceptual context often used in the literature and by humans. One ofour improvement is based on this conclusion. We would like to extend this low-level informationanalyzed by the NSHP-HMM with some perceptual content.Considering the entire NSHP-HMM system, we can remark that it is a complex system.The memory complexity grows exponentially in function of the neighborhood order while thealgorithm complexity is O[N(2NT−T−N+2)], where T is the length the considered observationsequence.It is clear that the NSHP-HMM is acting on pixel level, so no complex, time costly feature ex-traction mechanism is used. But the order of the neighborhood and the corresponding sub-modelsare time costly. Instead of using the Baum-Welch training and the Viterbi decoding algorithmonce for each model in that case due to the non-symmetric property of the NSHP-HMM, for eachmodel 4 corresponding sub-models should be considered. This aspect has a similitude in case ofthe convolutional networks [LBBH01, CVB05a], where the layers are composed by di�erent mapsextracting di�erent features.This is the second main drawback of the system as in case of real time applications like postaladdress reading [KCGM93, Sri00, DFV97, MS99], bank check amount reading [GAA+01, GS98],form processing, etc., the time factor is very important issue. A possible run-time complexityreduction could be a bene�t for the further investigations.3.4 Proposed approachLooking around in the vast amount of work proposed by di�erent authors during the last fewdecades, we consider that an appropriate solution is to keep the 1D1/2 analytical NSHP-HMMas a baseline modeling for handwriting. The 1D models are too rigid while the truly 2D modelsproposed are not e�cient in complexity terms speaking.The �rst work developed in this research thesis is oriented towards the introduction in theformer system (based totally on low-level pixel information) of some high-level perceptual infor-mation derived from the geometrical speci�city of the analyzed shape. The idea is not totallynew as many works can be found in that sense but in those works the pixel information andthe perceptual information is treated separately instead of trying to merge together the low-levelinformation with the high-level one. Such mechanism is much more realistic approach taking intoaccount the human reading process where these information are processed together.The main concern was to merge properly these information having di�erent semantical meanings,without changing the analytical NSHP-HMM framework described in details above and thecorresponding stochastic constraints [Rab89]The second issue concerns a strategy to reduce the time complexity of the Viterbi decodingprocess. Even if the NSHP-HMM is built-up on letters there is no explicit segmentation. A level-79



Chapitre 3. Limits of the baseline NSHP-HMM handwriting recognition modelbuilding type algorithm proposed by Koerich [KSS03] cannot work properly in this formalism.Hence, we propose a new technique based on some threshold values calculated at letter level.More exactly, a likelihood value which can be explained intuitively by the probability to matchan unknown analyzed word shape to a given model considering just the pre�x part of the word.Such kind of partial analysis can reduce substantially the search complexity of the decodingalgorithm based on dynamic programming strategy. The strategy is based on cumulative letterthresholding.Finally, a comparison study is developed in order to show the e�ciency of di�erent neuralnetwork based techniques and stochastic models for handwritten digit recognition. We considerit as an important issue to explain why a signi�cant superiority can be observed in the literaturein the usage of neural based techniques for separated digits recognition and similarly for HMMbased techniques when connected digits have to be recognized. Besides the most recent works inthe �eld, some personal contributions will be also highlighted considering the digit recognitionby a neural network scheme, by the NSHP-HMM and �nally some combination schemes will bediscussed in a multi-classi�er framework.
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4High-level information implant in thebaseline NSHP-HMMWe propose in this chapter a generic method to implant high-level perceptual informationin the stochastic 2D model presented above (see Chapter 3) without any consideration aboutthe type of the perceptual content. Such a technique allows to preserve the stochastic aspect ofthe model with its constraints. In the same time the new perceptual information will enrich thequantity and the descriptive quality of the analyzed information considered by the model.This chapter describes the theoretical framework and the application of the model for realdata. For an easy comprehension, the chapter is organized in 2 sections as follows :� In the �rst section the objective of our research is invoked.� In the second section a theoretic overview of the system is given with the correspondingexperiments performed to validate the system.4.1 ObjectivesThe baseline NSHP-HMM described by Saon [Sao97] is working on pixel observations. Atthe NSHP level, the observation probability is calculated along a column as a product of theconditional pixel probabilities composing the given column allowing to measure the quantity ofthe pixels and their position in the column. Such a description does not contain enough capacityto describe complex shapes such as handwritten words.We have observed that all the pixel zones are considered similarly, while some zones containingmore discriminative information should be more considered by the system.In order to increase the discriminating power of the model, we want to introduce inside oroutside the model information carrying a semantical meaning of the analyzed shape components.Our approach is based on human vision where not just the form is considered in his own but the81



Chapitre 4. High-level information implant in the baseline NSHP-HMMspeci�cities. In case of handwritten words these are : presence or absence of loops, ascenders,descenders. Highlighting these information carried by the di�erent pixel zones, we help the systemto better adapt the letter-models, the word meta-models and the general word model to recognizethe di�erent words. The di�erent perceptual features like cutting points, ascenders, descenders,etc. can improve in di�erent manner the system. For example, the cutting points can help thesystem to better approximate the di�erent letter limits in the model as stated by Choisy in[Cho02]. The letter limits decided by the model cannot be considered as being real cuttingpoints.The ascenders, descenders can help the general word model to better distinguish between shapesas this information can accentuate a Viterbi path instead of another.The aim is to study the di�erent possibilities, implant strategies to combine the low-levelpixel information with high-level ones in the framework of the NSHP-HMM based on columnobservations.4.2 General description of the implant problemConsidering the approaches proposed by the literature two possibilities can be discussed forthe combination of di�erent type of information. The �rst one separates the problem in sub-problems considering the low-level information as input for a recognizer, while the high-levelinformation for another and a combination of the di�erent classi�ers gives the �nal result.The second solution is not to separate the di�erent type of information and to use them in thesame classi�er. Instead of using a technique familiar to neural approaches, where the input vectorvalues can be totally independent each from another, our aim is to combine these information inrealistic manner, giving a physical sense to the combination. This physical meaning comes fromthe fact that the human reader also considers speci�c parts in the word shape and their analysisand recognition highly contributes to recognize in mass the whole word entity. We are trying tomodel such a human behavior inside the NSHP-HMM.As the NSHP-HMM is working on pixel information, our aim is to implant the extra infor-mation on this level.Taking into account the objectives mentioned before, the problem is to know what kindof information we can assign to the di�erent image pixels considered by the NSHP and howwe can integrate it in the formal description of the model. The challenge is to introduce intothe model some extra information without disturbing it (i.e. the extra information can also beconsidered as possible noise) and to transform the model to accept such extra information. Agraphical representation of the general system overview is shown in Fig. 4.1. We can observehere than instead of using just the conditional pixel probabilities estimated by the NSHP, we arealso considering the structural nature of the shape and we implant these two sources into the82



4.2. General description of the implant problemobservation analyzed by the HMM.

Figure 4.1 � The general system overview of the structural information implant in the NSHP-HMMIt is well-known that in handwriting recognition, high-level perceptual information is generallyhelpful for recognition purposes, so we have oriented our work towards the implant of suchkind of high-level information. Unfortunately, this extra information can be perceived as usefulinformation but in the same time can be considered as noise.Analyzing the noise e�ect, we discard this possible problem source, by transforming theperceptual information at pixel level, which can be perceived as a weight for the pixel. Thisweight carries the information of the pixel if this pixel has perceptual qualities or not. Thisweight can be considered as a measure of importance of the pixel in the observed column. Thisweight assigned to a pixel in the column will give him an extra power allowing to control itsimportance among the others. The implant mechanism is based on the classical mathematicalweighting being useful in many applications.Another issue is to know if this weight will be mixed with the pixel observation probabilityor if it will be used as external global weight. These two possibilities will be studied later consi-dering the training algorithm acceptance. The trade-o� should be done between the informationperformed by the NSHP-HMM and the structural information extracted from the word shape.For example, the NSHP-HMM uses a meta-model composed of letter models, hence it is obviousthat if we add information concerning the letter limits, the system should improve its modelingcapacity. Using the knowledge of explicit letter limits (i.e. using a segmentation process) we canforce the Baum-Welch training to estimate the state transition probability matrix (A) accordingto these limits. This kind of adding mechanism can be extended to features even within the letter83



Chapitre 4. High-level information implant in the baseline NSHP-HMMmodels. However, in the Baum-Welch training, we re-estimate the letter models just consideringthe meta-models, where there is no kind of explicit segmentation information (for details see Sec-tion 3.1.5). Therefore, the letter model re-estimation is not precise. In other terms speaking, wedo not know where are the precise limits of the di�erent letters composing the word. By addingsuch kind of extra information like cutting points, the letter model re-estimation should becomemore precise, as instead of considering just the conditional pixel probabilities we accentuate theimportance of certain pixels which carry perceptual information. Hence, the meta-models andthe general word models should better model the word patterns. As the baseline system can-not precisely locate the letter limits (the segmentation is implicit instead of an explicit one, soconsequently not sure enough in comparison with the real segmentation) the NSHP-HMM isbased on the information coming from the letters' inside. So the mass of the letter has greaterimpact than its limits. We can argue that other kind of structural information like ascenders,descenders, etc. representing the letter morphology can really have a substantial impact on theletters' inside in order to better distinguish on letter level. The actual baseline system based juston the conditional pixel probability of pixels in the columns cannot accentuate the presence of astructural information as each pixel component has the same importance.Considering what we have proposed above for the structural information introduction and ai-ming to conserve the same theoretical modeling with Markov random �elds an the correspondingNSHP-HMM constraints, a common idea for the enhancement is to multiply the column probabi-lity by extra information converted in some weight. This weight can accentuate the contributionof a pixel or another in function of its qualities. This extra information can be characterizedby the quantity or the quality. The quality can be expressed by assigning a weight to the pixelaccording to the feature nature. The quantity is expressed by counting the number of featuresextracted which will be converted into a weight according to the whole feature occurrence.The di�erence between the quality and quantity is double. If we characterize the perceptualfeatures by quantity, we are not considering the type of the perceptual feature. In that casean ascender or a descender is considered as being similar contributing in the same manner forthe pixel/column observation. Using a quantitative measure allows to distinguish between thedi�erent features. It is possible to assign di�erent weight factors to the di�erent features based onthe discriminative power of the given features. For example, in Bangla script a higher importanceshould be assigned to ascenders as the number of descenders is not so important for this script.Meanwhile, the occurrence of such infrequent features can also be a reliable source to distinguisha word from another one.In that �rst approach the new column observation is calculated as a product of the conditionalpixel probabilities and the weighting is performed by the features (feature points) belonging to thecolumn, but the re-estimation is based just on the pixel re-estimation. The features contributionin that approach is static. No kind of re-estimation is performed at this level. In the second84



4.3. Formal description of the implantapproach, the idea is to modify the re-estimation process, namely the observation probability inorder to implant inside the training mechanism the structural information. In that case, the pixelobservation will be slightly di�erent. While in the baseline system the observation is based onlyon the conditional pixel probability throughout a column, in this case this column observationprobability will be based on the pixel probability and their structural power.In order to be generic in the further investigations, just a high-level information will beconsidered without any reference to some kind of well de�ned perceptual/structural features.4.3 Formal description of the implant4.3.1 The NSHP-HMM formalismIn order to implant the mechanism, in the NSHP-HMM formalism, some basic notions haveto be recalled from Chapter 3. Considering the simpli�ed schema of Fig. 3.1 given in Fig. 4.2 wecan pursue the formal description proposed by us.

Figure 4.2 � The NSHP-HMM modelLet X be the analyzed image having m rows and respectively n columns observed by theNSHP. The joint �eld mass probability denoted by P (X) of the image X can be computedfollowing the chain decomposition rule of conditional probabilities :
P (X) =

n
∏

j=1

m
∏

i=1

P (Xij | XΘij
) (4.1)where m denotes the number of rows while n denotes the number of columns in the image X.Let the conditional pixel probability of a pixel (i, j) be denoted by pij :

pij = P (Xij | XΘij
) (4.2)85



Chapitre 4. High-level information implant in the baseline NSHP-HMMLet denote j the current column and i the current row. The column probability processed bythe NSHP can be calculated as follows :
Pj =

m
∏

i=1

pij (4.3)where m is the image height and pij is the conditional probability of pixel i in column jknowing its neighborhood Θij in image X.Considering equations (4.2) and (4.3) equation (4.1) can be computed as follows :
P (X) =

n
∏

j=1

Pj (4.4)The notation used in equations (4.1-4.4) is similar as depicted in Fig. 4.2.In this case Pj denotes the column observation given by equation (4.1). In order to simplify thenotation in the further discussions just the notation given by the equation (4.4) will be used.Our interest is to extend the meaning of Pj at pixel or column level by inserting high-levelinformation at these perception levels considered by the NSHP-HMM analyzer.4.3.2 The weighting mechanismWe consider that if the pixel carries high-level information, the weight derived from this typeof information could be either shared on all the column pixels (i.e. each pixel probability can beweighted individually) or factorized along the column (i.e. the whole column is weighted by thesame structural weight).By weighting we mean :� Pixel level : if the weighting is at pixel level, we can accentuate (weight) a pixel giving itan extra power which means in physical terms that we have seen the same pixel severaltimes, where the number of times means its power among the other pixels.� Column level : if the weighting is at column level, we can accentuate (weight) a columngiving it an extra power which means in physical term that we have seen several times agiven column.This weighting should not disturb neither the Baum-Welch training mechanism nor the Vi-terbi search. That means if such weighting is applied the Markov constraints should be satis-�ed [Rab89]. In order to satisfy such constraints a normalization process is necessary. As we aremultiplying or raising to a power the pixel or column probability with a weight, we are still in theprobability domain. These new combined/reinforced observations can also be used as observationprobabilities for the new NSHP-HMM model called structural NSHP-HMM.Let denotes generally by winf this structural information considered as a weight measure.This weight can be interpreted according to the meaning of this information. This weight can86



4.3. Formal description of the implantbe calculated at pixel level or at column level. In function of this structural information themodi�ed overall column observation probability can be described as follows :1. If the structural weight is global for the column j, we propose to transform the equation(4.3) into :
Pj =

(

m
∏

i=1

pij

)

× winf
j (4.5)where winf

j is considered as being the weight calculated for the column j considering allthe pixels (i, j) and their structural properties.2. If the structural weight is local for the pixel (i, j), we propose to transform the equation(4.3) into :
Pj =

m
∏

i=1

(pij × winf
ij ) (4.6)where winf

ij is considered as being the weight calculated for the pixel (i, j) belonging to thecolumn.In the same manner, we can establish two other equations :3. If the structural weight is global for the column j, we propose to transform the equation(4.3) into :
Pj =

(

m
∏

i=1

pij

)winf
j (4.7)where winf

j is considered as being the weight calculated for the column j considering allthe pixels (i, j) and their structural properties.4. If the structural weight is local for the pixel (i, j), we propose to transform the equation(4.3) into :
Pj =

m
∏

i=1

(pij)
winf

ij (4.8)where winf
ij is considered as being the weight calculated for the pixel (i, j) belonging to thecolumn.4.3.3 Local weight and global weightConsidering the weighting mechanism proposed by the equations ( 4.5 - 4.8), we can distin-guish two cases. The weight winf can be local ( 4.6, 4.8) or global ( 4.5, 4.7). In this section wediscuss these aspects.If the weight is local at pixel level, instead of weighting the column, each pixel is weightedseparately. Hence, a more precise estimation is performed. In that case the weight can be establi-shed according to the quality of the information. If a given pixel (i, j) has no structural meaning,87



Chapitre 4. High-level information implant in the baseline NSHP-HMMthe winf
ij = 1 should be satis�ed, otherwise winf

ij is calculated in function of the weight meaning.In that case the weight winf
ij can be interpreted as the in�uence (power) of a pixel according toits structural nature among the pixels belonging to column j.If the weight is global for the column, the weight mechanism is applied for the joint pixelprobability observation considered by the HMM. The weighting is applied for the whole columnobviously derived from the nature of the pixels composing the column. While in case of localweighting we give importance of some pixels in the column, here the whole column is considered.This can be translated as the importance (power) of this column j among the other columnscomposing the image X.4.3.4 The nature of the weightAn important aspect in our re�ection was to �nd an adequate physical explanation assignedto each weight measure. Considering the general winf two di�erent meanings can be assigned tothis measure.The �rst is qualitative , while the second is quantitative. By quality we mean that we cangenerate a rank based on the importance between the di�erent type of information based ontheir discriminative power and derive the numerical weight values based on this assumption.The second solution does not make any di�erence between the di�erent type of high-level infor-mation, each type is treated as same, assigning the same importance to them.We decided to discard the �rst option as in order to establish a rank concerning the impor-tance of the information based on its type is going further than the objectives of this thesis.Such a rank can be established just with the help of psychologists studying such kind of problembased on solid experimental results.In the second solution, the quantitative one is easier to implement and �ts properly in theformalism described above. The basic idea of the NSHP is to consider the contribution of eachpixel equally. In that case, no distinction is made at pixel level.4.3.5 The source of the weightTo extract the weight from the analyzed image, we should de�ne the weight itself. To integratethe high-level information in the model, the weight should also be reduced to pixel level.De�nition 2. Structural point :In an analyzed shape, a pixel (i, j) is considered as being a structural point if the given pointbelongs to a given ν set, (i, j) ∈ ν, where ν denotes di�erent structural feature extractable fromthe word shape.Considering the de�nition, once a structural feature is extracted from the analyzed word shapeall the pixel components belonging to the feature are considered as structural pixels carrying extra88



4.3. Formal description of the implantinformation.4.3.6 The weight calculusSuch preprocessing is necessary for the information extracted from the word shape to allowa strict probabilistic framework. The normalization can be performed based on the nature ofthe information. If the nature of the weight is qualitative, the weight mechanism is complicatedand it is based on a priori knowledge of the human reading perception not always scienti�callyargued.If the weight is based on the quantity of the information without considering its quality,a more interesting normalization can be developed. In that case each structural information isconsidered as being equal. In the next sections di�erent normalization will be developed anddiscussed, based on the quantity of the perceptual information and based on their nature.Considering the weighting mechanism, an important issue has been raised.Taking into account the di�erent implant mechanism proposed for the NSHP-HMM is it possible toconsider the weighting as an external one, instead of the internal proposed ? Are these techniquesequal ?However, if the weight is calculated outside the NSHP (i.e. projecting the analyzed wordsshape in a probability feature space, where each axis is a possible feature which can be extracted)the column observation and the structural weight are independent. Therefore, it is not necessaryto introduce the weighting mechanism inside the model. The a posteriori probability given bythe NSHP-HMM (denoted by event A) can be multiplied with the feature weight denoted byevent B) through the following rule :
P (A ∩B) = P (A) × P (B) (4.9)considering the probability of the co-occurrence.Are these techniques equal ? The raised question is quite interesting, as if we can proof thatthe weighting of the columns of the image X according to the structural information in the givencolumn learn by the NSHP-HMM can be replaced with the a posteriori probability performed bythe NSHP-HMM on the simple image columns weighted by a simple global weight. In that caseit is not necessary to encapsulate inside the model the di�erent pixel or column-wise probabilitymeasures.In formal terms speaking, let us have 0 < w0, w1 . . . , wF ≤ 1 the weights calculated for agiven word for each column and an overall weight w for the same word. F denotes the numberof weights to be extracted (the number of columns). Creating the observation with and withoutthe weight, we can have di�erent observation sequences : 89



Chapitre 4. High-level information implant in the baseline NSHP-HMM1. O1 = (O1 ×w1)(O2 ×w2) . . . (OT ×wT ) where the information at each column is weightedby a measure based on the quality or the quantity of the information in the given column,with the constraint that w1 + w2 + . . . + wT = 12. O2 = O1O2 . . . OT where an observation is based just on the mass of the pixel for the givencolumn and we know that the probability calculated through the feature space is w. Theweight w is calculated in global terms considering the whole word. A possibility to calculatethis term is to average the column wise weights calculated for each pixel column.As the features and their probability (local or global) are extracted independently from theimage X, the question is :
P (O1 | λ)

?
= w × P (O2 | λ) (4.10)If there is any kind of di�erence to add inside the model the structural information or this canbe added from outside. The question is : does it worth to design a complex model by insertingthe structural information in the model while it can be added from outside by multiplying the aposteri probability performed by the model λ and the global weight w extracted from the shape ?.The equality or not equality is based on the assumption than the a posteriori probabilities arecalculated separately.Proof :Let's suppose we have extracted the structural weights (column wise) of a given word 0 <

w0 ≤ w1 ≤ . . . ≤ wF and suppose the global weight extracted from the same word w = 1.In the Viterbi algorithm, we have the recursive formula :
δt(j) = max1≤i≤N [δt−1(j) × aij ] bj(Ot) (4.11)Considering the formula described by Equation 4.11, our δt(j) values for the observationsequences O1 and O2 respectively, can be considered as follows :

δ1t (j) = max1≤i≤N

[

δ1t−1(j) × aij

]

(bj(Ot) ×wt)

δ2t (j) = max1≤i≤N

[

δ2t−1(j) × aij

]

bj(Ot) (4.12)In the �rst case O2 is considered as being the classical observation, while O1 is the extendedversion, considering the corresponding structural weights.We can suppose that the state transition probability is similar (see aij) in these two cases.So the term is depending just on the observation probability which is similar in these two cases.Hence, we have shown that the numerical value is not similar in the two cases.
P (O1 | λ) 6= w × P (O2 | λ) (4.13)90



4.3. Formal description of the implantAs we have considered as starting condition w = 1, the left term of the equation 4.10 can besimpli�ed P (O2 | λ), so :
P (O1 | λ) ≤ P (O2 | λ) (4.14)Conclusions :As the observation probability meaning has changed in the �rst case (O1) in comparison withthe baseline observation sequence (O2), based just on the joint conditional pixel probabilitiesalong the column, the two systems are totally di�erent. No exact comparison is possible.As there is no formal proof available to show the superiority of an observation against theother, some test should be performed in order to measure the discriminative power of the model,where the structural information is implanted in the model and for the model where the structuralinformation is added just at the end as simple product rule.Considering the two approaches aligned, we consider that it is better to insert the weight inthe model giving to the NSHP-HMM a supplementary information, used in the re-estimation.While in the second case just a static information is provided by the product. In our furtherresearch we have considered just the implant mechanism as such an embedded system can betterre-estimate the NSHP-HMM parameters.4.3.7 The weight normalizationAs the extensions proposed by the equations (4.6) and (4.8) have some technical limitationsconcerning the value representation. If we calculate the weights foar each pixel, the observationconsidered by the NSHP-HMM will be quite a small value which does not �t anymore in thebaseline system. We limit the further discussions to the equations (4.5) and (4.7).To obey the Markov constraints [Rab89], a normalization process is necessary for the weightcalculus. As the structural information is extracted from the height normalized image and theobservations are column-wise, the normalization is ensured, if the information quantity is consi-dered for this weight purpose.To distinguish between a column observation where no structural information is present anda column where are pixels carrying out structural information, the weight, winf

j in the equation(4.5) is calculated as follows :
winf

j =
1

nbFeature+ 1
(4.15)where nbFeature denotes the number of pixels having structural property in the column j. Wecan observe than this kind of weight calculus assures the 0 < wjinf ≤ 1 condition.If there is no structural point in the column, the observation is similar as in the former system,otherwise the winf

j will weight the column j. 91



Chapitre 4. High-level information implant in the baseline NSHP-HMMFinally, considering the weight described by equation (4.15), the column observation can betranscribed as follows :
Pj =

1

nbFeature+ 1
×

(

m
∏

i=1

pij

) (4.16)For the equation (4.7) the weight winf
j is calculated as follows :

winf
j =

{

η if nbFeatures > κ

1 otherwise (4.17)where η and κ are some parameters set to suitable values based on trial runs. In that case theextended column based observation is described by the following equation
Pj =
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
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m
∏

i=1

pij

)η

if nbFeatures > κ

m
∏

i=1

pij otherwise (4.18)Once the observation de�ned by the equations (4.16) and (4.18) we can use the same trainand test mechanism as described in [Sao97, SB97, Cho02].We have used as extra information, the structural information as we consider that thesehigh-level perceptual features are su�ciently descriptive for handwriting characterization. Mo-reover, many HWR system use such features to discriminate the di�erent handwritten wordshapes [dOJdCdAFS02, GS00, dAFBS01].As the method is generic, any other kind of information can be used instead of the percep-tual information selected by us. Considering other type of information, some minor changes atnormalization level may be invoked, but the general framework is invariant.4.3.8 Model complexityConcerning the model complexity, the memory complexity of the new model will be similarto the case of the former system O[N(N + 2V Y ] while the computational complexity will growin function of the features which will be extracted. For the calculus we have considered a modelhaving N states, analyzing Y pixels in each column using a neighborhood of order V .4.4 Experiments and resultsIn this section we describe the di�erent experiments and the results obtained by the NSHP-HMM. We describe the di�erent databases used in the experiments and the di�erent pre-92



4.4. Experiments and resultsprocessing actions preceding the recognition. Finally, we will discuss the results in the frameworkof the application area of the system.4.4.1 DatabasesSRTPThe tests were performed on two di�erent handwritten word datasets. The Roman one isthe SRTP dataset containing handwritten French bank check amounts. The 7031 images aredistributed not uniformly in 26 classes. The 26 classes correspond to the di�erent French wordsdescribing the di�erent legal amounts : un, deux, trois, quatre, cinq, six, sept, huit, neuf, dix,onze, douze, treize, quatorze, quinze, seize, ving, trente, quarante, cinquante, soixante, cent, mille,franc, et, centimes. A more detailed description of the dataset can be found in Section A.3.BANGLAThe second dataset is a Bangla city name database containing Indian city names written inBangla script, collected in Kolkata, West Bengal, India. The dataset contains 7500 postal docu-ments and we have used just the di�erent Bangla city names extracted manually. We have identi-�ed 76 di�erent city names : Dhanekhali, Chandannagar, Bagnan, Srirampore, Bankura, Tarokes-war, Bishnupur, Uluberia, Rayganj, Dhaniakhali, Bardhaman, Gangarampur, Raina, Islampur,Kalna, Karandighi, Durgapur, Patrasayar, Seuri, Asansole, Kantoa, Rampurhat, Memari, Chit-taranjan, Bolepur, Santiniketan, Nalhati, Murshidabad, Beldanga, Rajnagar, Basirhat, Barasat,Kasba, Jalangi, Jalongi, Sodepore, Panskura, Jangipore, Farakka, Tomlook, Bongao, Malda, En-glishpore, Harischandrapore, Kanshipore, Dimonharber, Purulia, Manbazer, Namkhana, Ranghu-natpore, Sonarpore, Darjiling, Kalimpong, Alipurduwar, Alipur, Ranaghat, Coachbihar, Chakda,Shantipur, Bali, Mathabhanga, Nabadwip, Kalighat, Kakdwip, Arambag, Jhagram, Kanthi, Bar-rackpore, Jalpaiguri, Karsiang, Dhupguri, Nakhshalbari, Tuphangange, Kalyani, Churchura, Ho-wrah.In order to have a uniform distribution of city names (100 images/class) some extra imageswere necessary. For both datasets (SRTP, BANGLA) the image acquisition was o�-line at 300dpi. A more detailed description on the Bangla dataset can be found in Section A.2.In all our experiments we have used 2/3 of the images to train the systems and the 1/3 remainingimages were used to test the system.4.4.2 Image preprocessingThe NSHP-HMM has the advantages to require just a few preprocessing steps like :� Skew correction 93



Chapitre 4. High-level information implant in the baseline NSHP-HMM� Slant correction� Di�erential image normalizationAs stated by Vinciarelli [Vin00], the ideal model in handwriting the word supposed to bewritten horizontally with ascenders and descenders aligned along the vertical direction. Unfortu-nately, in real data such conditions are rarely respected. Slope (the angle between the horizontaldirection and the direction of the implicit line on which the word is aigned) and slant (the anglebetween the vertical direction and the direction of strokes supposed to be vertical) are oftendi�erent from 0 and must be eliminated.The slope correction is a classical pre-processing phase in handwriting recognition and itis imperative for our system as considering the formal description of the NSHP-HMM we candeduce that such an approach is not invariant to a�ne transformations. We suppose that processwas already considered as we are working on isolated on separated words, extracted manually.The slant correction is also a classical pre-processing and it is also necessary to considerit as it can have deep impact on the NSHP-HMM during the analysis. As the model observespixel columns, the slant correction becomes very important issue. Saon performs a global slantcorrection giving promising results. To re�ne such an approach di�erent works can be found inthe literature [BS89, UTS01] but the major part of the approaches are based on local estimationwhich we would like to avoid.In [dSBJSL+00] the authors have mentioned that for connected digit strings recognition theslant estimated from the whole word in unsatisfactory, since they have individual components (di-gits and segments) each of which has its own slant. They have also concluded that an independent(local) correction of each compoenent is also not viable, since this may produce distortions whenbroken digits are present in the numeral string.The global slope is calculated by counting the horizontal transitions around the current pixel,considering the whole word entity. The image analysis is performed in a global manner with acertain precision. Such approach seems to be a robust one and it can be considered also a reliableone for our purpose.For complexity reasons, we have considered to use �xed size NSHP-HMM, so the imageanalyzed by the model should have the same size for each word model. For that reason, Saon isconsidering just a simple height normalization in [Sao97] to �t the image into the required size,and a proportional width normalization.Considering the di�erent experimental results leads by Saon to establish appropriate modelheight, we have concluded that the best trade-o� between the model complexity and the amountof information to be considered is to use models analyzing 20 lines.To conserve the redundant information in the di�erent words belonging to the same class,here a di�erential height normalization was considered based on the middle zone of the writing.94



4.4. Experiments and resultsThe busy-zone of the writing was considered using the product of the horizontal projectionhistogram and the horizontal transition histogram. After re�ning the product histogram, thebusy zone is determined by some threshold values set-up empirically. This threshold mechanismhas strong dependencies on the scripts which is applied for.While this method is just an adaptation of the busy-zone �nding used by Choisy for Romanscript, we developed a special technique to �nd the middle part of the Bangla writing. Thebasic idea of the algorithm is based on the water reservoir concept and the relative position ofthese reservoirs in the word shape. A more detailed description of the algorithm can be foundin [RVP+05b].
Figure 4.3 � Busy-zone �nding for the Bangla word Dhanekhali using projection pro�les

Figure 4.4 � Busy-zone �nding fr the Bangla word Dhanekhali using water reservoir basedfeaturesTaking into account the performances of these two busy-zone �nding algorithm, we can statethat there is no much di�erences between the two separate methods. While the �rst one, usingjust projection pro�les, the second algorithm has a much more increased running complexityconsidering the search of reservoirs in the same. So this is the reason why the projection pro�lebased system was used for further investigations.In the Fig 4.5 and Fig. 4.6 we can see the di�erential height normalization applied to a Frenchword four "quatre" and the Bangla word Dhaniekhali where ascenders and descenders can bedetected.To discard the images where the middle band is not considerable in comparison with theimage height, a threshold value was also introduced. 95



Chapitre 4. High-level information implant in the baseline NSHP-HMMWhile the SRTP database is a clean one, in the BANGLA dataset some images (1.5% of thetotal image set) have been discarded based on this threshold described above. The reason in thatcases is the excessive size of ascenders and descenders occuring often in the database.(a)(b)Figure 4.5 � (a) Original image and (b) Normalized image of the word "four" in French
(a)(b)Figure 4.6 � (a) Original image and (b) Normalized image of the Bangla word DhaniekhaliAs stated also by Choisy [Cho02], some di�culties can be encountered to �nd the busy zoneof short words, where there is no su�cient information.4.4.3 Perceptual feature extractionTo test the implant of structural information in the system, some feature extraction wasnecessary. As our goal was to propose and design a generic method to implant structural infor-mation in the NSHP-HMM system, we limited our feature extraction to ascenders and descendersconsidering them the most powerful features considering their discriminative power in di�erentRoman scripts.The normalization of the images is based on middle zone of the writing as described above.We used this information to extract the ascenders and descenders. As the upper zone, the middlezone and the lower zone were mapped equally in the normalized image, the upper line and thebaseline of the writing can be found in the normalized image.We considered all the pixels in the upper zone (the horizontal strip above the middle (busy)zone)as being a part of an ascender and in the same manner, all the pixels in the upper zone (thehorizontal strip below the middle zone) are considered as being part of a descender. In order toreally detect the ascenders and descender, the length and the height of the connected componenthave been considered for this purpose. To avoid the occurred noises and the error coming from96



4.4. Experiments and results

Figure 4.7 � Ascender and descender extraction based on the middle zone of writingthe precision of the busy-zone �nding algorithm, some threshold values were introduced to allowto discard the non signi�cant information. The threshold value is calculated based on the heightand width of the ascender/descender candidate.4.4.4 The structural NSHP-HMM parametersIn the preceding chapters, sections we presented the formal description of the model, whilein this section our aim is to give some hints on the parameters of the system.In general, the researchers introduce some a priori knowledge to guide, to force the model toreact in a way or another. In [BR99] the authors consecrate an entire chapter to this issue inorder to cover the di�erent aspects of the initialization.The Baum-Welch training procedure is an MLE procedure that converges to a local minimumand therefore is sensitive to the model initialization. The initialization of the transition matrix Ais less critical, also because the transition probabilities have a limited impact on the recognitionperformances. In essence, transition probabilities relative to the same state or to contiguousstates can be initialized to uniform values, while transition probabilities to non-contiguous statesare generally set to zero.Taking into account the general consideration for the model initialization, the parameters of thesystem are :� the height of the column which should be analyzed� the order of the NSHP� the number of states to be considered for each model� the topology of the model described by the allowed transition probabilities among thestatesConsidering the "height" of the model as described in the section concerning the normalization(Section 4.4.2) is �xed to 20 lines. Other experiments giving less results lead us to use this value.This conclusion con�rms the a�rmations of Saon and Choisy considering this height but does97



Chapitre 4. High-level information implant in the baseline NSHP-HMMnot exclude the possibility to explore some new values taking into account the complexity aspectconsidered as heavy for a more considerable height.We suggest to analyze separately each word model, and maybe in the future some modelbased height can be set-up considering the graphical shape of the model. In case of words wherethere is no presence of perceptual features, a possibility is to allow to analyze much more pixelsincreasing the model "height".The order of the NSHP-HMM is considered in function of the neighborhood Θij used bythe NSHP for the estimation of the joint pixel probability for a given pixel (i, j). In our workwe have used third order neighborhood which reduces considerably the complexity of the modeldepending exponentially on this parameter. Even if Saon has reached higher performances for a4th order model [Sao97], we have considered this is a convenient trade-o� between the complexityand accuracy. The neighborhood covers the top-left corner of the pixel.Such a complexity reduction can be evaluated as one of the principal gain of the analyticalmodel proposed by Choisy. The reduction can be explained by the analytical aspect where aletter does not need as much information as a word does.The number of states in the models is a hard issue nowadays in the scienti�c community.There is no rule, there is no scienti�c evidence for the best number of states.In the last few years di�erent works have been lead to �nd such a solution [BMF03, LKK02,KCGM93, dSBJSBS01, KCMT01] for this challenge but the most part of the works use someconstraints or a priori knowledge base on the nature of the data which does not allow to use itin a generic context.Our state number estimation is also based such kind of heuristics. We consider than 2 pixelcolumns can be "read" by the same state. For that reason after the di�erential height norma-lization described in Section 4.4.2 an estimated average width value for each letter componentis calculated and the number of states in the letter model is �xed as half of the letter width.The estimation developed is based on di�erent trial runs, considering di�erent formula. Thisestimation procedure is based on the work described in details in [Cho97].In other works, the authors used letter models composed by 9,10,14 states without givingany particular explanation of these "magic" numbers [GB04, TLK+01, Koe02].In HMM parameter estimation work proposed by Günter and Bunke [GB03b] the authorsexamined two approaches :� Constant number : The number of states of each HMM is set to a constant value s. The best
s value is determined using the validation set. For their system they have found 14 as beingthe optimal solution. In the HTK (Hidden Markov Model Toolkit) originally developed forspeech [YJO+95] but used with success in other �elds like character recognition, DNAsequencing, the number of optimal states is 16 as two non-emitting states are included.� Flexible number : In that case the number of states of each HMM is set to the average98



4.4. Experiments and results

Figure 4.8 � The structural NSHP-HMM analyzing the word Darjiling considering the structuralinformation extracted from the word shapelength of the corresponding sequence of features vectors times a constant f . They havealso considered the average letter length for this purpose. The average length is estimatedby running the HMM recognizer is forced alignment for the training set.We can argue such a high state number with the fact that in that case sliding windowtechniques have been used for feature extraction with a little displacement, so many observationshave been created so more states are necessary to "read" them.Because of the left to right direction of writing, a linear structure has to be adopted for theNSHP-HMM. From each state just the state itself and the following state can be reached. Selfloops are permitted. Such an approach can be considered as a constraint but considering theanalysis of the NSHP by column another sort of transition can disturb the probability distribu-tions. Disturbing the probability distributions this can raise in the same time problems in theinformation distributions in the di�erent states limiting the discriminative power of the system.A graphical representation of the structural NSHP-HMM is shown is Fig. 4.8.4.4.5 Results concerning the classical NSHP-HMMAs discussed before, we have applied the classical NSHP-HMM and the structural NSHP-HMM for di�erent dataset written in French and Bengali. In Table 4.1 the Top1 results of theNSHP-HMM are given without considering any rejection criteria.We can observe that the system was not sensitive to the vocabulary opening. The modelgives more or less the same accuracy for the SRTP(26 classes) and the Bangla word dataset (76classes) which is a considerable results for such a holistic system. 99



Chapitre 4. High-level information implant in the baseline NSHP-HMMMethod SRTP BanglaNSHP-HMM 85.92% 86.40%Table 4.1 � The classical NSHP-HMM results concerning the SRTP and the Bangla city namedatasetAs highlighted in the literature such an extension can already reduce the recognition accuracyof the system but in our case the implicit segmentation considered in the analytical approachallowed not to consider the word as a whole entity, but rather a letter chain allowing a bettermodeling. This letter segmentation conserves the discriminative power of the model.While in other HWR systems there is a di�erence between uppercase and lowercase letters,here just the lowercase aspect is considered. For the SRTP dataset this choice is motivated by thelow occurrence of uppercase letters in the dataset, while for the BANGLA dataset this notion ofuppercase-lowercase does not exist, so just one letter is considered. The di�culties occur in theBangla alphabet where instead of the well-know 26 letters used in Roman 350 characters shouldbe considered. In our dataset the number of letters is 103 which extends considerably the lettermodels and the di�erent context where these letters can be found. Considering the data amountavailable for training purpose we can conclude that our analytical approach based on implicitsegmentation is a robust and reliable recognition system.In the next tables we give more details on the results obtained for the di�erent databases(SRTP : Table 4.2 and BANGLA Table 4.3).Class un deux trois quatre cinq six septResult 10.00% 83.45% 79.01% 89.83% 93.18% 55.88% 72.22Class huit neuf dix onze douze treize quatorzeResult 65.00% 75.00% 90.24% 100.00% 92.31 57.14% 62.50%Class quinze seize vingt trente quarante cinquante soixanteResult 83.36% 66.67% 95.86% 85.00% 76.74 90.54% 91.14%Class cent mille centimes francs etResult 87.19% 67.09% 67.74% 91.14% 71.43%Table 4.2 � The results of the classical NSHP-HMM for the SRTP dataset4.4.6 Results using the structural NSHP-HMMIn that section we will discuss the results given by the structural NSHP-HMM, considering thedi�erent extensions of the pixel column observation described by the di�erent equations (Eq.4.16,Eq.4.18) in the Section 4.3.7. A general overview of the results is shown in the Table 4.4.Improvement1 is the method where the equation (4.16) is used, while Improvement2 is the me-100



4.4. Experiments and resultsClass Acc.(%) Class Acc.(%) Class Acc. (%)dhanekhali 82.35 chandannagar 47.06 bagnan 91.18srirampore 91.18 bankura 84.85 tarokeswar 91.18bishnupur 93.94 uluberia 100.00 rayganj 97.06dhaniakhali 94.12 bardhaman 87.88 gangarampur 97.06raina 88.24 islampur 91.18 kalna 67.65karandighi 97.06 durgapur 94.12 patrasayar 94.12seuri 87.10 asansole 100.00 kantoa 91.18rampurhat 100.00 memari 93.75 chittaranjan 96.97bolepur 88.24 santiniketan 97.06 nalhati 87.88murshidabad 96.88 beldanga 82.35 rajnagar 82.35basirhat 94.12 barasat 97.06 kasba 88.24jalangi 73.53 jalongi 85.29 sodepore 94.12panskura 76.47 jangipore 73.53 farakka 73.53tomlook 79.41 bongao 79.41 malda 82.35englishpore 94.12 harischandrapore 91.18 kanshipore 91.18dimonharber 88.24 purulia 85.29 manbazer 90.62namkhana 85.29 raghunathpore 88.24 sonarpore 85.29darjiling 85.29 kalimpong 67.65 alipurduwar 85.29alipur 94.12 ranaghat 85.29 coachbihar 91.18chakda 85.29 shantipur 94.12 bali 93.94mathabhanga 67.65 nabadwip 94.12 kalighat 85.29kakdwip 73.53 arambag 97.06 jhargram 70.59kanthi 85.29 barrackpore 91.18 jalpaiguri 91.18karsiang 85.29 dhupguri 87.88 nakshalbari 91.18tuphangange 67.65 kalyani 84.85 chuchura 70.00howrah 61.76Table 4.3 � The results of the classical NSHP-HMM on the Bangla city name datasetMethod SRTP BanglaClassical NSHP-HMM 85.92% 86.40%Improvement1 87.52% 86.80%Improvement2 86.39% 86.52%Table 4.4 � Improvement results concerning the SRTP and the Bangla city name dataset101



Chapitre 4. High-level information implant in the baseline NSHP-HMMthod where the equation (4.18) is used. We can observe that the results given by the observationsdescribed by the equations (4.16) are better than the results given by the equation (4.18).Considering the Eq. (4.15) and Eq. (4.17) the results given by these equations are muchless signi�cant, so we are not mentioning them here. The poor results can be explained by thefact that in these cases the observation probabilities calculated become small values introducingprecision lost in the corresponding calculus.In the next tables we give more details on the results obtained for the di�erent databasesusing the proposed observation described by the equation (4.16). The �rst value is the ancientvalue obtained by the classical NSHP-HMM, while the second value is the results achieved bythe structural NSHP-HMM described above.Class un deux trois quatre cinq sixResult 10.00/10.58 83.45/85.19 79.01/80.21 89.83/90.13 93.18/93.58 55.88/55.88Class sept huit neuf dix onze douzeResult 72.22/72.57 65.00/67.31 75.00/75.87 90.24/90.87 100.00/100.00 92.31/94.01Class treize quatorze quinze seize vingt trenteResult 57.14/56.02 62.50/64.39 83.36/83.57 66.67/66.69 95.86/96.72 85.00/86.35Class quarante cinquante soixante cent mille centimesResult 76.74/78.49 90.54/92.13 91.14/91.77 87.19/89.41 67.09/69.63 67.74/68.91Class francs etResult 91.14/91.85 71.43/73.21Table 4.5 � The detailed results of the structural NSHP-HMM for the SRTP dataset4.4.7 DiscussionsWe can observe that in case when we are multiplying the column probability with the weightcalculated from the structural nature of the pixels along the column it is better than raisingto a given power the conditional column probability. While in �rst case this weighting can beintegrated in the NSHP-HMM framework as it just accentuate the importance of the column, inthe second case we have changed the nature of the observation.The achieved improvement considering the structural NSHP-HMM is much more considerablein case of the SRTP dataset (1.57%), while in case of the Bangla dataset the gain is just 0.4%.The di�erence is due to the nature of the scripts and the used structural features. Whilein the case of the SRTP bank check dataset, the words are Roman words, so the notion ofascender/descender is clearly distinguishable ; the same notion has not the same signi�cation inthe case of Bangla. In order to reach higher results for Bangla, some other kind of structuralfeatures should be extracted as water reservoir features [PBC03] which can better describes the102



4.4. Experiments and results
Class Ac. (%) Class Ac. (%) Class Ac. (%)dhanekhali 82.35/74.03 chandannagar 47.06/42.68 bagnan 91.18/89.74srirampore 91.18/92.93 bankura 84/85/89.28 tarokeswar 91.18/92.68bishnupur 93.94/93.94 uluberia 100.00/97.67 rayganj 97.06/98.76dhaniakhali 94.12/95.82 bardhaman 87.88/95.66 gangarampur 97.06/95.82raina 88.24/89.94 islampur 91.18/92.67 kalna 67.65/63.45karandighi 97.06/95.96 durgapur 94.12/94.28 patrasayar 94.12/97.23seuri 87.10/89.10 asansole 100.00/98.18 kantoa 91.18/89.98rampurhat 100.00/100.00 memari 100.00/100.00 chittaranjan 96.97/96.97bolepur 88.24/92.88 santiniketan 97.06/95.62 nalhati 87.88/86.55murshidabad 96.88/96.88 beldanga 82.35/84.19 rajnagar 82.35/86.99basirhat 94.12/92.68 barasat 97.06/95.88 kasba 88.24/92.88jalangi 73.53/63.46 jalongi 85.29/75.23 sodepore 94.12/89.94panskura 76.47/75.23 jangipore 73.53/60.52 farakka 73.53/81.11tomlook 79.41/75.23 bongao 79.41/78.17 malda 82.35/84.05englishpore 92.12/92.88 harischandrapore 91.18/92.88 kanshipore 91.18/84.05dimonharber 88.24/89.13 purulia 85.29/95.82 manbazer 90.62/95.45namkhana 85.29/95.82 raghunathpore 88.24/90.03 sonarpore 85.29/85.29darjiling 85.29/86.79 kalimpong 67.65/72.19 alipurduwar 85.29/89.94alipur 94.12/89.94 ranaghat 85.29/89.94 coachbihar 91.18/91.18chakda 85.29/85.29 shantipur 94.12/85.29 bali 100.00/100.00mathabhanga 67.65/72.19 nabadwip 94.12/92.88 kalighat 85.29/88.99kakdwip 73.53/68.32 arambag 97/06/95.82 jhargram 70.59/78.17kanthi 85.29/75.13 barrackpore 91.18/95.82 jalpaiguri 91.18/86.99karsiang 85.29/84.05 dhupguri 87.88/68.37 nakshalbari 91.18/98.08tuphangange 67.65/57.58 kalyani 84.85/87.80 chuchura 70.00/82.21howrah 61.76/69.25Table 4.6 � The detailed results of the structural NSHP-HMM for the Bangla city name dataset.The �rst value is the result obtained by the classical NSHP-HMM while the second value is therecognition accuracy achieved by the structural NSHP-HMM
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Chapitre 4. High-level information implant in the baseline NSHP-HMMBangla script.Analyzing the feature extraction mechanism proposed by us in Section 4.4.3 we can assumethat a more precise technique would be necessary. Especially the threshold mechanism should beimproved. Otherwise, some noise can be considered as perceptual features introducing uninviteddata in the system, which can negatively in�uence the system.Another amelioration aspect could be to extract much more structural features like convexand concave sectors, cross points, cutting points, etc. which can better describe the di�erentcharacteristics of the scripts.For example, the NSHP-HMM uses a word meta-model composed of letter models. Hence,it is obvious than if we add information concerning the letter limits, the system system shouldimprove its modeling capacities. Using the knowledge of explicit letter limits, we can drive theBaum-Welch training to estimate the state transitions in function of these limits. Such kind ofextra structural information can drive the re-estimation calculus by forcing the state transitionsto adapt themselves to the real letter limits in a word.Extracting a huge variety of features, the normalization process can be also re�ned as di�erentweights can be assigned to the di�erent features in function of their discriminating power. Inthat case instead of using the same weight for each structural feature, the weight can be assignedbased on the nature of the weight considering the discriminating power of each of the featuresin a general learning context.4.4.8 Comparison study with the state of the artOften the results comparison is quite a di�cult task as the performed experiments are notperformed in the same conditions, the size and the quality of the analyzed dataset varies, etc.However, to get an idea about the results obtained by us using the structural NSHP-HMM,some results based on handwritten bank check amounts is given in the Table 4.7, mainly concer-ning the SRTP dataset. For the comparison purpose, the database, the used approach, the imageresolution and the recognition accuracy in Top1 is considered.In the same manner, we present a comparison for the reduced size vocabularies consideringother data than legal bank check amounts. As our results concerning the Bangla script is unique,hence it is not possible to have a direct cross-checking. In the Table 4.8 we have considered thelatest results, using di�erent stochastic approaches. For that purpose the source of the work,the database nature, the vocabulary size and the recognition accuracy will be considered in thecomparison. No rejection criteria was used to report this results.Considering the results on the SRTP dataset in Table 4.7, we can conclude than our analyticalapproach can be considered as one of the top solutions in the matter as it outperforms almostevery results given by the di�erent techniques, based on analytical or global approaches.104



4.4. Experiments and results
Ref. Dataset Method dpi Vocabulary Rec. rate[SBG93] SRTP analytical 300 26 76.9%[SBG93] SRTP global 300 26 71.8%[Gui95] LA (ENG) global 300 32 72.60%[Gui95] LA (FR) global 300 25 83.10%[GS95] LA(FR) analytical 300 25 76.90%[GS95] LA(FR) global 300 25 78.30%[SKX+00] LA(ENG) analytical - 32 82.00[LLGL97] SRTP analytical 300 26 74.00%[LLGL97] SRTP analytical 300 26 77.00%[ABPK98] LA(FR) analytical 300 28 92.90%[PAO99] SRTP global 300 27 58.70%[PAO99] SRTP analytical 300 27 57.88%[KKS00] LA (ENG) analytical - 32 82.00%[TLK+01] SRTP analytical 300 26 80.02[TLK+01] SRTP analytical 300 26 94.60[GLL95] LA(ENG) analytical 300 30 73.10%[GLL95] LA(ENG) analytical 300 30 83.70%[FYBS00] LA(POR) global 300 39 67.70%[dAFBS01] LA(POR) global 300 39 77.00%[GAA+01] LA(ENG) analytical - 38 81.00%[TAS+04] LA(CHI) analytical - 20 60.00%[KFS04] LA(POR) global - 39 81.70%[SBG95] SRTP analytical 300 26 82.80%[Sao97] SRTP global 300 26 90.01%[Sao99] SRTP global 300 26 82.5%[Cho02] SRTP analytical 300 26 86.20%[NGM05] SRTP global 300 27 80.75%Personal (Thesis) SRTP analytical classic 300 26 85.92%Personal (Thesis) SRTP analytical structural 300 26 87.52%Table 4.7 � Comparison of di�erent results considering bank check amount recognition
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Chapitre 4. High-level information implant in the baseline NSHP-HMMThe results reported by Saon in [Sao97] are much sound than our results but we can notcompare really the two systems. Saon has considered a holistic approach, while ours is analyticalone. Considering the size of the database, such a global approach gives excellent results but apossible extension of the dictionary will reduce substantially the accuracy of such a system as thediscrimination is global without considering the local aspects of the word shapes. In comparison,our results are much more stable as we can see, the behavior of the system. Considering the SRTPdataset containing just 26 words, the 87.52% is a good results.When an extended vocabulary hasbeen used, containing 76 word entries, the result of 86.80% is also remarkable achievement takinginto account the complexity of the script and the increased number of letters. The robustnesscan be invoked as one of the major quality of our system besides the analitic approach allowingto model the letters in the words.The performances achieved by the system of Tay et al. [TLK+01] can be explained with thefact that the HWR system proposed by the authors is a hybrid one, combining a NN with aHMM. The NN is in charge to compute the observation probabilities for each letter hypothesis,while the HMM computes the likelihood for each word model. Such a combination seems to bemore e�cient than the NSHP and the HMM pair, where instead of a training, a more staticalapproach has been used to estimate the observation probabilities. In contrary, while they shouldassume a good segmentation into letters, in our case such hard presumption is not necessary aswe work on pixel level observations. Another drawback of this system is the estimation of theobservation probability given by the di�erent segments. Increasing the number of segments canalso drive the system to failure.Comparing the results of Choisy discussed in detail in [Cho02], our results outperforms theresults of the baseline system, which demonstrates the power of the structural NSHP-HMMmodel. The improvements achieved by the implant mechanism can be considered encouragingand it can be a future research �eld to explore the di�erent features and their combination withthe low-level information coming as the output of the NSHP.Concerning the Bangla city name recognition, the achievement is duplex. Firstly, in our bestknowledge, this work is unique as no work has been done yet to recognize handwritten Banglawords. Such a segmentation-free, analytical approach was necessary to do this task as the Banglabeing a much more complex script in shape terms, a segmentation process is not available nowand even in the future a good segmentation algorithm it will be a thoughtful challenge for thefuture research.Secondly, the recognition accuracy achieved for the handwritten Bangla city names beinga much more di�cult task than the similar one for Roman script can be compared even withthe state of the art works considering the same size vocabulary, containing more less letters andligature variations as it can be observed for Bangla.A comparative table considering the di�erent results reported by di�erent authors using the106



4.5. General conclusionsRef. Script Method Vocabulary Accuracy[KPH04] French analytical. 100 75.00%[KPH04] French analytical + context 100 83.00%[KPH04] French analytical + knowledge 100 84.40%[KPH04] French analytical + knowledge + context 100 90.00%[TNEBA04] Arabic analytical 25 73.00%[KG95] English analytical 100 87.40%Personal (Thesis) Bangla analytical classic 76 86.40%Personal (Thesis) Bangla analytical structural 76 86.80%Table 4.8 � Comparison of di�erent recent results concerning reduced size vocabularies usingstochastic approachesNSHP-HMM as basic model can be found in Table 4.9.Ref. Dataset Method Vocabulary Accuracy[SBG95] SRTP analytical 26 82.80%[Sao97] SRTP global 26 90.01%[Sao99] SRTP global 26 82.5%[Cho02] SRTP analytical 26 86.20%Personal (Thesis) SRTP analytical classic 26 85.92%Personal (Thesis) SRTP analytical structural 26 87.52%Personal (Thesis) BANGLA analytical classic 76 86.40%Personal (Thesis) BANGLA analytical structural 76 86.80%Table 4.9 � Di�erent results obtained by di�erent NSHP-HMM system4.5 General conclusionsWe can note than the adaptation of the baseline NSHP-HMM conceived initially for Romanscripts (predominantly French) was a success even for a totally di�erent scripts as Bangla is,considering the huge number of letters and the inter and intra-letter variation which occurs inthe script. The di�erent modi�cation in the data representation, optimization, etc. have showntheir e�ciency in the model.However, the main work presented here describes in details a generic formal mechanism to in-troduce extra information in the NSHP-HMM, without considering the nature of the information.Such an implant mechanism allows to gather di�erent kind of information possibly extractablefrom the word shape and integrate them in the stochastic NSHP-HMM framework. 107



Chapitre 4. High-level information implant in the baseline NSHP-HMMSome important ideas should be highlighted to show the strength of the system :� The bi-dimensional model (NSHP-HMM) used for handwriting modeling and recogni-tion allows us to take into account the 2D model of handwriting, without imposing anyconstraints concerning the complexity of the model. The MRF and the HMM is a goodcombination to analyze locally the word shape and to exploit the regularities encounteredin di�erent words, considering just pixel information.� The analytical extension of the system allows to better distribute the information in themodel states, especially the letter context is considered for this purpose.� The extension of the baseline system was necessary as the NSHP pixel re-estimation imposelimits as the low-level information cannot carry any semantical meaning for the consideredinformation. While the raw image guarantees su�cient information for entities like separa-ted digits, in a more wide context like word recognition, a more precise feature descriptionis necessary.� The implant mechanism proposed by us is a new concept and opens a way to insert high-level information in the baseline system without any hard modi�cation of the former modelcausing no kind of extra complexity issues.� Taking into account the performance of the structural NSHP-HMM we can conclude thatis much more performant than the former systems proposed by Choisy, so the impact ofthe perceptual feature implant is real.� Considering the results obtained on the Bangla dataset, it shows that the system is able toadapt itself to di�erent scripts such as Bengali, so it is script independent thanks mainlyto the analytical extension of the system.We achieved the goals proposed in the �rst part of the chapter by going further as thecurrent limits of the system. We have introduced a generic mechanism for extra informationimplant in the system taking into account the formal framework de�ned by Saon and Choisyand the perceptual information implant (ascenders/descenders) has shown their importance inthe accuracy analysis, outperforming the result of di�erent former systems referenced by theliterature.In the mean time we should also consider the inconveniences derived directly from the na-ture of the system. Applying random �eld in the observation probability estimation leads to anexponential memory usage and the memory is calculated in function of the neighborhood order.To ameliorate the time complexity, in the next chapter we propose an original technique toreduce the time factor using �at lexicon representation.
108



5
Time complexity reduction in theViterbi decoding

5.1 ObjectivesAfter a substantial analysis of the NSHP-HMM we can conclude the same as the HMM com-munity does : the tool is highly appropriate for modeling purpose for di�erent kind of signals likespeech, handwriting, DNS sequences, etc. but the recognition mechanism embodied usually bythe Viterbi algorithm is sub-optimal. The algorithm has an increased time cost considering theunderlaying dynamic programming allowing to �nd the optimal alignment between each lexiconentries and the analyzed word shape. Basically, the current works in the �eld use �at represen-tations for the lexicon entries, while lately for large vocabularies a pre�x-tree representation hasbeen proposed with success. The later one allows to exploit the common pre�x parts of the words(see Fig. 2.14) allowing to diminish the memory requirement for the lexicon representation asshown in Table 2.1 and Table 2.2.Nowadays, in natural language processing, a more complicated organization procedure basedon the Directed Acyclic Word Graph (DAWG) has been designed, which can be considered asan extension of the pre�x tree. Here not just the common pre�x parts are share but the othercommon parts too, such as : terminations or su�xes [GFK02]. However, it is not clear how sucha method could work in handwriting as there are no experimental result available yet.In our case, we should also consider the non-symmetric aspect due to the NSHP as insteadof using one HMM for each word model in the model discriminant strategy, for each model 4sub-models are generated as shown in Fig. 5.1, multiplying by 4 the training and test processes.Our idea is to apply in the �at representation mechanism some pruning strategies in orderto reduce the Viterbi decoding without loss of accuracy. Instead of representing the lexicon ina more compact manner, like pre�x-tree [Koe02], where the common pre�x parts are considered109



Chapitre 5. Time complexity reduction in the Viterbi decoding

Figure 5.1 � The considered symmetric aspects in the NSHP-HMMor DAWG [Bal02], we consider the �at representation and we exploit the analytical aspect ofthe model. We will establish some rules, more exactly a pruning strategy to be able to performpartial Viterbi matching. We plan to stop the high complexity mechanism (search)in cases wherewe are certainly sure that there is no meaning to continue the decoding process.Why not a pre�x-tree representation ? Such a data structure can be possible in cases wherean implicit segmentation precedes the recognition. We should be certain that we have passedthe letter limits otherwise such a search space representation cannot work e�ciently. Koerichintroduced a measure to characterize the reduction in a lexical tree [Koe02]. Such a representationcan be viewed as a reduction of the average word length that is given as :
L′ =

L

rf
(5.1)where L' is the new average word length and rf is the reduction factor that is given as :

rf =
Ncl

Nct
(5.2)where Ncl is the total number of characters in the �at lexicon. Nct is the total number ofcharacters in the tree structured lexicon. Considering the equation (5.1), it is clear that the morewords in the lexicon share common pre�xes, the more advantageous it will be to use a lexicaltree representation.In that case, techniques like level building algorithms used by Koerich [KSSEY00, Koe02]can be successful. Such a representation supposes a considerable data redundancy at pre�x levelwhich is not our case taking into account the SRTP and the BANGLA datasets.5.2 General description of the reduction processIn the system architecture this reduction process can be considered as a plugin module,allowing to reduce considerably the recognition time and preserving the accuracy of the system.110



5.3. Formal description of the reduction

Figure 5.2 � General system overview for lexicon reductionA general system overview concerning the lexicon reduction is given in Fig. 5.2.The reduction process proposed by us can be separated in two parts. In the �rst part an inter-ference in the Viterbi algorithm is proposed to prune the search, while secondly a natural lengthestimation is proposed to help to reduce the decoding performed in a �at lexicon representation.For the pruning mechanism we start from the idea that if the �rst part of the analyzed worddoes not match with a model, we can decide to continue for the further Viterbi analysis or juststop and look for another. This can be interpreted as a partial matching instead of a completeone. Such a presumption is possible as if in the �rst part of the analyzed word the likelihood isweak the possibility to reach a good matching score at the end becomes unlikely.For the natural length estimation the average number of white-black and black-white transi-tions found in the middle-zone of the writing have been considered. For this purpose the middlezone �nding algorithm previously described has been applied.5.3 Formal description of the reductionTo introduce the pruning strategy in the decoding process, we will give some details concer-ning the Viterbi algorithm is the NSHP-HMM framework.The Viterbi algorithm, named after its developer Andrew Viterbi, is a dynamic programmingalgorithm for �nding the most likely sequence of hidden states known as the Viterbi path, thatresults in a sequence of observed events, especially in the context of the hidden Markov models.For the recognition purpose, besides the Viterbi algorithm, we can use also the Baum-Welchalgorithm being more optimal but in that case we cannot track information about the obtained111



Chapitre 5. Time complexity reduction in the Viterbi decodinginformation limits being essential for our purpose. We want to exploit the capability of the systemto �nd more or less with a precision the limits imposed by the meta-models to perform a pruningstrategy based on these letter limits.5.3.1 The Viterbi algorithmHere we are considering the algorithm for the maximum likelihood calculus and the correspon-ding state sequence producing this likelihood. The algorithm, so called Viterbi algorithm [Rab89]allows to �nd the best state sequence Q = {q1, q2, · · · , qT }, for a given observation sequence
O = {O1O2 · · ·OT } and the corresponding model λ. For that reason, Rabiner has introduced ameasure :

δt(j) = maxq1,q2,··· ,qt−1P [q1, q2, · · · , qt = j, O1O2 · · ·Ot | λ] (5.3)where this δt(j) is considered the best score along a single path, at time t, which accounts forthe �rst t observations and ends in state si. By mathematical induction we have :
δt+1(j) = [maxiδt(i)aij ] · bj(Ot+1) (5.4)In order to retrieve the state sequence producing the highest probability, we need to keeptrack of the arguments (states) which maximized the equation 5.4, for each t and j. For thatpurpose a two dimensional variable ψt(j) is considered.The complete Viterbi algorithm is as follows :1. Initialization :

δt(j) = πibj(Ot) ; 1 ≤ j ≤ N (5.5)
ψ1(j) = 0 ; 1 ≤ j ≤ N (5.6)2. Recursion :

δt(j) = [max1≤i≤Nδt−1(i)aij ] · bj(Ot) where 2 ≤ t ≤ T ; 1 ≤ j ≤ N (5.7)
ψt(j) = argmax1≤i≤N [δt−1(i)aij ] where 2 ≤ t ≤ T ; 1 ≤ j ≤ N (5.8)3. Termination :

P ∗ = max1≤j≤N [δT (j)] (5.9)
q∗T = argmax1≤j≤N [δT (j)] (5.10)112



5.3. Formal description of the reduction4. Path sequence (backtracking) :
q∗t = ψt+1(q

∗
t+1) t = T − 1, T − 2, · · · , 1 (5.11)Considering the algorithm, we can note that the Viterbi algorithm is similar as the α − βcalculus excepting the backtracking step.This recall of the algorithm is necessary to introduce the threshold mechanism which is alsobased on the δ introduced here. The cumulated threshold is the partial maximum likelihoodgiven by the Viterbi algorithm.5.3.2 Threshold mechanismThe calculation of these threshold values is based on the Viterbi decoding. Once the trai-ning process has been �nished, performed by the classical Baum-Welch algorithm, we performresemblance estimation on the learning corpus for each general word model. In the �gure aboveFig. 5.3, you can �nd an NSHP-HMM scheme of such a general word-model. Let suppose wehave a general word model M containing two letters (ex. or, in, at, to, etc.)

Figure 5.3 � The NSHP-HMM with the di�erent threshold values �xed at each letter limit.The letter limits are known as the general word NSHP-HMM are built considering the wordmeta-models and the letter models.The calculated T k
M threshold value means : which is the resemblance till the letter k (letter

k included) of the general word-model M taking into account the previous letters composing themodel and the unknown word shape. This kind of threshold value calculation has a sense as it canbe imagined that we perform in run-time manner a matching with a word segment each time.Building step-by-step the general word-model (at letter level), allows us to estimate properlythe resemblance of the unknown word shape with the built model. In that kind of estimation,we are taking into account the di�erent letters contexts as due this context-parameter inter-letter variations occurs. Once the threshold calculation is performed for the entire training setbelonging to the model M, a mean value for each threshold is calculated : 113



Chapitre 5. Time complexity reduction in the Viterbi decoding
T k

M =
1

N
×

N
∑

i=1

T k
M (patterni) (5.12)where N is the number of patterns in the learning corpus and T k

M (patterni) is the i-th thresholdvalue for the pattern belonging to the model M .As the NSHP-HMM is a discriminative model, this threshold values should be calculated oncein order to get a threshold set for each model (see Fig. 5.4), where Mk
n =

{

T 1
M , T

2
M , · · · , T k

M

}and L is the size of the lexicon.

Figure 5.4 � The Viterbi pruning considered for a �at lexiconThe proposed level-based pruning mechanism is based on the comparison of the calculatedresemblance value of a given observation sequence (height normalized word shape) in an instant
t reaching the state j, where j is the �nal state for a letter in the general word-model. Thestopping criterion is based on the number of the letters composing the general word model andthe thresholds. If during the decomposition process the run-time calculated values are not higherthan the thresholds, the Viterbi mechanism can be stopped.Given an unknown word shape (observation sequence) and the n-th general word-model Mnwith a pre-calculated threshold-set Mk

n =
{

T 1
Mn
, T 1

Mn
, · · · , T k

Mn

}, containing k characters, theresemblance estimation through the pruning Viterbi algorithm is as follows :Viterbi pruning algorithm :Length :=k*l ;i :=1 ;ThresholdCounter :=0 ;t :=1 ;114



5.3. Formal description of the reductionfor each j :=1..NCalculate δt(j);while(t<T) do{repeatt++ ;for each j :=1..NCalculate δt(j);until((t<T) and (argmax(δt−1(j)) = argmax(δt(j))))if (argmax(δt−1(j)) == LastStateOfLetter(i))){if (δt−1(j) ≥ T i
Mn

) then ThresholdCounter++ ;if ((i=Length) and (ThresholdCounter<C)) then STOP ;i++ ;}}where l ∈ [0, 1] is a constant established based on trial runs and the pattern is the current imagewhich is analyzed. C is also a constant value based on the number of letters considered by themodel Mn. The function LastStateOfLetter(i) returns the last state of the letter i of a givenmodel cumulating the previous states of the previous letters. This value is based on the numberof states in the letter and the position of the letter in the meta-model.The algorithm is adapted as it is based on the number of letter components for each model
M . The Viterbi pruning algorithm is based on the classical one, but it has the possibility to stopit before analyze throughout the whole word shape. During the classical Viterbi algorithm, it'scalculating the resemblance for the observation sequence with the model M and when it reachesthe state j of the model the probability is compared to the corresponding T k

M threshold. This kindof comparison is performed in a part (see Length in the algorithm) of the model. If during thisanalysis the calculated resemblances are higher than the pre-calculated thresholds, the decodingcan continue in the classical manner, otherwise in function of the number of thresholds attempted(see ThresholdCounter in the algorithm) the algorithm can be stopped and the current modeldiscarded.The C value is necessary to control the possible variations of the model in length. The Lengthparameter controls the depth of the search. We are continuing the resemblance calculus till weattend the Length which means the number of letters which were analyzed. This parameter isone of the most important, as if this value is small the algorithm has no possibility the comparethe calculated resemblance value with the established threshold. While, if this parameter is set115



Chapitre 5. Time complexity reduction in the Viterbi decodingto the number of letters encountered in the word, the complexity of the algorithm grows. A goodtrade-o� should be found between precision and time complexity.5.3.3 Natural length estimationShort words can be easily distinguished from long words by comparing their lengths. So thelength is a very simple criterion for lexicon reduction. The length of the observation sequence(or feature vector) extracted from the input image has a hint about the length of the word fromwhich the sequence was extracted.Many lexicon reduction methods use such extra information to reduce the number of entriesto be matched during the recognition phase [DG00, KCGM93, KBH97].Kaufmann et al. [KBH97] use a length classi�er to eliminate from the lexicon the modelsthat di�er signi�cantly from the unknown pattern in the number of symbols. For each model,a minimal and a maximal length is estimated. Based on this range, a distance between wordand a model class is de�ned and used during the recognition process to select only the pertinentmodels.Kaltenmeier et al. [KCGM93] use the word length information given by the statistical classi�eradapted to features derived from Fourier descriptors for the outer contours to reduce the numberof entries in the vocabulary of city names.Other methods do not rely on the feature vector to estimate the length of words but onparticular techniques. Kimura et al. [FK93b] estimate the word length of a possible word can-didates using the segments resulting from the segmentation of the word image. Such estimationprovides a con�dence interval for the candidate words and the entries outside of such an intervalare eliminated from the lexicon. An overestimation or an underestimation of the interval leadsto errors. Furthermore, the estimation of length requires a reliable segmentation of words, whatstill is an ill-posed problem.Powalka et al. [PSW97] estimate length of cursive words based on the number of times animaginary horizontal line drawn through the middle of the word intersects the trace of the penin its densest area.A similar approach is considered by Guillevic et al. [DG00] to estimate word length and reducethe lexicon size. The number of characters is estimated using the counts of stroke crossings withinthe main body of a word.In our case we are using a similar approach. The natural length is de�ned as the averagenumber of black and white transitions encountered in the middle zone of the writing. Thisapproach has been used with success in other holistic approaches too. This measure seems to be anadequate and reliable feature to reduce the number of entries in a dictionary [GSS94, MGR+95].Considering this natural length estimation, there is an increase of 4.5% in the accuracy, which116



5.4. Experiments and resultsis a considerable gain considering the time costs of such estimation.5.4 Experiments and results5.4.1 Results concerning the symmetry in the NSHP-HMMIn that section we will show the impact of the symmetry considering the di�erent NSHP-HMM�ips contributing to the �nal response. As the neighborhood is not symmetric 4 NSHP-HMMcontribute at the �nal scores, summing the partial results as discussed in the previous chapters.Number of �ips Algorithm Word/Sec Score1+2+3+4 Viterbi classic 3,7 86.45%1 Viterbi classic 15 75.68%2 Viterbi classic 15,2 72.30%3 Viterbi classic 15,2 4.64%4 Viterbi classic 15 2.59%1+2 Viterbi classic 7,4 80.94%Table 5.1 � The impact of the �ips considered by the NSHP-HMM for the Bangla datasetconsidering 76 word classesAs it has been shown in the Table 5.1 the di�erent �ips have di�erent in�uences in the�nal scores. While the �rst and the second �ip gives a considerable score of the �nal result, theremaining two �ips have just minor contributions.Considering just the �ip 1 and �ip 2 the results of 80.94% it is an acceptable results incomparison with the 86.40% obtained with all the 4 �ips. The system accuracy decreases but therecognition time gain has also a 2 factor.This can be explained with the fact that the upside-down images do not give su�cientinformation even for a machine reading system which should not consider the left to right senseof writing. Such a conclusion can be also interpreted as : the NSHP-HMM handwriting recognitionmodel is much more closer to the human reading mechanism where the upside-down word imagescannot be read easily not even by the human readers.5.4.2 The Viterbi pruning resultsIn that section we will give the results achieved by the Viterbi pruning algorithm describedin the previous section. The recognition time as the �ips have been also considered.For the further results analysis, considering the minimal addition of the �ip 3 and 4, we areconsidering just the �rst and the second �ip discarding the remaining two �ips. To show general117



Chapitre 5. Time complexity reduction in the Viterbi decodingLexicon Flip Algorithm Word/Sec RecognitionBangla(30) 1 Viterbi pruning 100 82.63%Bangla(30) 1+2 Viterbi pruning 48 88.00%Bangla(65) 1 Viterbi pruning 27.81 75.01%Bangla(65) 1+2 Viterbi pruning 15 76.75%Bangla(76) 1 Viterbi pruning 24.36 72.38%Bangla(76) 1+2 Viterbi pruning 12.12 74.66%Table 5.2 � Results reported on di�erent Bangla lexicon sizes using the Viterbi pruning algo-rithmresults some basic interpolation mechanism has been considered. The reported results are basedon the cumulus of the �ip 1 and �ip 2 respectively.The recognition time changes linearly in the di�erent vocabulary entries but comparing to theclassical amelioration, we can observe a speed up factor ≈ 2 which can be considered a success.The results reported here are less than for the Viterbi classic, but we should consider the factthat in this case just partial NSHP-HMM �ips are considered. The stopping criterion invokedbefore is based on the length of the word model in letter terms speaking, which gives a certainrigidity to the system.To decrease much more the time complexity of the Viterbi algorithm, a dynamic pruningshould be proposed, where the stopping criteria based on the covered word shape length shouldbe established based on a training process performed on the training dataset. That means, insteadof using just a the number of letters as baseline criteria, we should extend it considering a neuralsystem. This system will be in charge to learn for each word class which is the optimal path whichshould be followed in order to be able to decide at the end if the resemblance estimation shouldcontinue or not. Such approach has been used also with success to establish the parameters ofcertain rejection criteria used in digit recognition.5.4.3 Natural length estimation resultsConsidering the natural length estimation, we have focused our experiments on two di�erentthings, related to the number of models which were pruned during the Viterbi search and theaccuracy achieved by the system. In Tab 5.3 the results are related to the entire Bangla dataset,considering the 76 city name classes and the NSHP-HMM with the four �ips.where ε is the Euclidean distance between the natural length given by our algorithm and themodels length considered for the Viterbi search.The achieved results are not so sound as the results using the classical Viterbi algorithmfor the �at representation, but we have shown the importance of the natural length estimation118



5.5. Conclusions
ε Pruned models Word/Sec Accuracy1 54.96% 7.1 62.19%2 31.84% 5.3 78.38%3 16.25% 5.0 82.62%4 7.19% 4.8 84.51%Table 5.3 � The impact of the natural length estimation in the Bangla city name recognitionwithout loosing considerably the accuracy factor of the system and decreasing by a factor ≈ 2the time complexity of the algorithm.Comparing the results with the classical Viterbi algorithm, we can conclude that we areloosing 1.79% of accuracy but in the mean time we have a considerable speed gain. Instead ofrecognizing 3.7 word/sec, using the pruning, we can recognize 4.8 word/sec. We have a gain of 1word/sec fact which shows the interest of our pruning mechanism.The results obtained by us cannot be directly compared with the results of Saon or Choisy asthey were not interested in the time complexity aspect of the system. The systems proposed bythem do not need such kind of pruning as the number of entries considered is composed just by26 words which is much less than the Bangla lexicon, which has 76 entries. The width of imagesamples is much considerable as in case of the SRTP dataset.5.5 ConclusionsIn that chapter we described a pruning mechanism based on cumulative threshold calculusat letter level considering the threshold at letter level given by the meta-model and the generalword model. Instead of using a pre�x tree representation where the common pre�x part areshared, we developed this pruning mechanism in a �at lexicon representation. This is becausethe composition of our lexicon there are not so many common parts to be exploited. Anotherfact why such approach can not work properly : in our system there is no segmentation, so theletter limits are not well de�ned which is a must in these kind of representations.The cumulative thresholds are calculated based on the letter models and word meta-models.At each letter ending in the model, a resemblance value is calculated based on the Viterbi algo-rithm. This threshold value means the resemblance of the word shape with the model analyzingthe �rst k letters in the model. The thresholds are estimated through the training patterns givinga certain statistical power to the model.The technique is new as it is working on an implicit segmentation, while the current voca-bulary reduction strategies assume an explicit segmentation, where the level-building algorithmsbased on letters can �nd an optimal solution for the Viterbi decoding. To improve the stopping119



Chapitre 5. Time complexity reduction in the Viterbi decodingcriteria proposed by us, we should train the di�erent models to decide themselves about the limitwhere the stopping in the Viterbi algorithm should occur.The natural length estimation proposed as second reduction strategy is also an interestingissue as it allows to reduce the search space considered by the Viterbi algorithm, but in our casejust 7.19% of the models have been reduced. This is due to the fact that the distribution of wordbased on the number of letters is not uniform. The most part of the lexicon entries are composedby 5 up to 8 letters. For more details concerning the Bangla city name dataset, please refer toSection A.2.1.
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6Neural and stochastic methods inhandwritten digit recognitionThe aim of this chapter is to show the di�erences between the neural and stochastic methodsand their strength and weakness throughout the results obtained for the di�erent handwrittendigit datasets. In order to exploit the complementarity between the di�erent approaches, somecombination schemes will be also proposed. The results achieved by the di�erent combinationschemes drive us towards such fusion techniques as being the best solutions.6.1 IntroductionIn this section, we will discuss di�erent personal contributions based on separated digit re-cognition.The �rst work deals with a speci�c multi-layer perceptron proposed by us to recognize se-parated handwritten digits. An MLP type neural network will be described in details. In themeantime, a speci�c training mechanism will be presented allowing to train the network. Thefast training mechanism is based on error minimization selecting some hard patterns creating aset of support vectors in SVM terminology. These hard patterns will constitute the frontiers ofthe decision surfaces adjusted by the network. The training process is a generic one, allowing toapply it for di�erent task without loss of accuracy and generalization.The second issue concerns the usage of the NSHP-HMM in digit recognition. Nowadaysthe scienti�c community use di�erent neural approaches for this task. Our aim is to show theimportance of the HMM based models highlighting a di�erent classi�cation paradigm whichseems to be complementary with the other classi�cation techniques. Another type of vision,another type of learning can relieve these di�erences.The last issue discussed here is the combination of di�erent classi�ers. Such a classi�cation121



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionis necessary in order to get high accuracy classi�cation schemes. The only prerequisite is thecomplementarity allowing to help the di�erent classi�cation schemes to merge their results for abetter �nal solution.Finally, some results will be given and discussed in details. To orientate and to measure ourcontribution to the �eld some comparison study will also be given.6.2 Proposed neural and stochastic strategies in digit recognition6.2.1 The multi-layer perceptron : ReadNetWe used a Multi-layer Perceptron (MLP) Neural Network based scheme [BVM+04, RVP+05a,RVP+05b, VB05a] for the recognition of English and Bangla numerals. Instead of using timeconsuming feature extraction methods or data dimensionality reduction strategies, we have pre-served the whole information by feeding the network with the raw images. The other systemsuse feature extraction methods [Guy91] considering moments, gravity center and other statisti-cal features. The drawback of such system is their leak of dependency of features with specialconsideration to the bi-dimensional aspect of the pattern considered as being the most importantone by the human vision.The raw image (pixel level) conserves the most the information. Our re�ection in word re-cognition (see the NSHP-HMM) as well in digit recognition is guided also by this fact. Wehave considered the pixel level information. To exploit totally the information given by the rawimage, we have considered a global dependency between the pixels. Some other methods pre-sented in [LBBH01, CVB05a] presume just a local dependency using di�erent size windows toanalyze the image. As one of the constraints of the NN is the �xed input size, some size norma-lization was considered to �t the images into a 28× 28 shape matrix. The choice of this patternsize is inspired by the MNIST separated digit dataset.(see details in A.1)The network topology is constituted by : the number of processing units in the layers (input,output, hidden layers), the number of hidden layers intercalated between the input and theoutput layer, the nature of the activation function and the links between the di�erent processingunits. Concerning the topology of the network there is no rigorous scienti�c protocol to designa neural network for a given pattern recognition task. The topology settings are often based onempirical presumptions.Instead of using any kind of presumption on the considered data, our MLP is a fully connectedone. That means each processing unit in a layer is interconnected with all the units of thefollowing layer. Our topology is driven by the data. As the image original MNIST images weresize normalized to 28 × 28, our input layer contains 784 inputs while the output has 10 units,each unit corresponds to a digit class to be identi�ed. We have considered one hidden layer to122



6.2. Proposed neural and stochastic strategies in digit recognitionbe able to model a complex decision surface as in case of digits, where di�erent digits can beconfused. The number of the units in the hidden layer was �xed to 555 based on trial runs.For training purpose the well known error back propagation has been considered. The learningrate and the momentum are set to suitable values based also on trial runs. The stopping criteriaof back propagation algorithm selected for the present work is that the sum of the squared errorsfor all training patterns will be less than a certain limit. This allows a proper generalization.Some early stopping criteria was also tested.We have also designed a more complex neural network where the number of classes was16. Although because of bi-lingual (English and local language Bangla) nature of the Indianpostal documents, the number of numeral class is supposed to be 20. However, we have mappedonly 16-classes in the output layer of the MLP. This is because English and Bangla "zero" are(historically the Arabs borrowed the zero from India and transported to the west) the same andwe consider these two as a single class. Also, English "eight" and Bangla "four" are same inthe shape. Moreover English and Bangla "two" looks sometimes very similar. English "nine"and Bangla "seven" are also similar. Example of some handwritten Bangla numerals is shown inFig. 6.1. To get an idea of some similar numerals in Bangla and English see Fig. 6.2.

Figure 6.1 � Samples of Bangla handwritten numerals.
Figure 6.2 � (a) English Nine and Bangla Seven, (b) English and Bangla Two.In the proposed recognition system we used three classi�ers for the recognition. The �rstclassi�er deals with 16-class problem for simultaneous recognition of Bangla and English nume-rals. The other two classi�ers are for recognition of Bangla and English numerals, separately for123



Chapitre 6. Neural and stochastic methods in handwritten digit recognition10 numerals. Based on the output of the 16-class classi�er we decide the language in which pin-code is written. As mentioned earlier, Indian pin-code contains six digits. If majority of these sixnumerals are recognized as Bangla by the 16-class classi�er then we use again Bangla classi�eron this pin-code to get higher recognition rate. Similarly, if the majority of the numerals arerecognized as English by the 16-class classi�er then we use English classi�er for �nal recognitionof pin-code digits.

Fast Data Driven Learning Corpus Building (FDDLCB) algorithm description
Our method is based on incremental learning using error selection criteria. The approach isbased on an MLP type classi�er with one hidden layer.The main idea of the FDDLCB algorithm is to build-up in run-time a data driven minimallearning-corpus based on the LMS by adding additional patterns to the training corpus at eachtraining level in order to cover maximally the di�erent variations of the patterns and reducingthe recognition error.Let us denote by GlobalLearningCorpus (GLC) the whole set of patterns which can be usedduring the training procedure, by GlobalValidationCorpus (GVC) the pattern set which helps toquide the training, by GlobalTestingCorpus (GTC) the whole set of patterns which can be usedfor the test and by DynamicLearningCorpus (DLC) the minimal set of patterns which can serveto train the network. Let's also denote by NN the neural network and by N the iterator, whichprovides the number of new patterns to be considered at each learning level and M denotes thenumber of classes to be separated.124



6.2. Proposed neural and stochastic strategies in digit recognitionAlgorithm description :Initialization :
DLC = {xi ∈ GLC | i = 1,M}

GLC = GLC −DLCDatabase Building :repeat{repeat{ TrainNetwork(NN,DLC)}until(NetworkError(NN,DLC,ALL)> Threshold1)TestNetwork(NN,GVC)if (NetworkError(NN,GVC,ALL)≺ Threshold2) then STOPelse{ TestNetwork(NN,GLC)if (NetworkError(NN,GLC,ALL)≺ Threshold1) then STOPelse{
DLC = DLC ∪ {yi ∈ GLC | i = 1, N}

GLC = GLC −DLC}}}until(| GLC |> 0)Results :NN contains the modi�ed weight setDLC contains the minimal number of patterns which is su�cient to train the NNwhere :� TrainNetwork(NN,DATASET) will train the NN with the given DATASET using classicalLMS error minimization and error backpropagation� TestNetwork(NN,DATASET) will test the NN with the given DATASET� NetworkError(NN,DATASET,SAMPLES_NUMBER) calculates the error given by NNusing SAMPLES_NUMBER of patterns from the DATASET using the LMS criterion� yi denotes the pattern from the GLC giving the i-th highest error during the test� | DATASET | denotes the cardinality of the DATASETThe algorithm is starting with an initialized DLC set, where we have selected for each classone random representative pattern (xi) in order to not favor one or another class initially. Thealgorithm performs the network training with these samples. Once the training error is less thanan empirical threshold value, the training process stops and we test our network with the samples125



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionbelonging to the GVC. If the error criterion is satis�ed, the algorithm stops as the training wassuccessful and we test the network considering the GTC. Otherwise, we should continue byadding new samples to our DLC set. To do this we are looking from the GLC for the N samples(yi) giving the highest error in the classi�cation. If this error is less than a threshold value we arestopping the algorithm, as we cannot add extra helpful information to the network. Otherwisewe are picking these N elements from GLC and move them in the DLC and restart the trainingprocess on this new extended dataset, considering as initial parameter state the parameters learnin the previous step. The algorithm stops when the error criterion is satis�ed or there are nomore available patterns in GLC set. In the second case we are in the classical training as �nallywe are using the whole dataset. So there is no restriction in the algorithm. In the worst casewe have almost the same results as in case of using the whole dataset using classical learningstrategies.A modi�ed version of the FDDLCB algorithm consists to feed the network with class sampleshaving the same distribution. This precaution is necessary as stated by [Jap00], in order to notin�uence the system in a way or another. For that reason we modi�ed the conditions of theDLC set creation. Now, at each iteration we add N samples for each pattern class based on theirhighest error contribution in their class instead of using the �rst N samples of the dataset givingthe highest error rate. Using this selection process we can guarantee the distribution uniformityfor each pattern class.Experiments and resultsThe experiments performed by the ReadNet neural network and the FDDLCB algorithm usedas input data the MNIST reference database (see A.1). This dataset contains 60.000 samples forlearning and 10.000 samples for test. The training corpus was split in a training corpus (50,000patterns) and a validation corpus (10,000 patterns) in case of the FDDLCB algorithm. The 28x28normalized gray-scale images contain separated handwritten digits from 0 to 9. The tests wereperformed with a fully connected MLP with one hidden layer as described above. Additionally,some real data coming from Indian postal document was also considered. Here we can distinguishbetween Bangla digits and English digits. A complete description of the dataset can be found inSection A.2.The results of the ReadNet neural network concerning the MNIST benchmark dataset anda Bangla digit dataset is shown �rstly, while in the second part the results of the FDDLCBalgorithm will be discussed.The results shown in Table 6.1 give the evolution of the recognition rate in function of thenumber of hidden units and free parameters used in the hidden layer. We can observe a semi-linear relation between the number of units and the accuracy. A more considerable number of126



6.2. Proposed neural and stochastic strategies in digit recognitionNumber of units Number of free parameters Recognition accuracy10 7,940 90.66%50 39,700 96.25%100 79,400 97.45%200 158,800 97.75%300 238,200 98.10%400 317,600 98.30%500 397,000 98.41%555 440,670 98.59%Table 6.1 � The ReadNet results considering di�erent number of hidden unitshidden units allows to create a more complex decision surface but starting from 300 units, astabilization can be observed.We can con�rm the hypothesis that after a certain number of hidden units the network cannotlearn new speci�cities or such a considerable number of neurons implies an increasing number offree parameters which cannot be trained with such a number of samples.The recognition by class is given in Table 6.2Class Recognition accuracy Class Recognition accuracy0 99.59% 1 99.38%2 98.45% 3 98.81%4 98.07% 5 98.21%6 98.85% 7 98.15%8 98.36% 9 97.92%Table 6.2 � The recognition of the MNIST datasetWe can observe that the network can handle the digit 0 but he can not recognize the digit 9.This fact can be explained with the complexity of the shapes and the physical patterns availablefor train and test the network. In Table 6.3 the confusion matrix of the classi�er is given.The most common confusion is between the digit 7 and 2 which is due the similar shape ofthese patterns as well as the digit 7 is written in American style omitting the line. Similarly,the digit 4 is recognized 9 times as being digit 9 which is also due to the slant and the shapesimilarity. In order to analyze in detail the di�erent type of confusion please refer to Fig.6.3.In Fig. 6.3 all the mis-recognized images from the MNIST dataset are listed.In order to get a comparative idea, considering more or less the same test conditions, in theTable 6.4 some MNIST related results are presented.We can observe that our achievement overcomes all the results mentioned in the Table 6.4.127



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionConfusion 0 1 2 3 4 5 6 7 8 90 976 0 1 0 0 1 1 1 0 01 0 1128 2 1 0 1 1 1 1 02 4 0 1016 2 1 0 1 5 3 03 0 0 4 998 0 2 0 2 3 14 1 1 2 1 963 0 3 0 1 105 3 0 0 6 0 876 2 2 2 16 4 2 0 0 2 2 947 0 1 07 0 3 8 2 0 0 0 1009 2 48 1 0 1 3 3 1 1 4 958 29 2 2 0 3 5 2 1 5 1 988Table 6.3 � The confusion matrix for the MNIST dataset

Figure 6.3 � The 141 test patterns misclassi�ed by ReadNet. Below each image is displayed thecorrect answer (left side) and the corresponding network answer (right side). These errors aremostly caused either by the genuinely ambiguous patterns or by digit written in a style that areunderrepresented in the training set.128



6.2. Proposed neural and stochastic strategies in digit recognitionRef. Method Rec. rate[LBBH01] 28x28-300-10 95.30%[LBBH01] 28x28-1000-10 95.50%[LBBH01] 28x28-300-100-10 96.95%[LBBH01] 28x28-500-150-10 97.05%Thesis (personal) 28x28-555-10 98.59%Table 6.4 � A comparative result set on the MNIST datasetThis can be explained with a proper weight initialization before the training procedure, a goodchoice of the hidden units, adapted to the recognition task and a decreasing learning rate in orderto avoid the possible local minimum in the error descent. Comparing the results of the networkscontaining 300 units in the hidden layer we can observe a 2.80% of net amelioration.It remains somewhat of a mystery that networks with such a large number of free-parametersmanage to achieve reasonably low testing errors. We conjecture that the dynamics of gradientdescent learning in multiple layer nets has a "self-regularization" e�ect. Because the origin ofweight space is a saddle point that is attractive in almost every direction. The weights invariablyshrink during the �rst few epochs. Small weights cause the sigmoid to operate in the quasi-linearregion, making the network essentially equivalent to a low-capacity, single layer network. As thelearning proceeds the weights grow, which progressively increases the e�ective capacity of thenetwork. A better theoretical understanding of these phenomena and more empirical evidence,are de�nitely needed.Considering the digit recognition for Indian postal documents, namely separated pin-codes,the overall recognition accuracy of the proposed 16-class classi�er and the individual Bangla andEnglish classi�er on the above data set are given in Table 6.5. From the results we note that inBangla classi�ers we obtained 2.03% better accuracy than the 16-class classi�er. This is due todecrease in the number of classes and also decrease in the shape similarity between English andBangla numerals. The confusion matrix of the tree classi�ers is shown in Fig. 6.4 , Fig. 6.5 andFig. 6.6. Classi�er Training set accuracy Test set accuracy16-class classi�er 98.31% 92.10%Bangla classi�er 98.71% 94.13%English classi�er 98.50% 93.00%Table 6.5 � Overall numeral recognition accuracyIn order to allow a comparison of our result concerning the Bengali digit dataset in the Table6.6 we are presenting some other results based on other Bengali digit datasets. As stated by Pal129



Chapitre 6. Neural and stochastic methods in handwritten digit recognition

Figure 6.4 � Confusion for 16-class classi�er (Bangla and English)

Figure 6.5 � Confusion matrix for 10-class Bangla classi�er130



6.2. Proposed neural and stochastic strategies in digit recognition

Figure 6.6 � Confusion matrix for 10-class English classi�er for digits coming from Indian Postaldocuments Ref. Method Rec. rate[WLS07] PCA 95.05%[PBC06] Binary tree classi�er 92.80%[aKDTDP02] SOM and MLP 93.26%Thesis (personal) ReadNET 94.13%Table 6.6 � A comparative result set on di�erent Bengali digit datasetsin [PBC06] just a few works have been done yet in this domain of handwritten Bangla digitrecognition. However, considering the comparison we can note that our results are among thebest results.In order to achieve a recognition rate like 98.59% (for MNIST), using the whole learningcorpus we need at least 30 learning epochs. That means we should present at least 30×60.000 =

1.800.000 patterns to our network. In Table 6.7 we show di�erent constructed datasets, thenumber of patterns presented to the system and the obtained results by the FDDLCB algorithmon the test set in function of N parameter.So we can achieve comparable result (98.36% accuracy), even with just 1960 samples fromthe possible 60,000 that means, the other patterns can be considered redundant information, soit's not necessary to use them. The learning process can be reduced substantially as it is possibleto achieve almost similar results presenting just 93,180 patterns to the network. So we can speedup the learning process 14 times that is a considerable gain even for a high-tech computer. 131



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionN Generated learning set (DLC) Patterns presented Recognition rate50 1,260 64,390 98.30%100 1,310 63,400 98.29%150 1,960 93,180 98.36%200 2,810 121,410 98.32%250 3,010 130,900 98.21%300 4,810 176,670 98.15%350 3,510 147,720 98.20%400 3,210 128,120 98.22%450 3,160 128,270 98.23%Table 6.7 � Results obtained with di�erent datasets constructed by FDDLCB algorithmAs in [SC03] the authors provide results of their pattern selection method on MNIST bench-mark dataset, a comparison study can be performed.Nine SVM type binary classi�ers were used : class 8 is paired with each of the rest. The reportedrecognition error in average over nine classi�ers is 0.28% using all the available patterns and0.38% for the pattern selection based technique. The lost of accuracy is similar as in our case.Unfortunately there is no results reported concerning the real recognition accuracy for eachseparated digit class so a direct comparison cannot be performed with our method.The time factor is reduced with a factor of 11.8 which is much less as in our case where a 14speed factor was established.Similarly, the number of used patterns (16.76%) serving as support vector is much moreconsiderably than our 3.20% selected patterns to train the system.The modi�ed FDDLCB algorithm result 98.01% is near to the result produced by the originalalgorithm but it needs much more iterations and samples (9,000 di�erent samples were selectedwhile 864,600 patterns were presented to the network).In Figure 6.7 we present the class distribution for the di�erent datasets built by FDDLCBin function of the N parameter. The x-axis means the di�erent classes, and the y-axis meansthe distribution percentage of the di�erent classes. We can see than the element distributionvariance is not signi�cant for the di�erent datasets so the N parameter can control just thelearning convergence speed and the size of the built dataset.The empirical value N = 50 was established after some trial runs performed with di�erent Nvalues. We found this is the optimal value which should be used in order to achieve a considerablespeed gain.Similarly, the results presented in Table 6.7 prove than the changing of parameter N has no132



6.2. Proposed neural and stochastic strategies in digit recognition

Figure 6.7 � The samples distribution in the classes for the di�erent constructed datasetsmajor in�uence on the results. It can in�uence just the size of the built dataset and the speedof the building process.Using the same pattern distribution as in Fig. 6.7 using random choice for the patterns selec-tion for the dataset creation, the recognition accuracy cannot achieve higher average recognitionscores than 91.01%. For this test purpose 1,000 random dataset was generated and considered.Analyzing the dynamic learning corpus we can pronounce also in the matter of the intra-classand inter-class variance. In the MNIST database the class "0" contains the fewest variance andthe class "9" contains the most variation, so we need much more samples belonging to class "9"in order to achieve a good recognition score.In pattern complexity terms speaking, the class "0", "1", "6" are the classes which are thesimplest and the classes "3", "4", "8", "9" are the more complex ones, which is natural as theycan be confused.6.2.2 ConclusionsConsidering the proposed ReadNET network, we can conclude that the network even if it isa fully-connected multi layer perceptron, gives satisfactory results in comparison with the beststate of art works in this subject. If just the multi-layer perceptron like works are considered[LBBH01], our results outperform them. 133



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionThe same network has been used for two di�erent recognition tasks : English digit recogni-tion and Bangla digit recognition with the same success. The increased number of units in thehidden layer allow to di�erentiate between the small variation of the inter-class patterns and todistinguish between the intra-class patterns. The number of units in the hidden layer invoke anincreased number of free-parameters which requisite much more patterns for the training process.That is the reason why the results on the MNIST database are much more higher than for thedigits collected from the Indian postal documents. In this case, the number of samples is less andthe distribution of the samples is not uniform as for the MNIST data. This kind of distributioncan invoke the problem of the imbalanced dataset problem discussed in detail by Japkowicz in[Jap00].The FDDLCB algorithm is based on a dual LMS error estimation, which can guarantee theconvergence of the algorithm. The �rst LMS minimization is used in the training process for theerror back propagation. The second one is used when we are calculating the LMS error for thesamples during the recognition. The misclassi�ed patterns should be added to the DLC set inorder to minimize the recognition error by learning these new items which have contributed tothe error accumulation. The method reduces substantially the learning period and discards theredundant information in order to avoid the over �tting.The performed tests on MNIST showed that is possible to achieve 98,36% recognition accu-racy using just 1,960 di�erent samples and the learning time can be reduced by a factor of 14, atime gain which is also substantial, considering the algorithm complexity.The mechanism cannot function for the improvement of the system presented in [SSP03]which is based on the data redundancy.The algorithm tries to enlarge the di�erent class boundaries using in learning the "extreme"patterns. The algorithm increases the number of forward steps (propagation) but decreases sub-stantially the number of backward steps (error back propagation) which are much more costlyin calculus.The FDDLCB algorithm can also be used to solve the challenge proposed by Japkowicz in[Jap00] in order to deal with the class imbalance problem, which often occurs in the real worldapplications. Many times we deal with learning corpuses where the distribution of the samplesfor the di�erent classes is not uniform. There are under represented classes and respectively overrepresented classes. The methods presented in [Jap00] based on down-sizing and re-sampling arerestrictive as there is no rigorous selection criteria to choose which elements should be discardedor re-sampled.The FDDLCB can avoid the over �tting e�ect caused by the presented methods using arigorous selection criterion and does not allow to specialize the network in all the variation of thedi�erent pattern. Selecting the hard patterns located at the decision surface borders the classi�erlearn just the relevant features of the pattern without considering the little variations inside the134



6.2. Proposed neural and stochastic strategies in digit recognition"cluster".6.2.3 The NSHP-HMM in digit recognitionConsidering the general NSHP-HMM model described in Chapter 3 we describe here justthe test conditions to perform recognition of separated handwritten digit recognition using thisstochastic model. A general scheme is shown in Fig 6.8.

Figure 6.8 � The NSHP-HMM scheme for separated handwritten digit recognitionAs we have tested the model on the MNIST separated digit dataset, which is size normalizedto 28 × 28, no kind of normalization has been performed for the input images. The number ofstates for the 10 models considered on this experiment are established based on trial runs andthe state estimation procedure described in Chapter 4. We have found as many author did : 14states corresponds to all the models without considering their shape. This presumption can holdas the digit in this dataset were centered and normalized. The order of the NSHP-HMM is �xed.We have considered as in case of words a 3rd order model which is a compromise between theinformation quantity and algorithm complexity.6.2.4 Experiments and resultsIn this section we will show the results of the NSHP-HMM on the MNIST dataset and inthe mean time a comparative table will be given in order to get an idea about the impact ofthe model in this reduced recognition area of the digit recognition considering 2D HMM basedmodels. In the Table 6.8 we can observe the recognition accuracy of the system through thedi�erent iterations. We can observe than in case of the NSHP-HMM the training procedure is135



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionmuch more faster than in the case of the neural models where the training samples should bepresented many times. This can be considered as a main advantage of the Hidden Markov Model.Training iteration Training set Test set1 96.54% 90.64%5 97.25% 95.90%10 97.81% 96.03%15 98.21% 96.30%20 98.52% 96,45%Table 6.8 � The NSHP-HMM results on MNIST dataset considering the training and the testset In Table 6.9 a detailed class by class result is given.Class Recognition accuracy Class Recognition accuracy0 97.96% 1 99.03%2 96.32% 3 97.62%4 97.56% 5 96.52%6 96.45% 7 95.62%8 92.92% 9 94.15%Table 6.9 � Recognition scores by class on the MNIST datasetThe confusion matrix for the best result can be observed in Table 6.10.In Table 6.11 some other results are reported in order to measure the importance of the model.Besides the accuracy we also listed the recognition time which is also an important factor.6.2.5 ConclusionsIn this section we have presented di�erent stochastic methods based on Bayesian network,HMMs and NSHP-HMM in order to show the ability of such models in handwritten digit re-cognition too. Despite of their success in handwritten word recognition, we have demonstratedthey are powerful tools for digit recognition too. The weaker results obtained by the HMM ba-sed approaches can be explained with the fact than in digit recognition the temporal aspect isminuscule as the digit images are not huge, so the information repartition in the di�erent statesis minimal. Such drawback cannot be observed in case of the handwritten words, where thesuccession of the letters in the word is used and exploited by the model.Comparing the NSHP-HMM results with the recent results published by other scientists usingMarkov model based approaches, we can conclude that our method is one of the best one in the136



6.2. Proposed neural and stochastic strategies in digit recognition
Confusion 0 1 2 3 4 5 6 7 8 90 961 0 0 0 5 2 2 2 8 01 1 1124 5 0 0 2 0 1 3 02 8 3 992 7 3 0 3 10 6 03 1 0 3 988 1 5 0 6 5 14 0 9 0 0 956 0 2 2 3 105 2 1 1 17 0 864 2 1 4 06 6 9 0 0 5 13 922 0 3 07 0 6 15 0 7 0 0 984 1 158 29 0 6 11 5 5 1 1 907 99 8 7 8 6 8 1 0 11 13 947Table 6.10 � The corresponding confusion matrix

Ref. Method Dataset Recognition (digit/sec) Accuracy[Sao97] NSHP-HMM UNIPEN - 90.00%[HLS04] BN+HMM MNIST 0.13 94.42%[Che04] 2D HMM MNIST 3 97.10%[CGPL05] 2D HMM MNIST 3 97.68%Personal (thesis) NSHP-HMM MNIST 25 96.42%Table 6.11 � Comparative results on MNIST using recent HMM based approaches
137



Chapitre 6. Neural and stochastic methods in handwritten digit recognition�eld. Considering the time complexity of the di�erent algorithms, our method outperforms allthe possible methods. While in case of ReadNet we can recognize 150 digit/sec, in this casejust 25 digit/sec can be recognized but this time factor is due to the complexity of the Viterbialgorithm and the 4 �ips calculated for the �nal recognition.
6.3 Classi�ers combination in a digit recognition frameworkIn the recognition of handwritten characters and words, there has been a recent movementtowards combining the decision of several classi�ers in order to arrive at improved recognitionresults. This is due to a number of reasons. Among these are the demands imposed by real-lifeapplications and the availability of a wide variety of algorithms. Practical applications demandshighly reliable classi�cation, which is extremely di�cult for a particular algorithm to achieve.Since many algorithm are available for these tasks, it is logical to consider the use of severalclassi�ers to achieve higher reliability.The combination can be implemented using di�erent strategies. In [KSC97] the combineddecision is obtained by majority vote of the individual classi�ers and di�erent variations of themethod, so called majority voting have been implemented in [BVM+04] with success. Whenthe individual classi�ers output ranked list of decisions, these rankings can be used to derivecombined decisions by the highest rank, Borda count, and logistic regression methods [HHS94].From these ranked lists, a nonparametric procedure can be used to combine the classi�cationresults and a measure of con�dence assigned to that decision. Further developments in obtaining acombined decision include statistical approaches, formulations based on Bayesian and Dempster-Shafer theories of evidence and neural networks [LS93]. Other authors use polynomial classi�ersto combine the results of multiple classi�ers, using the output of the individual classi�ers asfeatures. In all these cases, it was found that using a combination of classi�ers can result inremarkable improvements in the recognition performances. This is true regardless of whether theclassi�ers are independent or not [LHS97].In general, the methods of combining multiple classi�ers decisions depend mainly on the typeof information produced by the individual classi�ers. We consider hereinafter di�erent combina-tion methods that can be applied at both the abstract level and measurement level. In formercase, each classi�er outputs a unique label or class for each input pattern, while in the latterinstance, the classi�er produces a measurement value for each label.In the following sections we will discuss di�erent combination schemes, followed by someexperimental results on separated digit recognition.138



6.3. Classi�ers combination in a digit recognition framework6.3.1 Combination rulesIn the case of several classi�ers, the combination of D di�erent classi�ers denoted ek, k ∈

{1, ..,D} is de�ned as E. Each classi�er assigns to a pattern x a decision jk denoted by ek(x) = jk.The �nal solution j for the sample x is given by E. Let v(k)
i (x) be the real value computed bythe classi�er number k for the sample x and the class Ci. This value can represent a probability,a con�dence value. It means the degree of membership to one class. In this work we will onlydiscuss about a particular architecture : the horizontal combination scheme. It corresponds toa topology where classi�ers are performed in parallel. The classi�ers work independently andconcurrently and a fusion module combines their results.Combination strategiesThe outputs of each classi�er can be combined by simple rules. These rules merge the outputsvalue of all the classi�er for one class.� Selection of the maximum result : ∀i ∈ {1, .., N}, v′i(x) = maxk=1,..,Dv

k
i (x)� Sum of the results : ∀i ∈ {1, .., N}, v′i(x) =

∑k=D
k=1 v

k
i (x)� Median of the results : ∀i ∈ {1, .., N}, v′i(x) = median(k=1,..,D)v

k
i (x)

E(x) =

{

i if v′i(x) = maxk=1,..,Dv
′,k
j (x) and v′i(x) ≥ α

N + 1 otherwise (6.1)Where α ∈ [0; 1] is a threshold value. These methods allow to merge the results of eachclassi�er but none of them extract knowledge concerning each classi�er strength.Majority VotingThe majority voting is an easy method to implement and it has shown good results in theliterature [Alp94, LS97]. For a multi-classi�er system E, the majority voting can be expressedas follows :
(E(x) = i) ⇔ (|{k ∈ {1..D}, ek(x) = i}| ≥ ((D/2) + d)), 1 ≤ d ≤ (D/2) (6.2)If d = D+ 2 then the voting corresponds to a consensus : all the classi�er agree to the samesolution.Behavior Knowledge SpaceA behavior knowledge space is a D-dimensional space, each dimension corresponding to thedecision of one classi�er [HS95]. Each classi�er has as decision values the total number of classes

N . Let x ∈ Ci be the character to be recognized belonging to the class Ci. Let sk = jk, k = 1..D139



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionbe the kst classi�er among D and jk its answer for the current character x. The probability that
x ∈ Ci is de�ned by the following formula :

Belief(Ci) =
P (s1(x) = j1, .., sD(x) = jD, x ∈ Ci)

P (s1(x) = j1, .., sD(x) = jD)
(6.3)A cell of the BKS corresponds to the intersection of the individual classi�ers decisions. Eachpoint of the BKS is noted by BKS(j1, .., jD), ji = 1..N ; and contains a vector of size N :

bks(j1, .., jD)(i), i = 1..N .Let bks(j1, ..jD)(i) be the total number of characters x such that s1(x) = j1, .., sD(x) = jDand x ∈ Ci, i = 1..N . Let T (j1, .., jD) be the total number of characters x such that s1(x) =

j1, .., sD(x) = jD. The best representative class of BKS(j1, .., jD) : R is de�ned by :
R = argmax(bks(j1, .., jD)(i)), i = 1..N (6.4)If one cell of the BKS is empty then the pattern is naturally rejected. A small database couldbe a problem to obtain a good generalization. Many empty cells may occur if the database is notrepresentative. As the BKS size increases exponentially with the number of classi�ers, the datasets has to increase in the same way [RR03]. For BKS cells where the most representative classis de�ned by a low probability, meaning ambiguous cases, characters are rejected. R is rejectedif Belief(Ci) ≤ α where α is a threshold representing the desired recognition quality.6.3.2 Experiments and resultsThe system has been tested on the MNIST database described in details above.The �rst objective is to show the behavior of the di�erent combination methods for theseclassi�ers. Let NSHP1, NSHP2, NSHP3, NSHP4 be the 4 �ip of the NSHP-HMM describedin detail in Section 6.2.3. Let NN1 be the neural network with the fully connected topology.

NN2 and NN3 are convolutional neural networks described in details by Cecotti and Vajdain [CVB05a]. The NN3 neural network has been trained with both the initial MNIST databaseand the MNIST database with inverted colors.Table 6.12 � Recognition rate for each classi�er.
NSHP1 NSHP2 NSHP3 NSHP4 NN1 NN2 NN3Train 93.69 95.00 94.42 95.22 99.72 99.71 99.57Test 93.44 94.91 94.00 95.25 98.54 98.73 98.41The Table 6.12 shows the results obtained for each classi�er for the test database. The di�erentparts of the NSHP-HMM model obtain the lowest recognition rates whereas the di�erent neu-ral networks give the best results. The best classi�er in the system is the convolutional neural140



6.3. Classi�ers combination in a digit recognition frameworknetwork (NN2). While many classi�ers process the images by extracting time-costly features,in our work the considered classi�ers are based on pixel level (i.e raw images). The recognitionrate of all these classi�ers is still low, compared to the actual best results reported in the lite-rature [BdSBJOM05, LBBH01, LF05]. However, some of the top recognition percentages on theMNIST database have been achieved by using di�erent expansion of the initial MNIST trainingdatabase [SSP03], or using SVM , which still su�ers of memory space and computational speedissues for classi�cation [LF05]. In our tests, only the initial training database has been used forall of the 7 classi�ers presented.Table 6.13 � Strength of each classi�er.
NSHP1 NSHP2 NSHP3 NSHP4 NN1 NN2 NN3

NSHP1 0 411 304 404 576 587 575
NSHP2 264 0 274 221 436 440 424
NSHP3 248 365 0 378 516 533 520
NSHP4 223 187 253 0 393 414 400
NN1 66 73 62 64 0 98 85
NN2 58 58 60 66 79 0 63
NN3 78 74 79 84 98 95 0The strength of each classi�er is exposed in the Table 6.13. A cell (i, j) of the table correspondsto the number of pattern recognized by the classi�er j and not recognized by the classi�er i. Itexhibits the strength and the weakness of each classi�er versus the others in the test database.Firstly, there is a strong complementarity between the di�erent �ips of the NSHP-HMM. Each�ip of the NSHP-HMM can contribute with about more than 200 patterns to the other �ips.In this case, we have clearly a proof that results must be combined. Moreover, the 4 classi�ersextracted from the NSHP-HMM method come from the same method. A little di�erence betweenthose classi�er, even coming from the same algorithm, leads to obtain a high complementarity.Secondly, in spite of the strength of the di�erent neural networks, they can be completed by allthe classi�ers. The contribution is not as signi�cant as between the the NSHP-HMM �ips butthey can be combined as they all give di�erent results. These results display that any classi�ermakes the same mistake as the others. The results can be combined in order to extract theirlocal strengths.Without searching the forces and di�erent relationships between classi�ers, their results canbe fused as described in 6.3.1. Classi�ers have been clustered in two groups. The �rst groupcontains the 4 NSHP − HMM classi�ers and the second group is composed of the 3 neuralnetworks. The di�erent fusing method presented have been tested. The triplet (τr, τs, τq) of141



Chapitre 6. Neural and stochastic methods in handwritten digit recognitionTable 6.14 � Combination Results.Test (all classi�ers) Test (NSHP-HPP 4 �ips) Test (3 NN)Consensus 87.21/12.75/0.04 87.89/11.37/0.74 97.09/2.65/0.26Majority Voting 97.93/0.77/1.30 93.97/4.15/1.88 98.91/0.13/0.96Oracle 99.89/0.00/0.11 98.61/0.00/1.39 99.68/0.00/0.32Maximum rule 98.54/0.00/1.46 95.66/0.00/4.34 99.03/0.00/0.97Sum rule 96.76/0.00/3.24 96.44/0.00/3.56 99.03/0.00/0.97Median rule 95.66/0.00/4.34 96.09/0.00/3.91 98.96/0.00/1.04BKS 97.94/1.34/0.72 96.11/0.31/3.58 98.42/0.59/0.99each voting method is shown in the Table 6.14. Each rows gives for each classi�ers cluster thetriplet (τr, τs, τq) for one fusing techniques. The oracle method simulates the results that couldbe obtained with an optimal vote : if one of the classi�er �nds the good class then this classis selected. It allows estimating limits for the voting methods. In the BKS case with just the 4
NSHP −HMM �ips and with just the 3 neural networks, the recognition rate did not increasebut the error has decreased. It has though improved the relevance of the global results. The bestscore is obtained by the maximum rule with the combination of the 3 neural networks : 99.03%.6.3.3 ConclusionsWe have presented the combination of di�erent kinds of classi�er for handwritten digitsrecognition. These classi�ers come from two di�erent approaches : a stochastic model NSHP −

HMM and a neural network model. They have been combined using di�erent rules. Theirstrength and weakness have been highlighted. Thanks to the combination, we have obtainedgood results.Multi-classi�er systems can always improve a recognition system even in a case where thecomplementarity between classi�ers is low. When the ensembles of classi�ers may not alwaysdirectly improve the recognition rate, they can improve the reliability of the results by qualifyingthe rejection.6.4 General conclusionsIn this chapter we have discussed di�erent statistical and stochastic methods used for sepa-rated digit recognition.Instead of the system propsed in [LBBH01], we have presented a personal contribution inthis �eld by considering a multi-layer perceptron (ReadNet) where the main interest was to learn142



6.4. General conclusionsall the possible variations of the network. Despite of its architecture, counting 555 hidden unitsin the hidden layer, the method is fast and the results performed on the MNIST dataset showits interests for such kind of recognition task. The results can even be compared with the stateof the art results.Similarly for Bangla and English digits collected from Indian documents, the results areencouraging. The weaker results obtained for these kind of digits can be explained with the badquality of the images and the reduced number of training patterns, which is vital for a neuralbased approach, where the weights are tunned thanks to the di�erent intra-class and inter-classvariations of the input patterns.The proposed FDDLCB algorithm proposed in this chapter allows a quick selection of themost representative patterns from the database and reduce considerably the time factor for sucha model without loss of accuracy. The method outperforms the other similar strategies whereSVM has been considered in speed as well in number of used patterns for training.The experiments performed by the NSHP-HMM adapted to digit recognition have shown theinterest of such stochastic tool for this purpose. Comparing the results, our result is one of thebest one using such kind of Markov model based technique and it outperforms in recognitiontime the most recent methods published in this �eld.Following the new trends in the classi�cation, we have tested di�erent combination schemes inorder to get higher recognition scores. Working with di�erent statistical and stochastic methodsthose allowed us to combine the outputs of the separate classi�ers in order to reach 99.03%of good recognition score, wich is a sound achievement in this particular dataset. In the sametime we have shown than there is a strong complementary between the di�erent �ips of theNSHP-HMM. This complementarity con�rms the necessity of the 4 �ips considered also for wordrecognition.This chapter has shown the superiority of the neural approaches in separated handwrittendigits, but we can conclude than the 2D HMM based approaches are also powerful tools. Whilein case of the neural approaches the recognition is fast, for the Markov model based techniquesthe time complexity is due to the dynamic programing applied to 2D signals.Another aspect is the temporal factor which has been considered in case of the HMM basedapproaches. While in case of digits this aspect cannot be exploited due to the size of the images,this aspect is one of the main advantages of the HMM models against the neural models. Evenif in case of Time Delayed Neural Networks the temporal aspect is considered, the horizontalelasticity provided by the NSHP-HMM cannot be overtaken.
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7
ConclusionThis thesis has focused its attention toward word recognition and digit recognition in theframework of postal address automation system concerning Indian postal documents.The research is proposing di�erent improvements of a baseline recognition system, originallydesigned for small size Latin (French) script based vocabularies. The model and the correspondingprogram prototype has been implemented and tested with success on an unconstrained hand-written Bangla city names database. The Bangla script in the second most used script in Indiaand its increased number of letters allows a huge variability in writing, raising a challenging issueto recognize such words. The results show that it is possible to recognize writer independent, un-constrained handwritten words in reasonable time using a segmentation-free analytical techniqueas there is no available segmentation mechanism for such a complex script. These achievementswere only possible because of the strategies that have been proposed and developed in this thesis.The work can be considered a pioneering achievement in Bangla script recognition.Improvements in the recognition accuracy are achieved by inserting in the system perceptualfeatures which combined with the low-level pixel informations leads to a robust recognitionsystem. The high-level features implant mechanism can be considered as a weight in the columnobservations given more or less importance to a column observed by the NSHP-HMM. Theproposed implant mechanism is a generic one as it not depends on the nature of informationwhich should be considered to upgrade the recognition capabilities of the system.Improvements in the recognition speed are achieved using an original technique using a pru-ning mechanism in the Viterbi algorithm. As it was not possible to use a level building matchingstrategy, we preferred to develop a decoding process based on early stop at letter level, based onthe letter model and the meta model strategy adopted by us in the NSHP-HMM.Improvements were also achieved by our neural network designed for digit recognition pur-poses. The so called ReadNET network and the FDDLCB algorithm used for pattern selectiondecrease considerably the training process in such a network without loss of accuracy.145



Chapitre 7. ConclusionThe main results using the novel recognition strategy presented in this thesis are the 2speed factor and about 1.5% improvement in accuracy based on the baseline NSHP-HMM forLatin script. We have used the baseline NSHP-HMM systems described in details by Saon andChoisy respectively in [Sao97, Cho02] as benchmarks for recognition purposes. On a 76-wordBangla vocabulary task the baseline recognition system requires 0,33 seconds to perform therecognition of a single word with recognition rates of about 85.95%. Using the strategies thathave been developed both the recognition accuracy and the recognition speed it is possible toachive recognition rates up to 87.52%.Similarly for the digit recognition, the 14 speed factor achieved by the FDDLCB algorithmand the 99.03% of good recognition score obtained by our combination scheme can be consideredas majore realizations in the �eld.It is also one of the �rst system in terms of script as it was already mentioned, there is noavailable recognition system for handwritten Bangla words recognition. The developed systemis considered as an important module in the Indian Postal Automation, developed in straightcollaboration between the Indian CVPR Unit of the Indian Statistical Institute headed by Prof.B. B. Chaudhury and the French group READ from the Loria Research Center lead by Prof. A.Belaïd, in the framework of an Indo-French collaboration proposed by IFCPAR.The recognition accuracies and the recognition times obtained in this thesis may not meet allthe throughput requirements of many real-life applications, however, they are very encouragingand hopefully, this work will stimulate other researchers to pursue interesting research into thissubject, since Bangla is a complex Asian scripts and many applications will be necessary to readsuch a kind of handwriting.7.1 Summary of resultsThe results in this thesis are based on the test carried out on the SRTP bank check databaseand the Bangla city name and digit dataset and the well known MNIST separated digit dataset.The SRTP bank check dataset consist is unconstrained handwritten French legal amounts (handprinted, cursive and mixed) distributed in 26 classes.The Bangla city names dataset consist in unconstrained handwritten Bangla city names distri-buted in 76 word classes coming from di�erent writers, belonging to di�erent social categorieswhich implies a complex dataset with many intra-class variations.The experiments were conducted using di�erent subsets of the Bangla lexicon containing30,40,50,60,76 words, the SRTP bank check amount and the MNIST dataset. In the next fewlines we will summarize the main results achieved in this thesis :� The new system developed for Bangla script recognition can be considered as a robust andreliable one with special consideration to the explicit segmentation mechanism performed146



7.1. Summary of resultsby the NSHP-HMM.� The middle zone �nding algorithm proposed for the Bangla writing gives excellent resultsusing the pro�les based approach or the more complex water reservoir based mechanism.� Even if in our case, the vocabulary opening was not so important (we extended the vo-cabulary from 26 entries to 76), the system is stable taking into account the recognitionaccuracy which outperforms the result of the same system for Roman script. This resultcan be explained by the fact that the Bangla script is much more complex and more pixelbased information can be extracted. In the mean time the natural length of the word shapeconsidered in the experiments is much considerable as in case of the bank check amounts.� It is possible to improve the results of the baseline NSHP-HMM performing recognitionon low-level pixel observations by implanting in the system high-level perceptual know-ledge derived from ascender and descender information extracted from the shape. Theimprovement of 1.57% obtained for the SRTP bank check dataset shows the importanceof the implant mechanism in the baseline system. The minor improvement (0.4%) reachedfor the Bangla city name cannot be considered as an important success, but the implantmechanism proved its interest.� It is possible to improve the recognition performances of the system considering a pruningmechanism in the Viterbi decoding, reducing to half the recognition time.� Considering a special multi-layer perceptron type neural network called ReadNET, weachieved a 98.59% good recognition score for the MNIST dataset, while for the Bangladigits the score is 94.13%� Considering the same ReadNET classi�er, we can reach 98.36% good recognition scoreusing just 1,960 patterns from the possible 60,000 reachng 14 time factor gain, using theFDDLCB algorithm.� Considering the multi classi�er scheme, with the contribution of di�erent type of neuralnetworks, we reach 99.03% good recognition score on the MNIST data.In summary, we have developed a new handwriting recognition system which can recognizeRoman script with an accuracy of about 86.80% and Bangla script with an accuracy of about87.52% and processing time about 0,34 second on a conventional computer hardware 4. It isimportant to notice here that we did not attempt to modify the baseline system proposed bythe former researchers of our group, but to extend the system limits. There was no kind ofoptimization on the re-estimation process or the training mechanism.For digit recognition, we have developed two di�erent systems based on di�erent actionmechanisms and a combination scheme. Taking into account the results achieved by the ReadNET(98.59%) and the 14 speed factor achieved by the FDDLCBA, we can conclude that we havebuilt a reliable, robust and fast recognition tool. The combination scheme applied allows us to4. Intel Celeron 1.5GHz with 1024 MB of RAM 147



Chapitre 7. Conclusionposition our results (99.03%) among the best results ever obtained.7.2 ContributionsOne of the main contribution of this thesis is in extending the limits of an o�-line handwri-ting recognition system by implanting high level perceptual features in the pixel observationsperformed by the former model.So far, the researchers have been concentrated their e�ort to segment the words into parts asgraphemes and after that to perform a dynamic programming based matching for the �nal hypo-thesis considering the observations as unidimensional signals. Many of the current handwritingrecognition systems consider as possible observations high-level features and low-level featuresas being separate issues without considering any kind of relation which can link them.We have brought to attention the importance of the combination of these low-level informa-tion and high-level informations in the current framework considering a generic methodology forthe implant strategy. Here all the low-level pixel information are considered with their possibleperceptual quality enriching the quantity and the quality of the information.We have demonstrated that by using the methods and strategies proposed by this thesis itis possible to design a reliable and robust handwriting recognition system which can achievehigh accuracy and time gain. Particularly, the implant mechanism seems to be very promisingapproach to improve the recognition accuracy of current systems considering the di�erent typeof informations as one, as in human perception.We have started with a baseline recognition system which performance was limited to smallsize vocabularies of no more than 26 entries and we ended up with a 76-word recognition systemthat delivers high recognition performances for a complex script as Bangla is.We have demonstrated that our pattern selection method is very fast in comparison with thetraditional methods and this selection does not a�ect the recognition accuracy of the system. Wecan also mention than the HMM tools are powerful classi�ers even when there is no su�cientobservation as in case of digits.Finally, we have demonstrated that the di�erent combination schemes for the multi-classi�ersystems can give better results than the single classi�ers on their own, using the complementaritybetween them.7.3 Future workDuring the development of this thesis, we did not have the opportunity to address all theproblems related to this postal address recognition issue due to the time constraints, howeversome important aspect have been overlooked.148



7.3. Future workWe believe that the performances of the proposed address recognition system may be furtherimproved by developing a number of points such as :� Precise feature extraction : We assumed during the implant mechanism that the perceptualfeature extraction module is reliable which is not totally true as the extraction mechanismproposed by us it is not precise and the number of perceptual feature points extractedfrom the shapes is not su�cient. A diversi�cation of the perceptual feature extraction (fori.e. extracting loops, line segments, cross-points, possible cutting points) allows to improvethe system by adding quantity and quality in the implant process. Considering a largehigh-level feature set extractable from the word shape can improve the recognition scoresof the system and can also precise the weighting mechanism assigning di�erent kind ofimportance of the features, based on their descriptive capacity.� Baum-Welch re-estimation process modi�cation : During the re-estimation of the pixelprobabilities, just the pixel color and its position is considered without taking into accountthe nature of the pixel. If the re-estimation process, the nature of the pixel should bealso considered for a more precise evaluation. This kind of modi�cation allows to integratedynamically the perceptual information which right now can be considered a static one.� Pruning mechanism improvement : It is necessary as the results are promising but thecomplexity of the system is still high due the non-symmetric aspect of the NSHP-HMMmodel. While in the actual model, the stopping criteria (number of letter) is assignedon trial-runs, a more sophisticated decision rule should be developed based on a trainingmechanism guiding the system for each word model. Such a training will be based on thetraining set allowing a better generalization for the system.� Final hypothesis selection with context : While actually the system is based on a soft maxcalculus for the �nal hypothesis, this process can use the considerable context provided bythe pin code recognition module which is much more reliable as the word recognition. Suchan information can also reduce the research space of the words as knowing the pin code orjust a fragment of it helps to discard some word models during the Viterbi process leadingto a speed up process.� ReadNet improvement : Instead of using a fully-connected architecture some convolutionallayers should be considered as hidden layers with weight sharing property in order to reducethe number of free-parameters of the system.Furthermore, another important aspect that may be further investigated is the extension ofthe system to large vocabulary entries where the �at lexicon representation should be replaceda more sophisticated one as trie or even a complex one the DAWG where the di�erent pre�xand su�x part are also considered. Such a representation will raise new scienti�c challenges asthe training in such a data structure where the common parts as well the ligatures are sharedthroughout a dictionary represents a modern challenge. 149
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A
Databases description

A.1 Modi�ed NIST databaseThe Modi�ed NIST database contains handwritten separated digits. The database was construc-ted from the NIST's Special Database 3 and Special database 1 containing binary images ofhandwritten digits. NIST originally designated SD-3 as being a training set while SD-1 as beingtheir test set. The SD-3 set is much more cleaner and easier to recognize than the SD-1. The dif-ference between the datasets can be explained with the fact than the SD-3 was collected amongCensus Bureau employees, while SD-1 was collected among high-school students. In order toget something independent and descriptive the two datasets were mixed. SD-1 contains 58.527images written by 500 writers. In contrast to SD-3, where blocks of data form each writer ap-peared in sequence, the data in SD-1 is scrambled. Writer identities for SD-1 are available and itwas used this information to scramble the writers. The SD-1 was split in two : characters writtenby the �rst 250 writers went into the new training set while the remaining 250 writers were usedto build the test set. In consequence, each set contains nearly 30.000 digit samples. The newtraining set was completed with enough examples from SD-3, starting at pattern #0, to makea full set of 60.000 training patterns. Similarly, the test set was completed with SD-3 samplesstarting at pattern #35.000, to make a full set with 60.000 patterns. In the reality just a subsetof this dataset is used. 5.000 patterns from SD-1 and 5.000 patterns form SD-3. This databasedis the so-called Modi�ed NIST, or just simply MNIST dataset.The original black and white images were size normalized to �t in a 20x20 pixel box whilepreserving their aspect ration. The resulting images contain gray levels as result of anti-aliasing(image interpolation) technique used by the normalization algorithm. Three versions of the data-base were used. In the �rst version the images were centered in a 28x28 image by computing thecenter of mass of the pixels, and translating the image so as to position this point at the center ofthe 28x28 �eld. In the second version of the database, the character images were deslanted and151



Annexe A. Databases description

Figure A.1 � Digit samples from the MNIST datasetcropped down to 20x20 pixels images. The deslanting computes the second moments of inertia ofthe pixels (counting a foreground pixel as 1 and a background pixel as 0), and shares the imageby horizontal shifting the lines so that the principal axis is vertical. This version of the databasewill be refereed as the deslanted database. I the third version of the database (used earlier), theimages were reduced to 16x16 pixels.The regular database (used also in our experiments, see Fig. A.1) containing 60.000 trainingexamples and 10.000 test examples normalized to 20x20 and centered by center of mass in28x28 �elds is available at http ://yann.lecun.com/exdb/mnist/. More details can be foundin [LBBH01].A.2 Bangla digit and city name databaseThe Indian postal documents come from real life data collected from a post-o�ce (CossiporePost O�ce of North Kolkata circle, West Bengale, India). An A4 �atbed scanner (manufacturedbu UMAX, model AstraSlim) was used to digitize the postal documents. 7500 postal documentswere collected from the post o�ce to realize the experiments. The original images are in graytone with 300 dpi and stored in TIF (Tagged Information Format) �les. A two-stage approachwas used to convert them into two-tone (0 and 1) images. In a �rst stage a pre-binarization was152



A.2. Bangla digit and city name databasedone using a local window based algorithm in order to get an idea of di�erent regions of interest.On the pre-binarized image, RLSA 5Run Length Smoothing Algorithm) is applied to overcomethe limitations of the local binarized method. After component labeling of smoothed image, eachcomponent was matched in the original image and the �nal binarized image is obtained using ahistogram based global binarizing algorithm on the components. As sometimes the documents areskewed a Hough-transform was used to deskew them. The digitized image may contain spuriousnoise pixels and irregularities on the boundary of the character, leading to undesired e�ects onthe system. A smoothing technique due to Chaudhuri and Pal was used to correct the noise. Inorder order to better characterize the dataset some statistics were made :� 65.69% of the postal documents contain pin-code box� 73.59% of people write pin-code within the pin-code box� 63.8% people write all the digits of the pin-code (irrespective of pin-code box)� 13.49% writers evendo not mention pin-code on postal documents� 10.02% touching characters are present in the pin-code numbers� 5.83% of the documents is printed and the rest is handwritten� 24.62% of the addresses are written in Bangla, 65.37% in English, and 22.04% address iswritten in two language scripts (English and local state language)� the address is started in 87.6% cases at the bottommost, 72.3% at the rightmost and 70.06%at right bottommost position� among the collected postal documents 13.41% are envelopes, 31.09% postcards and 15.76%inland letters (a kind of letter that can be sent anywhere in India)The Fig. A.2 shows di�erent city name samples from the Bangla dataset. For the separateddigit database 15096 numerals were collected, where 80% of the data is coming from real postaldocuments while the rest was collected from individual writings of non-postal documents. Amongthese numerals 8690 (4690 of Bangla and 4000 of English) were selected for training while theremaining 6406 (3197 of Bangla and 3227 English) was used to test. For experiments on Englishand Bangla individual digits two datasets were collected containing 10677 respectively 11042numerals. We have considered 5876 (6290) data for training and 4801 (4752) data for testing the(English,Bangla) digit recognition. More details can be found in [RVP+05a].A.2.1 Statistics concerning the Bangla vocabularyIn order to analyze the di�erent reduction aspects in the Bangla city name dataset, weperformed some basic statistics concerning the composition of the vocabulary.In Fig. A.3 a word distribution has been considered, where the x axis designates the numberof letters in the words, while the y axis designates the number of samples in which these numberof letter has been encountered in the Bangla city name dataset. 153
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Figure A.2 � Some word city name samples for the Bagla city name dataset

Figure A.3 � The distribution of the word entries in the Bangla vocabulary based on the numberof letter in the words154



A.3. SRTP French bank check databaseThe minimal word length is 4 ("kasba", "bagnan", etc.), while the maximum letter lengthoccurs for the word "dimonharber" counting 11 letters. The average letter length is : 6,47.In summary, considering the word distribution in Fig. A.3 we can pronounce us also in thematter of the natural length estimation. As the natural length estimation algorithm can have anerror of +/ − 1 character due the error of the natural length estimation, the major part of thewords cannot be separated based on this kind of criteria.Based on the analysis of the confusion we can declare that the major confusions occur whenthe number of letters in the word is similar and the word shapes are identical.A.3 SRTP French bank check databaseThis dataset is composed by extracted French back check amounts provided by the SRTP 5. Itis composed by 7031 images not unformly distributed in 26 classes as mentioned in the Tab. A.1.The image acguisition has been done at 300 dpi (dot per inch). It is a clean and good qualitydatabase but unfortunately containg just a small data amount. However, it can be considered asa benchmark dataset and allows to consider it for comparison purposes with some other systems.Word class un deux troi quatre cing six septSamples No. 28 425 238 519 256 99 104Word class huit neuf dix onze douze treize quatorzSamples No. 115 128 239 14 37 18 21Word class quinze seize vingt trente quarante cinquante soixanteSamples No. 63 16 496 175 126 154 232Word class cent mille francs et centimesSamples No. 1422 230 1726 59 91Table A.1 � SRTP dataset : The distribution of literal amounts
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B
The Bengali script

B.1 OriginsBangla Script grew out of Kutila, which was a reformed version of Brahmi. Although theBrahmi script is believed to have evolved in the ancient past, its earliest specimens are twoinscriptions, dating from the 5th century BC, discovered at Pipraba and Bali. From 350-100 BCthe Brahmi script, now known as Ashoka or Maurya script, underwent certain transformations.Asoka script or Maurya script can be divided into two stages : ancient and modern. AncientMaurya script had two forms : uttari and daksini. Modern script evolved through seven stages.The second stage in the evolution of the Brahmi script is into the Kushan script, named afterthe Kushan royal dynasty and in use upto 100-300 AD. The third stage of its evolution was intothe Gupta script, named after the Gupta royal dynasty, and current between the 4th and 5thcenturies AD. During this period, some letters of the Gupta script took the shape of modernBangla letters. For instance, in Maharaja Jayanatha's grant, B and M are similar to the Banglaletters today.The next stage in the evolution of the Brahmi script was into the Kutila script, currentbetween the 6th to 9th centuries. The name perhaps comes from the fact that Kutila letters andvowel symbols are rather complex (Kutila, meaning complicated). Almost all modern scripts ofIndia have grown out of the two main forms of the Kutila script. Devanagari evolved from thewest regional form of north-Indian Kutila, while Bangla evolved from its eastern or Magadhaform. The transformation of eastern Kutila script began in the 6th century AD. Some time duringthe reign of the Gurjara kings, most possibly during the reign of Mahendrapala I, son of Bhoja,Kutila script entered Bengal. The copperplate inscriptions of his son Vinayakapala, dating fromthe 10th century AD, are in the Kutila script. Kutila script evolved further, �nally developinginto the basic Bangla script towards the end of the 10th century AD. Specimens of this writingare to be found in the Bangad grant of King Mahipala I (980-1036) and the Irdar grant of King157



Annexe B. The Bengali scriptNayapaladeva (1036-1053).An improved form of Bangla script is seen in vijayasena's (1098-1160) Deopada inscription.By the end of the 12th century, the script had almost assumed its present form, as may be seen inlaksmanasena's Anuliya grant and the Sundarban grant of 1196. The Muslim conquest of Bengalin 1204 AD brie�y halted the development of bangla literature and culture, as well as furtherevolution of the Bangla script. However, under the patronage of the independent sultans, banglalanguage and literature were revived in the 15th century. Under the in�uence of Sri chaitanya'svaisnavism, the six Goswamins, 64 Mohantas and many other Vaisnavas wrote innumerablebooks in sanskrit and Bangla using the Bangla script. In srikrishnakirtan (14th century) andVodhicharyavatar (15th century), Bangla script had more or less attained its present form.Between the 16th-18th centuries, some Bangla letters underwent a few insigni�cant changes.In 1778 Charles Wilkins established the �rst Bangla printing press at Hughli with letters modelledafter the handwritten letters used in old Bangla books of verses. The �rst Bangla book to beprinted was nathaniel brassey halhed's A Grammar of the Bengal Language (1778). Letters madeby Wilkins were used for the Bangla text in the book. During the 19th century, numerous printingpresses were established, leading to a reduction in the production of manuscript books. Printingended the further evolution of the Bangla script. As long as books were written by hand, therewere variations in the shapes of the letters. The introduction of printing put an end to thesevariations, and Bangla script assumed its present form. Current technology has provided variousfonts for Bangla script, but its basic form remains unaltered.The Bangla alphabet consists of both vowels and consonants. There are eleven vowels and39 consonants , making a total of 50 letters. The vowels can be pronounced independently, butthe consonants need the support of vowels to be pronounced. Unlike English, Bangla vowels arenot always written in full, being replaced by their signs. The vowel A is considered to be partof every consonant if there is no other vowel or vowel sign. However, other vowels are necessary,appearing in their complete forms at the beginning of a word and represented by their signsthereafterB.2 Notable featuresThe Bengali alphabet is a syllabic alphabet in which consonants all have an inherent vowelwhich has two di�erent pronunciations, the choice of which is not always easy to determine andwhich is sometimes not pronounced at all.Vowels can be written as independent letters, or by using a variety of diacritical marks whichare written above, below, before or after the consonant they belong to.When consonants occur together in clusters, special conjunct letters are used. The lettersfor the consonants other than the �nal one in the group are reduced. The inherent vowel only158



B.3. Used to write

Figure B.1 � Bengali vowels and vowel diacriticsapplies to the �nal consonant.B.3 Used to writeBengali, is an eastern Indo-Aryan language with around 211 million speakers in Bangladesh,the Indian state of West Bengal and also in Malawi, Nepal, Saudi Arabia, Singapore, Australia,the UAE, UK and USA.Assamese, is an eastern Indo-Aryan language spoken by about 15 million people in the Indianstates of Assam, Meghalaya and Arunachal Pradesh, and also spoken in Bangladesh and Bhutan.Manipuri, is one of the o�cial languages of the Indian state of Manipur in north-east Indiaand has about 1.1 million speakers. It is a member of the Sino-Tibetan language family. Also hasit's own alphabetGaro, is a Sino-Tibetan language spoken by about 500,000 people in the Brahmaputra valleyin the Indian state of Assam.Mundari, is a Munda language with about 850,000 speakers in eastern India, mainly in theIndian state of Bihar. Also written with the Devanagari, Bengali, Oriya and Roman alphabets.B.4 The Bengali alphabetIn this section some samples concerning the Bengali alphabet and script are given.The translation of the text shown in the Fig. B.5 is :"All human beings are born free and equal in dignity and rights. They are endowed with reasonand conscience and should act towards one another in a spirit of brotherhood."
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Annexe B. The Bengali script

Figure B.2 � Bengali consonants

Figure B.3 � A selection of conjunct consonants in Bengali
Figure B.4 � Bengali numerals

Figure B.5 � Article 1 of the Universal Declaration of Human Rights in Bengali160
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AbstractLarge variations in writing styles and di�culties in segmenting cursive words are the mainreasons for handwritten cursive words recognition for being such a challenging task. An Indianpostal document reading system based on a segmentation-free context based stochastic model ispresented. The originality of the work resides on a combination of high-level perceptual featureswith the low-level pixel information considered by the former model and a pruning strategy inthe Viterbi decoding to reduce the recognition time.While the low-level information can be easily extracted from the analyzed form, the discrim-inative power of such information has some limits as describes the shape with less precision. Forthat reason, we have considered in the framework of an analytical approach, using an implicitsegmentation, the implant of high-level information reduced to a lower level. This enrichment canbe perceived as a weight at pixel level, assigning an importance to each analyzed pixel based ontheir perceptual properties. The challenge is to combine the di�erent type of features consideringa certain dependence between them.To reduce the decoding time in the Viterbi search, a cumulative threshold mechanism isproposed in a �at lexicon representation. Instead of using a trie representation where the commonpre�x parts are shared we propose a threshold mechanism in the �at lexicon where based just ona partial Viterbi analysis, we can prune a model and stop the further processing. The cumulativethresholds are based on matching scores calculated at each letter level, allowing a certain dynamicand elasticity to the model.As we are interested in a complete postal address recognition system, we have also focusedour attention on digit recognition, proposing di�erent neural and stochastic solutions. To increasethe accuracy and robustness of the classi�ers a combination scheme is also proposed.The results obtained on di�erent datasets written on Latin and Bengali scripts have shownthe interest of the method and the recognition module developed will be integrated in a genericsystem for the Indian postal automation.Keywords: postal address automation, handwritten word recognition, features combination,lexicon reduction, �at lexicon, HMM, Bengali script, Roman script
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