N

N

Multi-level parametric reduced models of rotating
bladed disk assemblies

Arnaud Sternchiiss

» To cite this version:

Arnaud Sternchiiss. Multi-level parametric reduced models of rotating bladed disk assemblies. Other.
Ecole Centrale Paris, 2009. English. NNT: 2009ECAP0001 . tel-00366252v2

HAL Id: tel-00366252
https://theses.hal.science/tel-00366252v2
Submitted on 4 Feb 2010

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://theses.hal.science/tel-00366252v2
https://hal.archives-ouvertes.fr

(I
[ ECOLE CENTRALE DES ARTS ET .Im.§ Snecma
[l MANUFACTURES N Y SAFRAN Group

il

CENTRALE

P A R I 5

THESE

présentée par

Arnaud STERNCHUSS

pour l'obtention du

GRADE DE DOCTEUR

Spécialité : Mécanique

Multi-level parametric reduced models
of rotating bladed disk assemblies

soutenue le 08/01/2009 devant un jury composé de

Président : M. Georges Jacquet-Richardet (LaMCoS — Lyon)
Rapporteurs : M. Scott Cogan (FEMTO-ST — Besangon)
M. Fabrice Thouverez (LTDS — Lyon)
Ezxaminateurs : M. Pierrick Jean (Snecma — Villaroche)
M. Franck Meissonnier (EDF - Clamart)
Directeur de thése : M. Etienne Balmes (MSS-MAT & SDTools)
Invités : M. Jean-Pierre Lombard (Snecma — Villaroche)

Laboratoire de Mécanique des Sols, Structures et Matériaux — CNRS UMR 8579 — n°2009ECAP0001



Arnaud Sternchiiss
Vibrations, amortissement et modeles de conception
Laboratoire de Mécanique des Sols, Structures et Matériaux
Ecole Centrale Paris
Grande Voie des Vignes
F-92295 Chéatenay-Malabry Cedex
France

Tél: +33 141 13 13 22
Fax : +33 141 13 14 42
Courriel : arnaud.sternchuss@ecp.fr
http://www.mssmat.ecp.fr /rubrique.php3?id_ rubrique=490


mailto:arnaud.sternchuss@ecp.fr
http://www.mssmat.ecp.fr/rubrique.php3?id_rubrique=490

Abstract

Bladed disks found in turbomachines are complex structures whose vibration characteristics are
generally determined by exploiting the symmetry properties of their nominal configuration. This
symmetry no longer exists either when disks are assembled to form a rotor or when discrepancies
in the mechanical parameters are introduced (intentional or unintentional mistuning).

Fine meshes required to correctly evaluate stress distributions would lead to prohibitive model
sizes (typically a few million degrees of freedom). The objective of this thesis is to introduce model
reduction techniques that rely on the combination of separate computations of acceptable size.
This provides a means for in-depth studies of the behaviour of dense 3D models of multi-stage
bladed rotors with possible mistuning.

At first, Fourier transforms performed separately on each individual disk allows to understand the
inter-harmonic coupling induced by inter-stage coupling and mistuning. From this study, a first
method uses cyclically symmetric solutions plus sector modes with fixed inter-sector interfaces to
build a reduced sector model. The latter is exact for target modes and very accurate for others.
This method is extended to multi-stage assemblies by employing multi-stage mono-harmonic
eigensolutions. Illustrations focus on the proposed methodology that enables to deal with large
scale industrial models while remaining compatible with various post-processing procedures (free
or forced response computations, analysis of their spatial harmonic content, energy distributions
and localization effects...).

This methodology is finally extended to the handling of parametric models depending on the
rotation speed. The enrichment of the initial sets of target vectors with computations at three
rotation speeds enables a fast and accurate recovery of the evolution of the eigenfrequencies with
respect to the rotation speed in any operating range.

Keywords: structural dynamics, vibrations, turbomachinery, bladed disks, cyclic symmetry,
mistuning, model reduction, substructuring, superelements.

Résumé

Les disques aubagés, que I'on trouve dans les turbomachines, sont des structures complexes
dont le comportement vibratoire est généralement déterminé par ’exploitation de conditions
de symétrie dans leur configuration nominale. Cette symétrie disparait lorsque I’on assemble
plusieurs de ces disques pour former un rotor ou que ’on introduit une variabilité spatiale des
parametres mécaniques (on parle de désaccordage intentionnel ou non).
Le raffinement des maillages, nécessaire & une évaluation correcte de la répartition des contraintes,
conduirait & des modeles de rotor complet de taille prohibitive (plusieurs dizaines de millions de
degrés de liberté). L’objectif de cette these est donc I'introduction de méthodologies de réduction
qui par combinaison de calculs acceptables permettent d’étudier de fagon fine la dynamique
d’ensemble sur des modeles 3D fins multi-étages et potentiellement désaccordés.
L’étude des transformations de Fourier séparées des réponses de chaque étage permet, dans un
premier temps, de bien comprendre les effets de couplage inter-harmonique liés au couplage
inter-disque et au désaccordage. A partir de ce constat, une premiére méthode utilise les résultats
de calculs en symétrie cyclique et a secteur encastré pour construire un modele de secteur exact
pour certains modes dits cibles et de trés bonne qualité pour les autres modes. Cette méthode
est ensuite étendue au cas multi-étage en construisant des bases de réduction de secteur par
combinaison de solutions mono-harmoniques. Les illustrations montrent que la méthodologie
proposée permet le traitement de modeles de trés grande taille, tout en restant compatible avec
une grande richesse de post-traitements (calculs de modes, calculs de réponses forcées, analyses
de leur contenu harmonique spatial, répartition d’énergie et effets de localisation...).
La méthodologie est enfin étendue a la gestion de modeles paramétrés en vitesse de rotation.
L’enrichissement des ensembles de modes cibles par des calculs a trois vitesses permet ainsi une
reconstruction rapide de I’évolution des fréquences pour I’ensemble d’un intervalle.

Mots-clés : dynamique des structures, vibrations, turbomachines, disques aubagés, symétrie
cyclique, désaccordage, réduction de modele, sous-structuration, super-éléments.
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Introduction

General description of turbomachines

A gas turbine is a manufactured machine that exploits the mechanical work created by the
continuous combustion of an air/fuel mix [Rol 2005]. Air is swallowed at the intake of the engine
by the fan. In engines without bypass, all the air enters the core of the engine (Figs. 1c to e).
Otherwise, a fraction of the air flow bypasses the core of the engine (Fig. 1la and b). The core flow
passes through several stages of the low pressure compressor (LPC). On three-shaft engines, the
fan is the only stage of the LPC and the air subsequently goes through an intermediate pressure
compressor (IPC). This flow is compressed further in the high pressure compressor (HPC) before
it is mixed with fuel. This mix burns in the combustion chamber and hot gases are then expanded
in the high pressure turbine (HPT), the intermediate pressure turbine (IPT), if any, and the
low pressure turbine (LPT). Each compressor is driven by its own turbine stage(s) which gives
a control of its angular speed. From high to low angular speeds one finds the HPC/HPT, the
IPC/IPT, if any, and the LPC/LPT.

The power transmitted to the driving shafts is only a small fraction of the power produced
by the engine. The rest of this power is used for various applications:

 in aviation, it takes the form of
— a thrust that pushes the engine and the attached plane forward in turbofans with

either a high bypass (Fig. 1a) or low bypass (Fig. 1b) ratio and turbojets,

— a torque that drives a shaft attached to a propeller that produces thrust in turboprops
(Fig. 1c),

— a torque that drives both the main rotor, which produces lift and thrust, and the
auxiliary rotor, that ensures stability in helicopter turbines (Fig. 1d).

e in marine applications, it takes the form of a torque that drives either a propeller or a
water turbine,

Figure 1: A few gas turbines for various uses: (a) high bypass ratio turbofan, (b) low bypass
ratio turbofan, (c) turboprop, (d) helicopter turbine and (e) ground turbine



« in ground applications, it takes the form of a torque that drives a generator in power plants
(Fig. le), a gas/oil pump in pipeline applications or a power shaft in military vehicles.

For all applications, a turbomachine is made of a static casing attached to the vessel or
the ground inside which two or three shafts are rotating concentrically (see Fig. 2a), with
contra-rotation in some engines [Rol 2005]. In the engine displayed in Fig. 2a, the inner shaft
connects the fan and the LPC to the LPT. The outer shaft connects the HPC to the HPT. In
compressors and turbines, the air flows through interlaced rotor and cantilevered or mobile stator
vanes.

A compressor (resp. turbine) stage is made of a pair (rotor disk,stator disk). In a compressor,
the rotating blades impart energy to the air resulting in an increase in its static pressure. However,
this operation swirls the flow and the latter has to be deswirled by stator vanes so that it enters
straight into the following compressor or turbine stage. Variable inlet guide vanes and variable
stator guide vanes are used to control the airflow in the compressor. The pressure ratio of a
single stage is quite small, 1.2:1 — 1.3:1, but the high number of stages enables to reach an overall
ratio of 30:1 — 40:1 (see Fig. 2b). The inverse phenomenon occurs in a turbine stage since the
power is extracted from the air leading to a decrease in the static pressure. Note finally that the
bypass flow in a turbofan may contribute up to 70% of the net thrust [Rol 2005].

Compression C' i “I Expansi . Exhaust
40:1 ' ' 3000

£

& 30:1F o
@ 20007
= =
2 20:11 =
= =
A 1000 &
g 10:11 §
& =

0:1 0

(b)

Figure 2: (a) A high bypass turbofan (GP7200 — © Engine Alliance) and (b) variation of the
parameters across the engine

A rotor is made of a compressor drum connected to a turbine disk or a turbine drum. A

compressor drum is an assembly of bladed disks with commonly 3 to 12 stages. These disks are
bolted or welded together so that it forms a fairly stiff assembly. Seal annuli are machined in
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the inter-stage rims so that a sufficient tightness is ensured at the tip of the matching stator blades.

A compressor or turbine bladed disk is made of an inner cylindrical part (the disk) and an
outer bladed part. Different technologies exist:

e blades can be mounted on a disk machined from a separate cylinder of metal. Two
configurations exist: blades can be either axially mounted (first stages) or circumferentially
mounted (last stages). In both cases, securing devices ensure that the blades remain
safely mounted during operation. The advantage of such a configuration is that blades
can be individually chosen for a given reason (limit in the discrepancies due to machining
tolerances between adjacent blades) or individually replaced in case of failure. This also
allows the design of wide-chord hollow composite blades for the fan which are lighter than
their metallic counterpart but at least as resistant. In turbines, blades are micro-perforated
so that air supply can be used to cool them down, otherwise they would operate beyond
their melting point even with a thermal barrier coating. Finally, the friction interfaces
provide significant damping to the disks for energy dissipation. However, this solution is
relatively heavy due to the presence of the securing devices.

o integrally bladed disks (blisks) are machined from a single block of metal (Fig. 3). The
enormous advantage of this solution is that it provides lighter disks. It is however very
sensitive to the machining tolerances and discrepancies in the geometry from one blade to
another are unavoidable, especially because of tool wear during the machining process [Feiner
and Griffin 2004b]. Besides, these disks are very lightly damped which is a key issue in
vibration.

- 3
—_— ©8necma

Figure 3: Blisk in a GE90-115B

o integrally bladed rings (blings, currently in development) further reduce the overall weight
since the inner rim is replaced by a stiff ring. Blings would also be lightly damped by
construction.

Jet and helicopter engines have very specific design requirements. Since their overall mass
is a key parameter in the fuel consumption of the flying vehicle they are mounted on, their
components have to be as light as possible. This is why light material with high resistance
such as titanium alloys are employed for the cold parts. As the temperature increases in the
engine (see Fig. 2b), steel alloys coated with heat-resistant materials, such as ceramics, are used

3



especially in the turbine stages. Moreover, some parts are very slender which may make them
very soft and sensitive to the inertial loading.

Design constraints

The prediction of mechanical responses of bladed rotors requires a good knowledge of the
external loading to which they are subject. Details can be found in [Rol 2005, Srinivasan 1997,
Slater et al. 1999, Castanier and Pierre 2006]. The rotating parts have to withstand:

o static loads:

— inertial loads induced by the rotation of a heavy structure with a high angular speed
which tends to stiffen the structure as the rotation speed increases,

— loads due to a global thermal gradient between the turbine and the front stages of the
compressor (see Fig. 2b) and a local gradient from the blade to the inner rim of the
disk which tends to soften the structure as the temperature increases,

— weight and steady pressure loads that are typically negligible compared to thermal
and inertial loads;

e to which dynamic loads are superimposed:

— high aerodynamic forces (stationary or non-stationary),
— bearing loads and inter-stage loads,
— contact loads when a blade tip impacts the casing,

— impact loads if a foreign object goes through the air flow.

The aerodynamic forces are of specific interest since they are induced by the upstream and
downstream flow due to the presence of equally spaced obstacles such as the stator or nozzle guide
vanes. As a result, the aerodynamic loading is classically computed with a computational fluid
dynamics (CFD) code in cyclic symmetry. The amplitude of the excitation applied to a rotor
disk is distributed circumferentially according to a cosine pattern whose angular frequency 0 is
the number of obstacles right upstream to this disk. In the frame attached to the rotating disk, it
is a so-called backward-travelling engine order excitation whose frequency is an integer multiple
of the rotation speed since a blade sees & excitations per revolution [Lalanne and Touratier 2000].
One reports in a Campbell diagram the evolution of the eigenfrequencies with respect to the
angular speed Q) and the engine order lines, i.e. the straight lines w = Q. The abscissa where
two curves in these sets intersect defines a possible resonant speed. Otherwise, the distance
between the eigenfrequency curves and the engine order lines defines a frequency safety margin.
One contribution of the present study is to provide an accurate technique to build the Campbell
diagrams so that resonances can be tracked.

Therefore, one of the main causes of turbomachine failure is the individual blade failure
due to High-Cycle Fatigue (HCF). When a resonance occurs on a Campbell diagram, blades
withstand a certain number of cycles of alternate stresses (see small graph in Fig. 5). The length
of time needed to reach a high number of cycles depends on the resonance frequency, it can be
only a few seconds if this frequency is high enough. Fatigue theory predicts the maximum level
of dynamic stress op the blades can withstand during N, cycles when the static (or mean) stress
og is known. When the stress state can be considered uniaxial, the Haigh diagram gives the
safe region in which the integrity of the blades is certain, e.g. no less than 99.99% in a blade
population will survive. The boundary of the safe region is approximated by a certain number of
curves displayed in Fig. 5. A pair (og,0p) is attached to each operating point. For a given og,
the distance of op to the chosen boundary curve defines the stress safety margin. If the margin

4
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Figure 4: Campbell diagram with (— —) engine-order excitation lines

is zero or negative the blade geometry has to be updated so that it satisfies this constraint. The
key point in HCF analysis is to compute accurately both og and op. Multi-axial fatigue is
somewhat more complex since it involves the Von Mises or Tresca equivalent stresses in much
more complex criteria.

Soderberg
—Goodman
— Goodman corrected
—Gerber
Dietmann . o
% Oy Oy S

Figure 5: Haigh diagram with the approximate limit curves and safe areas (positive stresses only)
— 0g: static stress, op: dynamic stress, oy: yield stress, oy: ultimate stress and N.: number of
cycles

Damping also plays a key role in HCF. For low damping the amplitudes, hence the stresses,
are inversely proportional to damping. Thus special attention must be paid to this parameter for
integrally bladed disks since their structural damping is very low, in contrast with disks with
inserted blades that present a “natural” dissipation by friction at the contact interfaces [Petrov
and Ewins 2006]. In both cases, the overall damping is artificially increased by friction de-
vices commonly mounted at the root of the blades, under the platforms [Petrov 2007, Sever
et al. 2007], in grooves machined in the inter-stage rims of blisks [Laxalde et al. 2007b, Laxalde
et al. 2007c,Laxalde et al. 2008] or added as snubbers and shrouds located between half the length
(compressors) and the tip (turbines) of the aerofoils [Chen and Menq 2001,Petrov and Ewins 2005].
Visco-elastic materials and piezo-electric materials are also good candidates for future applications.



Other causes of failure are beyond the scope of this work. From [Rol 2005] one can cite for
the sake of completeness:

« rotating stall which occurs at low speed. Stall is a sudden decrease of the lift of the blade
when its critical angle of attack is exceeded. This phenomenon may arise due to an excessive
amplitude of vibration of the aerofoil which acts on the angle of attack. Part span stall
considers a few unconnected stall cells, full span stall considers a single cell spreading over
a wide area of the rotor. Rotating stall affects mostly the first stages in a compressor, it
gives rise to a flow that is circumferentially non-uniform and rotates at 20 to 50% of the
angular speed of the rotor.

e surge which occurs at higher speeds. Surge refers to the oscillation of the air flow in the
compressor between stalled and unstalled flow. The loss of pressure between the intake and
the outtake of the HP compressor may even lead to the forward ejection of the combustion
gases.

o flutter which also occurs at higher speeds, when the aerodynamic flow becomes unsteady.
Flutter is a self-excited oscillation at a frequency close to that of the blades. As a result,
blades may encounter increasing levels of stress resulting in their rapid failure [Srini-
vasan 1997]. Flutter may be seen as a negative damping since energy is continuously
provided to the blades by the means of the fluid-structure coupling terms. The instability
is set when the structural damping cannot compensate for this negative aerodynamic
damping.

o foreign object damage which occurs when either the low compressor blades are impacted
by a bird or a block of ice at takeoff or landing, or if a downstream blade is impacted by
debris of an upstream blade. Whatever the case, the metal pieces must be contained by
the casing. Fan blade-off and bird ingestion are two tests used in the certification process
of an engine.

As a conclusion, the different tasks required for failure analysis in an industrial design process
can be summarized in the flowchart of Fig. 6.

Motivations

The present study is only interested in the left-hand path of this flowchart. One thus needs to
accurately compute resonance frequencies for Campbell diagram margins and stress distributions
for fatigue predictions.

Current procedures use cyclic symmetry to predict responses of individual disks/stages.
To account for inter-disk coupling, axisymmetric models of the full rotor give access to static
deformations that are fairly accurate in the rims and can be used as enforced motion of a single
disk/stage. When computing modes, a single disk is however considered so that no inter-disk
coupling can be predicted.

In practice, newer designs with more flexible rims lead to cases where not all modes are
strongly confined to a single stage. One can thus have high responses on a stage due to excitation
on another. The ability to predict such coupling and the analysis of its occurrences on realistic
models is the first motivation for the present work. Such computations cannot be performed
using standard cyclic symmetry since the number of blades in each stage is typically different.
A first contribution of the present work is therefore to present a consistent way to perform
Fourier decompositions of the responses independently for each stage. The idea of computing
spatially mono-harmonic responses [Laxalde et al. 2007a] then appears as a simple extension of
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Figure 6: Flowchart of the structural design process

cyclic symmetry to multi-stage applications. There are however underlying assumptions that are
detailed further.

When considering meshes that are sufficiently refined for fatigue analysis, the sector mesh
typically uses 10° — 10 degrees of freedom (DOF). Without cyclic symmetry, a full rotor
model would use many millions of DOF for highly connected volume models. The perspective to
practically run such models is very remote. A second contribution is consequently the introduction
of a reduction methodology leading to accurate predictions of the full order 3D model of the full
rotor by combining the results of a series of problems that can currently be solved.

In classical Component Mode Synthesis (CMS) methods, components are assumed to be
reduced independently. This leads to a reduction as a series of decoupled problems but also
induces a loss of accuracy. A first change proposed here is to use target mono-harmonic solutions
as initial Ritz vectors for the reduction.

In mono-disk analyses, this enables exact tuned responses for retained modes and very
accurate predictions of all modes for both tuned and mistuned applications. The ability to select
target modes is seen as a very useful advance for industrial applications, where the target loads
are typically known.

A second change is to consider disjoint models connected by an interface without internal
DOF. This change of perspective significantly facilitates the expression of coupled responses.
For multi-stage rotors, mono-harmonic rotor modes are thus combined to lead to reduced sector
models that are independent for each stage. The methodology is shown to be practical for both
academic test cases and an industrial rotor model, with second order tetralO elements and a
total of 22 million nodes.



Beyond the results needed to demonstrate the accuracy of the proposed methods, the focus
is set on the needs for a detailed methodology to apply such methods to large scale industrial
models. In particular, specific post-processing procedures have been set up to handle recoveries
of the modeshapes to various post-processing meshes.

The last contribution is linked to the ability to rapidly predict frequencies at multiple rotation
speeds. In applications with slender parts, the geometrical stiffening linked to pre-stress can
induce significant frequency shifts and modeshape changes as speed varies. A multi-model
reduction approach is thus introduced to allow very accurate predictions of modes and frequencies
as a function of rotation speed based on computations at only a few speeds.

Manuscript Outline

The nominal geometry of a bladed disk presents a very convenient property of geometrical
periodicity called cyclic symmetry, where the full geometry derives from that of a single angular
sector. This condition is sufficient to treat the mechanical problems in the framework of the
spatial Discrete Fourier Transform (DFT). Chapter 1 presents the theoretical results associated
with such a treatment and focuses on the convenience of the DFT when seen as a matrix
transformation in all the proposed applications. When further restricting the problem to the
tuned case where the mechanical properties (mass, stiffness, damping,...) are identical from
a sector to another, one demonstrates the classical result that the full matrix problem, once
projected, can be subdivided into independent sub-problems attached to the involved Fourier
harmonics of the transform of displacements and external forces. A classical consequence of this
transformation is that tuned bladed disks have spatially mono-harmonic modeshapes. When the
properties are not periodic, the disk is said to be mistuned. The Fourier harmonics are shown to
be coupled leading to modeshapes with a rich spatial harmonic content.

Rotors are then introduced as assemblies of cyclically symmetric disks. Except in very particular
cases, the resulting structure does not belong to any group of symmetry so that the finite element
matrices of the rotor do not present any symmetry. Considering that the geometry of each disk
is periodic, Fourier transforms of the associated DOF can be performed leading to decoupled
problems for each disk coupled by a fully populated interface matrix that describes the energy of
the rim connecting the disks. Ignoring inter-harmonic coupling at the interface, leads to families
of mono-harmonic rotor problems which can be solved for eigenvalues. The validity of the assump-
tion that inter-harmonic coupling can be neglected is a key issue addressed in the following chapter.

Chapter 2 enters into the details of the two proposed reduction techniques suited to the study
of single- and multi-stage bladed rotors. The two methods rely on the same type of substructuring:
each disk is subdivided into sectors to which superelements are attached. The kinematic subspace
in which the motion of the superelement is sought is spanned by a set of vectors that arises from
the transformation of spatially mono-harmonic eigenmodes (resp. eigensolutions) computed with
the single stage (resp. multi-stage) cyclic symmetry approach plus sector modes with inter-sector
(resp. inter-sector/inter-disk) interfaces fixed. The resulting reduced model converges towards
the true motion of the structure with an accuracy controlled by the initial set of target vectors.
The multi-stage methodology is fully developed allowing predictions of modes and forced re-
sponses, full and partial recovery of solutions. This is used to discuss issues in the possible
applications. Restitution to display meshes enables a straightforward check of the deformed
shapes or general forced response computations. Restitution to partial meshes is used for stress
analysis. Direct processing of the reduced model generalized DOF is used to analyze harmonic
content and disk contributions.

Finally, Chap. 3 presents the multi-model reduction technique to compute the response of
a rotating structure for a range of rotation speeds. The first part of this chapter paves the
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way for the approximation of the stiffness matrix by a matrix polynomial by recalling how the
elastic stiffness is supplemented with centrifugal and geometric terms as the rotation speed
increases. It is then shown that three sets of exact solutions computed at target rotation speeds
are sufficient to accurately represent modes and frequencies at all intermediate values. A typical
application is presented where a subspace spanned by the target vectors is used as the input
of a subsequent reduction process. It leads to well-conditioned problems with the help from
the same orthogonalization procedures developed in the previous chapter. The accuracy of the
multi-model approach is demonstrated for two different reductions techniques. These examples
provide the occasion to describe the associated methodology.
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The present chapter proposes a unified presentation of cyclic symmetry for single disks and
multi-stage assemblies. The base assumption is that the geometry is rotationally periodic. In
other words, each stage can be divided into angular sectors that are generated by successive
rotations of the initial (or generating) sector. Under this assumption, one can perform spatial
Discrete Fourier Transforms on the equations, which lead to simplifications detailed in the chapter.
Since the geometry is periodic, one can define series of displacements at nodes corresponding to
the periodicity. Rather than using the series of physical DOF, one can use the coefficients of its
Discrete Fourier transform [Ewins 1973, Henry and Ferraris 1984, Ohayon and Soize 1998]. This
transform is described in certain papers as a Floquet expansion [Touratier 1986, Lalanne and
Touratier 2000] or a result of the finite group theory [Capiez-Lernout 2004], but it is basically
the same theory.

Sectors are first assumed to share the same set of mechanical properties so that the resulting
structure is said to be tuned. In that case, thanks to the uncoupling of the Fourier harmonics,
the model equations are decoupled by block and can be related to a matrix problem that involves
a one- or two-sector approach with the proper inter-sector dephasing conditions [Thomas 1974,
Thomas 1979,Henry and Ferraris 1984, Jacquet-Richardet et al. 1996, Yang and Griffin 1997, Capiez-
Lernout 2004, Chatelet et al. 2005]. Such a decomposition is commonly found in industrial
codes [MSC 2005, Nicolas et al. 2006, SAM 2006].

Section 1.1 recalls this classical theory with a particular matrix formulation suited to the
later study of multi-stage assemblies of bladed disks. Extensions not considered here are meth-
ods that involve Lagrange multipliers [Irwanto et al. 2001] or methods with non-linear effects
(shrouds, snubbers, friction dampers...) [Chen and Menq 2001, Petrov and Ewins 2005, Nikolic
et al. 2007, Petrov 2007, Sever et al. 2007, Laxalde et al. 2007b, Laxalde et al. 2007¢c, Petrov 2008].

In Sec. 1.2, one is interested in mistuned structures, that is to say structures whose mechanical
properties vary from a sector to another. In this case, it is no longer possible to decouple the
Fourier harmonics and full finite element models are required, except for very specific mistuning
configurations described in that section. Mistuning corresponding to changes in geometry is not
considered since the assumption of geometric periodicity is not verified.

Section 1.3 addresses multi-stage assemblies of tuned bladed disks. The main part of this
section is devoted to disks connected with a volumic ring that concentrates all the asymmetry
of the system. The concept of Multi-Stage Cyclic Symmetry (MSCS) introduced in [Laxalde
et al. 2006, Laxalde et al. 2007a] is recalled in that specific framework. It allows to define
mono-harmonic eigensolutions (by analogy to the mono-harmonic modes of a single tuned disk)
computed from a matrix problem that is similar to that used for a single structure. Such
eigensolutions, if they are not eigenmodes, are however good approximations of them.

1.1 Fourier Decomposition on a single periodic geometry

1.1.1 Fourier transform of fields

A structure is said to present cyclic symmetry when it is composed of Ny geometrically
identical angular sectors, numbered from 0 to Ns; — 1, that are generated by rotations of a
reference sector S° whose angular aperture is o« = 271/N, such as that of Fig. 1.1. One insists
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that the only requirement of this section is that sectors are geometrically identical even though

they may have different mechanical properties. x° stands for the position of any point in sector
SO,

Figure 1.1: Sample bladed disk

Let 0 stand for the rotation of angle « around axis Oe,. The application of successive
rotations 8% for s in [0, Ny — 1] to x then generates a series (x°), s in [0, Ny — 1], such that
x® belongs to sector S°. The values of any field v defined on the full set of points (x*) form a
finite series (v(x®)). As described in Appendix B.1, one can compute the unitary discrete Fourier
transform of each component of this field, thus leading to the unitary discrete Fourier transform
of the full field which is given by

) = A S v,
VA S (1.1)
o 0 1 N S s
Vi, (%) = v(x®) (=1)%,

and other harmonics are such that V6 € [1, Ny/2 — 1],

Ns—1
2

VR &

s

Vs(x") = v(x®) (cos(sd ) +1 sin(sdx)). (1.2)

The fields v5(x") are called the Fourier harmonics, they are associated with a Fourier harmonic
coefficient 5. The series (v(x®)) is recovered by the unitary inverse Fourier transform, Vs €
[[07 Ns - 1ﬂ7

1 T
) = Vo(x° — (Re(v5(x%)) cos(s — Im(95(x")) sin(s
V() = Sl )+621\/;8<R(5< ) els 8o ~ I sntso)
(=1)° o
—i—mv%(xo).

For any s in [0, Ny —1], v(x®) is a sum of the Fourier harmonics ¥5(x”) multiplied by a dephasing
factor that depends on the value of the Fourier coefficient & and the sector number s. In other
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words, two adjacent sectors vibrate with an angular phase difference of § « [Srinivasan 1997, Pierre
and Murthy 2002].

Notice that this transform can be applied to any field defined on the geometrically repetitive
structure, including pressure, load, displacement, stresses, strains...

In the following, the matrix representation introduced in Appendix B.1.4 for scalar functions
will be preferably used. It concerns the coordinates of v taken separately. If one defines a vector
{v} that contains all the terms in the series (v(x*)) and a vector {V} that contains all the Fourier
harmonics, that is to say if they are such that

M= { v v e v

{‘A’}T={‘A’0(X0) -+ Re (%(XO)) Im(%(xo)) {,%(XO) } (1.4)

The unitary discrete Fourier transform of {v} is then given by

=127 {v}, (1.5)

and the unitary inverse discrete Fourier transform of {v} is

{v}=1[E] {v}. (1.6)
[E] is the unitary Fourier matrix defined in Appendix B.1.4 whose expression is recalled here

1 ... \/2 0 1 ]

5

[F] 1 1 \/5(3013.(560() - 28#1(850() (—.1)3 . (L7

_i ﬁcos((Ns—l)éa) —ﬂsin((Ns—l)éa) (71)'Ns—1

In the rest of this chapter, [E®] stands for the block-row in [E] that corresponds to sector S*
and [FEs| stands for the block-column in [F] that corresponds to Fourier harmonic coefficient 5.

1.1.2 Fourier transform of discretized fields

In finite element formulations (Ritz-Galerkin procedure), the continuous field v is discretized
which leads to a physical vector of degrees of freedom (DOF) on the full structure. Since it is
assumed that the geometry is rotationally periodic, one can group DOF as a series of vectors
{v®} defined on a sector S°. Therefore, it becomes possible to compute the Fourier transform
of the series of values at each DOF image of its counterpart in the generating sector. Let {v}
be such that {v}" = { v* o' ... oN~1 } It has the same discrete Fourier transform as the
continuous field v which is

{0} = [E ® Iyo] {v}, (1.8)

where N is the number of DOF of sector S” and {9} is the harmonic DOF vector that can be
defined such that

07 = { %o Re(d) Im(1) --- Re (a&_l) Im (@_1) D }
2 2 2
{v} can be recovered with the help from the inverse discrete Fourier transform
{v} = [E ®© Ino] {0} (1.9)

Notice that, at this point, the physical discretized field defined on two adjacent sectors {v*} and
{v5*1} are assumed disjoint. The continuity conditions are discussed in Sec. 1.1.4.
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1.1.3 Fourier transform of matrices

The Fourier transform of a field, either continuous or discretized, only requires a periodic dis-
tribution of points. This section aims to examine the transformation of the matrix representation
of the operators that act on these fields.

Let [A®] be any finite element matrix associated with sector S®. Matrix [A] results from the
assembly of the sector matrices (recall that sector are still assumed disjoint)

[ A0 ... 0o ... 0 ]
[A4] = o --- A% .- 0 . (1.10)
0 - 0 - ANS—I_

In this section, one assumes that all sectors share exactly the same set of mechanical properties:
the bladed disk is said to be tuned. In that particular case, matrix [A] derives from matrix [AY]
associated with sector S® so that

[A] = [In, ® A°]. (1.11)
The congruent transformation of matrix [A] is then

[A] = [ET ® Ino]| [In, ® A°] [E ® Ino]
=B E] ® [A"]

[ A° 0 - 0 0 ]
0 A% ... 0 0O (1.12)
0 0 --- A 0

| 0 0 -~ 0 AY |

The blocks associated with harmonic coefficients § = 0 and & = N;/2 are simply [A"]. The blocks
associated with the other harmonic coefficients are

A% 0
0 A" |’

where the rows correspond to the real and the imaginary parts of the corresponding harmonic
respectively.

To illustrate this, Fig. 1.2 describes a very simple lumped model that represents a single

tuned disk. The initial sector is composed of several degrees of freedom. Its mass is concentrated
at the first DOF and its first spring is two times stiffer than the others.

_\-.. : 2 kd kd C\ kd c 2kd kd :\
2 2 b A i b A
9 q, q; Ay, q, qQ; Qs

Figure 1.2: Lumped model of a single tuned disk
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If one considers a disk with 12 sectors and 4 springs per sector, the mass and stiffness matrices
of its initial sector are

m 0 0 0 0
0 0000
[M°]=| 0 0 00 O |,
0 0000
0 0000
- (1.13)
2kg —2kg 0 0 0
—2kg 3ky —kg O 0
[K"] = 0 —kqg 2ks —kqg O
0 0 —kq 2kq —kq
0 0 0 —kq kg

Figure 1.3 shows the projected mass and stiffness matrices [ET ® Iyo]| [Ins @ M°] [E ® Iyo]
and [ET @ Ino| [Ins ® K°] [E ® Iyo]. The block-rows and block-columns correspond to the
Fourier harmonics. For the sake of readability and further analyses, the color associated with
a given harmonic & starts at the block indexed by 86 and spreads towards the rows and the

columns whose harmonic & is such that & < 8. These projected matrices have exactly the shape
described by Eqn. (1.12).

Bl 5=0
Bl =1
B 5=2
. /3 6=3
. 3 =4
1 &=5
] =6

M1 K1
Figure 1.3: Projected matrices of a single tuned lumped disk with 12 sectors
The property exhibited in this section is very important since it states that if the parameters
that drive the mechanical behaviour are identical from a sector to another, the matrices do not

couple the Fourier harmonics to each other. It is equivalent to saying that subsequent harmonic
coupling can be observed due to changes in the skeleton of the finite element matrices.

1.1.4 Continuity conditions between sectors
Let us consider that each sector S° can be decomposed into a complementary domain S and

two matching right and left surfaces Z;7 and Z; so that for any x; on Z;}, xj = 0(x}) is on 7}, as
displayed in Fig. 1.4.

An arbitrary field v defined on the full structure satisfies the inter-sector continuity conditions
between sectors S® and S**! that are

xi =" = 0 (x2) = v(x}) = V() = 8 (v(x})). (1.14)
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Figure 1.4: Sub-domains of sector &*

In the case when the field v is the displacement (resp. the load), a set of linear constraints
associated with the interface DOF [Balmes 1996¢] are given by the right and left observation
equations which for compatible meshes give a discrete representation of u(x?) (resp. f(x7)) on
77 and 0 (u(x;)) (resp. 0 (f(x;))) on Z; such that

u(x;) = {¢;} = [e]{¢’},
6 (u(x)) = {q'} = [a]{¢"}.

The rotation 0 is included in [¢;] so that the displacement is written in a basis coherent with the
motion at the interfaces. If they are regularly meshed, the observation matrices are the same for
all sectors. Thus, the discrete form of Eqn. (1.14) is given by

[e] {a°} = [e] {a"*'} = {0} (1.16)

The constraint equation between right and left interfaces can be obtained in two ways:

(1.15)

(i.) since the Fourier harmonics are given by the discrete form of Eqns. (1.1) and (1.2), the
restriction of the harmonics to each inter-sector interface can be computed which leads to
Vb € [0, Ns/2],
g Nel

[Cl] {21\6} = \/WS 2 [Cl] {qS} 67135“
2

9 Nt . :
_ (\/ﬁ Z [CT] {qs—i-l} 6—1(34—1)50() elda

which finally leads to Vo € [0, Ny/2],
[er — ¢ €°%] {Gs} = {0}, (1.17)
or equivalently to Vb € [0, N,/2],

[er — i e {5} = {0} (1.18)
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(ii.)

Once more, the harmonics are found to be uncoupled and a single constraint equation can
be written separately for each harmonic such that

[co] {q0} = {0},
~ Re (q5)
@] { m () }: {0}, (1.19)
[ex: 1{gn. } = {0}

If one gathers the harmonics into the harmonic DOF vector, the global constraint equation
is expressed as

le] {q} = {0}, (1.20)

which is exactly

[ - - 0 0 0 1( @ ) 0)
0 ¢ — cos(d ) ¢r sin(d «) ¢, 0 ) Re (g5) [ _ ) 0 L (1.21)
0 -+ —sin(6a)e, ¢ —cos(da)c, - 0 Im(@@) ()0 [ )
0 - 0 0 o =(a+e) | Qn. 0

more generally, if the continuity condition described by Eqn. (1.16) is assembled on the
full disk, this results in

[c] {a} = {0}, (1.22)

where
q —-c¢ 0 - 0
0 cq —¢ - 0
=1 . . . . | (1.23)
_cr 0 O “ s Cl

The substitution of the physical DOF vector {¢} by its Fourier decomposition given in
Eqn. (1.9) is

lc] [E ® Ino] {g} = {0}. (1.24)
It requires the computation of the product [c| [E ® Iyo], given by

[ [E @ Iyl = | 7 e el

¢ — ¢ cos(d ) ¢ sin(d o)
—cp sin(d ) ¢ — ¢ cos(d )

7 [cos(s & &) — sin(s & ®)] [ (1.25)

(:/jlvl: [a+ c] ] ® [Ino]-

Equation (1.24) describes a system of linear equations where each line s, numbered from
0 to Ns — 1, refers to sector S°. At first glance, it seems that the harmonics are coupled
together. Nevertheless, thanks to Eqn. (1.25) and invoking the orthogonality of the cosine
and sine functions (see Eqn. (B.19)), the lines can be properly summed to make the coupling
between harmonics disappear:

e the sum of all the lines multiplied by 1 leads to
vV Ns a1 — ¢ ] {q} = {0}. (1.26)
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o the sum of all the lines multiplied by cos(s 6 «) — sin(s d «) leads to

VéE[[l,Ns/2_1]7
VIR [ etse) s Ty gy

—c¢p sin(da) ¢ — ¢ cos(d o

(1.27)

A equivalent form of the latter can be exhibited since

¢ — ¢ cos(d ) ¢ sin(d «) | cos(bx) sin(dw) ¢ — ¢ cos(b ) ¢ sin(d )
—crsin(da) ¢ —cpcos(da) | | —sin(da) cos(b ) —¢ sin(da) ¢ — ¢ cos(d )

o the sum of all the lines multiplied by (—1)* leads to

VN, e+ ] {ax | = {0}, (1.28)

As described in this section, the inter-sector continuity conditions do not combine harmonics
together. They have to be added to the mechanical problem so that the vibration problem can
be formulated for a single geometrically periodic structure.

1.1.5 Response of a tuned disk to external excitations

Let {¢} be the discrete displacement, {f} the discrete external forcing and [Z] the dynamic
stiffness of a tuned bladed disk D with N, blades. In the undamped case, [Z] = [K — w? M].
The problem on the full disk is

[2] {¢} = {/} (1.29)
In this section, all sectors are assumed to have the same mechanical properties, thus [Z] is
obtained by [Iy, ® Z°] with [Z°] being the dynamic stiffness of sector SO (see Sec. 1.1.3)

Two harmonic DOF vectors {¢} and {f} are associated with {¢} and {f} respectively when
their Fourier transform is performed as described by Eqn. (1.8). Equation (1.29) is then turned
into

2] {4} = {F}, (1.30)
which is exactly
A 0 0 07 ( @ ([ fo )
; 2 0 0 | | Re(@) Re(/y)
0 0 2 0 | ™M@ (T) m(f) [ 30
| 0 - 0 0 .- Z0 1 L A% ) f% )

Inter-sector continuity is added to Eqn. (1.31) so that the full mechanical problem of Eqn. (1.30)
can be decomposed into a class of parametrized problems that allow to compute the individual
responses of the Fourier harmonics such that:

o if =0, {Go} is real and satisfies

[2°] {ao} = {Fo},

- (1.32)
[er = er] {Go} = {0}
o if 8 # 0and d # Ny/2, {¢5} is complex and satisfies
[ZO 0]{Re(’j5}: Re(fs)
0 2 s m(fs) | (1.33)

q

5

(=g}

(@s)
Im (gs)
[ ¢ — ¢ cos(d o) ¢ sin(d «) ] { Re (gs)

—cr sin(d o) ¢ — ¢ cos(d ) Im (g5)

=1
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o if & = Ng/2, {Gn.} is real and satisfies
2

[2°) {a } = (P},

(1.34)

[+ e] {n. } = {0}
When all the individual responses have been computed, the full response is obtained by Fourier
synthesis thanks to Eqn. (1.9).

The eigenmodes of the tuned disk are computed by imposing a zero forcing. It is equivalent to
impose {ﬁg} = {0} for any value of 4. A consequence of this is that the eigenmodes of a tuned disk
are strictly mono-harmonic and are fully determined by the resolution of the individual problems
described in Eqns. (1.32), (1.33) and (1.34) without the right-hand terms. The modeshapes are
then restored separately on the full disk according to the harmonic coefficient by

{¢} = [Eo ® Iyo] {q0} if 6 =0,
(g} = [Fy. @ Io| {an} 5= N,2, (135)
{¢} = [Es ® Iyo] { iﬁgqﬁ;; } otherwise.

It is classical to plot the eigenfrequencies of a tuned disk with respect to the Fourier harmonic
coefficient 9, as it is done in Fig. 1.5 for a sample disk with 23 sectors whose geometry is similar
to that of Fig. 1.1.
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Figure 1.5: Eigenfrequencies vs. Fourier harmonic coefficients for a sample disk with 23 blades:
(M) disk-dominated motion and (M) blade-dominated motion with (—) the corresponding
accumulation frequencies and modeshapes

This graph can be divided into two regions:

(i.) modes that correspond to disk-dominated motion, for which the sector to sector coupling
ratio is high enough so that the strain energy spreads over the blades and the disk. Many
papers cite curve veering [Yang and Griffin 2001, Judge et al. 2001, Bladh et al. 2002, Baik
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et al. 2004, Kenyon et al. 2005] to describe the behaviour of the frequencies associated
with two different families of modes that tend to come close to each other. However,
frequency veering is associated with frequencies that vary with respect to a continuous
parameter [Balmes 1993], which is not the case for 6. Nevertheless, it is possible to use
continuation techniques to zoom into some regions of assumed veering and to compute the
radius of curvature of the continuous lines in the veering region to give an indication of
blade-to-disk coupling ratio [Bladh et al. 2002, Baik et al. 2004].

(ii.) modes that correspond to blade-dominated motion, for which the sector to sector coupling
ratio is relatively low, which tends to confine the strain energy to the blades [Ewins 1973,
Bladh et al. 2002, Castanier and Pierre 2006]. This phenomenon can be seen as the
transformation of backward- and forward-travelling waves reflecting at the inter-sector
interfaces into standing waves [Touratier 1986, Castanier and Pierre 2006]. Eigenfrequencies
are distributed over horizontal lines whose asymptotes are given by the eigenvalues of the
initial sector S” when its right and left interfaces Z? and I} are assumed fixed. As a result,
in a narrow frequency band whose upper limit is a “blade frequency” (more precisely, the
frequency of such a fixed interface mode), there may be numerous modes corresponding to
moderate to high Fourier harmonic coefficients. These regions where the modal density is
high are referred to as accumulation bands, thus the frequencies of fixed interfaces modes
are also often called accumulation frequencies. The families of modes are named after
the blade modeshape associated with the accumulation with the pattern «Ty[3 where
Ty describes the modeshape (F: flapwise bending, T: torsion, M: in-plane bending, E
extension-compression and S: stripwise bending), « is the order of appearance in the family
type which is the number of the main nodal lines (along the blade leading or trailing edge
for F and along the blade tip edge for T and S, or orthogonal to the blade mean plane for
M) and B is the number of the secondary nodal lines (along the blade leading or trailing
edge, for S only). Note that all these shapes may not be observable depending on the
geometry of the blade.

Such a figure provides very interesting information about why this decomposition presents
a very significant gain in terms of numerical resolution. Indeed, it can be seen that the modal
density is very high in certain frequency bands, in particular in the vicinity of the accumulation
frequencies. As a result, considering one Fourier coefficient 6 at a time leads to frequencies that
are well separated (although they come in pairs for & # 0 and & # N,/2) which alleviates the
convergence problems in the subspace iteration algorithms (e.g. Lanczos) used to solve the full
finite element problem [Yang and Griffin 1997].

When it comes to compute the response to an external excitation, the procedure consists
in a decomposition of the load into its Fourier harmonics, the resolution of as many sub-
problems as there exist such harmonics and the synthesis of the response from the harmonics
of the displacement. For a mono-harmonic excitation, only the corresponding harmonic in
the displacement will contribute to the response as displayed in Fig. 1.6 where a stationary
external load with 6 = 2 is applied to a stationary bladed disk. Note that the two peaks are
indistinguishable.

Remark: engine orders

The harmonic coefficients exhibited by the Fourier transform of the forcing excitation
are commonly called “engine orders”. These excitations are generally stationary, whereas
the disk is rotating. In the rotating frame, the disk sees them as backward-travelling
waves. If a mono-harmonic external load is applied with a harmonic 8, a given point
on the disk will experience 6 times the same forcing function per revolution of the disk,
hence an excitation frequency of w = & Q/(2m) (if the rotation speed Q is expressed in
rad.s~1).
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Specific cases are:
o inertia (& = 0),
o gravity (6 =1),

o single harmonic excitations due to the steady flow passing the upstream nozzle
guide vanes (so-called engine order excitation with a unique §),

o single point excitations (Dirac’s comb).
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Figure 1.6: Response of a sample disk with 23 blades to an excitation with 6 = 2: (a) full
response with (— —) observed resonances and (b) zoom to peaks 1M with (---) the frequencies of
all the modes in that band
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1.1.6 Constraint elimination

When a constraint equation similar to Eqn. (1.22) is present in parallel to a dynamical
equation like Eqn. (1.29), it states that some DOF are either imposed (single point constraints)
or redundant (multi-point constraints). In this case, there is a need for DOF elimination. To do
so, one builds the kinematically admissible subspace which is the kernel of the operator whose
[c] is the matrix representation. This leads to a set of vectors [Tke,| that spans this kernel. The
problem to be solved is then

(2] {q@} = {F}, (1.36)

with

[Txer] = span (ker([c])) ,
{Q} = [TKer] {(j},
[Z] = [Tger ZTKGT] )

{f} = kel {1}

(1.37)

In the case of a tuned disk and due to the particular forms of matrices [Z] and [¢] (hence
[Tker]), the elimination process does not alter the particular form of the projected matrix
[ET @ Ig0] [Z][E ® I ~o], where N is the number of unconstrained DOF in sector S. If one
defines [Ts] as the vectors than span the kernel of [¢5] present in Eqn. (1.19), the matrix with
eliminated DOF is projected such that

[ fOTZOfO 0 0 T
T 5 rall Z° 0 T
[E® Iy [Z] [E® Iz = 0 T | g g0 | T 0 . (1.38)
0 0 AL
L 2 2

A conclusion to be drawn from this equation is that if the constraint equation (1.22) is spatially
periodic, the elimination process does not combine Fourier harmonics. Note that Eqn. (1.38)
could have been obtained by performing separately the elimination of the constraints related to
each harmonic in the projected matrices [Zs] in Eqns. (1.31).

This result has many important implications when a more global constraint equation is con-
sidered, especially when it includes not only the inter-sector continuity but also other conditions
such as single point constraints or multi-point constraints that can be non-cyclic.

The lumped model described by Fig. 1.2 is used as an illustration. After the assembly of
the sector matrices given by Eqn. (1.13) and after the elimination of the redundant left and
right interface DOF, the resulting mass and stiffness matrices [M] and [K] are projected onto
[E ® 1 NO] and plotted in Fig. 1.7. These matrices are indeed block-diagonal and their shape is
exactly that described by Eqn. (1.38), even if the diagonal blocks are no longer identical, as they

were in Fig. 1.3.
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Figure 1.7: Projected matrices [M] and [K] of a single tuned lumped disk with 12 sectors after
elimination of the inter-sector continuity conditions

1.1.7 Norms of the discretized fields

In structural dynamics, some norms are of common use (for details, see Appendix C). If [A]
is a square matrix that is symmetric, positive and definite (resp. semi-definite), an inner product
(resp. a semi-inner product) denoted (., .), can be defined such that

V({g},{p}) e RV xRY, (q,p), = {a}" [A] {p}. (1.39)

This allows to define a norm (resp. a semi-norm) denoted ||.|| ,, which is given by

Vig) e RY, |lall4 = ({a}' [A] {a})2. (1.40)

Some choices for [A] exhibit the most commonly used norms and (semi-)inner products:

(i.) if [A] = [M], since the mass matrix is definite, (., .),, is an inner product and ||.||,, is a
norm, called the norm in kinetic energy. The amount of kinetic energy that lies in the

structure is given by

1
V{g} e RN, Wir = < lldll3

2 (1.41)
{g} " [M] {q} .

1
2
(ii.) if [A] = [K], since the stiffness matrix is semi-definite, (., .), is a semi-inner product
and ||.||; is a semi-norm, called the semi-norm in strain energy. The fact that there is no
separation condition for a semi-norm, in other words that ||g||, = 0 does not necessarily
mean that {¢} = {0}, has a physical meaning here: since any DOF vector describing a
rigid body motion belongs the kernel of [K], its norm in strain energy is zero, whereas it is

obvious that it corresponds to a non-zero displacement. The amount of strain energy that
lies in the structure is given by

W} e RY, Wi = 5 lall
(1.42)

== {q}" [K] {q}.

(iii.) if [A] = [I], since the identity matrix is definite, {., .); is an inner product and ||.||; is
a norm, called the Euclidean norm (or canonical norm). Notations {., .), and ||.||, are
preferably employed.

(iv.) a slightly different norm is also employed. The infinity-norm of RY is defined such that

V{a} e RY, |lgll = max({q}). (1.43)
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Particular attention must be paid to the fact that all components must be of the same
nature (translation or rotations) to allow comparisons in amplitude. Thus, it is mostly
used in generalized modal analysis, where generalized DOF are often similar quantities,
and in algorithms of optimal sensor placement with a single class of sensors [Balmes 2005].

Equation. (B.22) provides an interesting way to explicit the inner products and norm defined
in Eqns. (1.39) and (1.40) in the case of tuned cyclic symmetric structures, that is to say where
[A] is derived from [A"] such that [A] = [In, @ A°|. The inner product of two vectors {¢} and
{p} of RV is

. ma=1{a}" [A{g}

R - R (1.44)
= {3} [E @ Ino] [In, ® A°] [E ® Ino] {3}
Thanks to Eqn. (B.22), the latter equation becomes
s g
@, P)a =<0, Poyso + 52 ((Re (gs) » Re (Ps)) a0 + Im (@) , Tm (D5)) 40) (1.45)
—1 :
# (g P )
The norm of any vector {g} is consequently
Mg
lalla = ol Lo + Y5 (IRe (@s)llao + 1m0 @)l ao) + [ |, - (1.46)
o=1

Equation (1.46) is nothing else but Parseval’s theorem relative to the inner product (., .), (see
Appendix B.1.3). Recall that [E] is a unitary matrix, therefore it preserves the inner products,
hence the norms.

This result is fundamental since the total energy can be recovered by summing the energy
associated with each Fourier harmonic, with a coefficient equal to 1 thanks to the unitary Fourier
transform but with distinct contributions of the real and imaginary parts. Conversely, the
fraction of strain energy associated with each Fourier harmonic can be computed.

Another consequence of this is a new definition of the Modal Assurance Criterion (MAC) to
check the orthogonality of complex mono-harmonic vectors after they have been computed by
the means of Eqns. (1.32) to (1.34). If {gs} and {ps} are two such vectors, this definition is

[(Re (@) , Re (§s)) 40 + I () , Tm (Ps)) 40
(IRe (g5)] 40 + [1Tm (@s) || 40) ([[Re (Ps)l] 40 + [[Tm (Ps)] 40)

This updated definition enables an auto-MAC where each vector in a pair of complex conjugate
shapes is matched with itself only and not also to the other vector in the pair.

MAC 10(gs,Ds) = (1.47)

1.1.8 Comments on the methodological aspects

This section can be summarized by the flowchart in Fig. 1.8.

1.2 Mistuning

Sec. 1.1 describes the case of a geometrically periodic structure whose mechanical properties
are identical from one bladed sector to another. Such a property is very convenient since it allows
to decompose the finite element problem expressed for the whole structure into independent
sub-problems driven by the Fourier harmonic coefficient 6. The question is then to know what
happens when this assumption fails, in other words when the disk is said to be mistuned.
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C Sector models )

Build the disk model
from sector models
fe_cyclicb(’DiskFromSector’,...)

Assemble sector matrices
fe_cyclicb(’ShaftSEAssemble’,...)

Decompose load into mono-harmonic shapes
fe_cyclicb(’fourier’,...)

Compute mono-harmonic modes
matching the load
fe_cyclicb(’ShaftTEig’,...)

Modal synthesis
nor2xf(...)

Post-processing:
partial or full recovery of the sum of the
individual mono-harmonic responses
modeshapes (motion, energies, stresses)
fesuper(’SeBuildSel’,...)
fesuper(’SeDef’,...)

Loop on configurations Loop on load conditions
(operating point,
boundary conditions,...)

( End of analysis )

Figure 1.8: Flowchart of a typical mono-disk analysis within SDT

1.2.1 Characteristics of mistuning

Indeed, any geometrically periodic structure is said to be mistuned when there exists discrep-
ancies in the geometry or in the mechanical properties from a bladed sector to another. In fact,
two different words exist, detuning and mistuning, related to the fact that this phenomenon is
intentional or unintentional, respectively. Therefore, detuning can result in manageable patterns
of varying parameters (sines, alternations of two types of blades...) whereas mistuning is generally
considered as a random phenomenon due to its origins (that remain not well known). Numerous
studies on this subject exist in the literature, only the most significant ones are cited here.

A set of parameters whose spatial variations have a significant impact on the behaviour of
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the nominally tuned structure was identified from various lumped models similar to those shown
in Fig. 1.9 as well as simple or realistic disk models.

2k} < 2Kk} ki
TR s S s A o

K9
b b b
q; q, q; Qi & qa, ds

Figure 1.9: Lumped model of a single mistuned disk

These identified parameters are:

o the mass of the structure [Judge et al. 2001, Mignolet et al. 2001, Rivas-Guerra et al. 2001,
Yang and Griffin 2001, Lalanne 2005, Petrov and Ewins 2005, Christensen and Santos 2005],

o the stiffness of the disk or of the blades [Mignolet and Lin 1997, Yang and Griffin 1997,
Whitehead 1998, Mignolet et al. 2000a, Mignolet et al. 2000b, Judge et al. 2001, Yang and
Griffin 2001, Mignolet et al. 2001, Rivas-Guerra et al. 2001, Castanier and Pierre 2002,
Moyroud et al. 2002, Bladh et al. 2003, Baik et al. 2004, Ratier 2004, Lalanne 2005, Petrov
and Ewins 2005],

o the damping [Lin and Mignolet 1996, Mignolet and Lin 1997, Petrov and Ewins 2005],
o the whole dynamic stiffness [Petrov et al. 2002, Rivas-Guerra and Mignolet 2004],

o the natural frequencies of the cantilevered blades [Whitehead 1966, Ewins 1969, Griffin
and Hoosac 1984, Bladh et al. 2001a, Bladh et al. 2001b, Bladh et al. 2002, Pierre and
Murthy 2002] or of a bladed sector whose inter-sector interfaces are fixed [Feiner and
Griffin 2002, Feiner and Griffin 2004a, Feiner and Griffin 2004b], which can be interpreted
as a combined effect of the mass and the stiffness (of the blades in the first case and of the
bladed sector in the second),

o the aeroelastic coupling [Lalanne and Touratier 2000, Pierre and Murthy 2002],

o the geometry [Ewins 1973, Ewins 1976], which can originate from the manufacturing
process [Feiner and Griffin 2004b, Capiez-Lernout et al. 2005], from in-service wear or from
an accidental scenario (a foreign object that impacts the blade which at best leads to a
permanent deformation of the blade and at worst to a blade-off event and further damage
to the downstream stages) [Ewins 1973, Lim et al. 2004].

When the variations in the mechanical parameters or in the geometry are small enough to
neglect the changes in the cantilevered blade modeshapes, mistuning is said to be small and
large otherwise. In the latter case, the assumption of geometrical periodicity fails and it will not
be considered in the present chapter, even if some papers allow to deal with a large mistuned
structure with the help from the underlying cyclically symmetric system [Rixen and Lohman 2005].

Whatever its amplitude, any loss of symmetry induces a split of the pairs of complex conjugate
modes. A zoom on the peaks of the forced response function of a mistuned disk to a single
engine order excitation reveals two peaks (see Fig. 1.10a), all the more separated that the damp-
ing ratio is small [Ewins 1973] which was demonstrated experimentally [Ewins 1976, Judge
et al. 2001]. All the mistuned frequencies arise from a scattering of the tuned frequen-
cies [Ewins 1969, Ewins 1973, Ewins 1976, Griffin and Hoosac 1984]. There arises the numerical
issue associated with the convergence of the subspace iteration algorithm towards near-pairs
of frequencies that is bypassed in the tuned problem by the help from the decomposition into
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independent sub-problems.

Many published studies reveal that mistuning may affect the amplitude in the response of the
blades and subsequently the stress levels they encounter. The amplification factor varies according
to the underlying model [Whitehead 1998, Mignolet et al. 2000a, Mignolet et al. 2000b, Petrov and
Ewins 2005, Han and Mignolet 2007, Han et al. 2007]. Besides, the modal controllabilities and
observabilities strongly depend on the mistuning ratio [Christensen and Santos 2005]. Therefore,
it is mandatory to design an indicator that would be more accurate than simply comparing
amplitudes of the displacement according to mistuning, for instance by considering stress levels
in the blades [Lim et al. 2006]. However, mistuning is not only a phenomenon with adverse
effects since it provides structures with stabilization towards flutter [Srinivasan 1997, Lalanne
and Touratier 2000].

Mistuning, in opposition to detuning, is by essence a random phenomenon [Griffin and
Hoosac 1984]. A first approach consists in choosing a few parameters, generating Monte-Carlo
samples and computing the response level for each sample. The number of samples can be very
high to accurately account for the extremities of the distribution laws. Reduced statistical laws
such as that of Weibull’s can be used [Zaretsky et al. 2003] to decrease that number of samples.
Such methods require a knowledge of the probability densities of the involved parameters. Con-
versely, from experimental data collected for a set of nearly identical structures, it is possible to
return to the characteristics of the nominally tuned structure [Mignolet and Lin 1997] as well as
those of each mistuned structure [Feiner and Griffin 2004a, Feiner and Griffin 2004b]. To eliminate
the dependence on explicit parameters, a non-parametric approach was proposed to take into
account a more global uncertainty, of the parameters as well as of the model itself, by considering
random variations of the mean finite element matrices and making a statistical analysis of the
response levels [Capiez-Lernout 2004, Capiez-Lernout and Soize 2004, Capiez-Lernout et al. 2005].

In the tuned case, the energy spreads over all blades. When the disk is mistuned, the response

(hence the energy) may be localized to a subset of blades, even a single one [Whitehead 1966, Pierre
and Murthy 2002]. Peak scattering occurs, as depicted in Fig. 1.10 where the disk of Sec. 1.1
has its 23 blades mistuned in frequency with a standard deviation of 0.5%, 5%, 10% and 20%
and is subject to the same & = 2 excitation. It is essentially degenerated tuned modes that are
observed in that very case.
Localization strongly depends on the coupling between the different parts of the structure
(blade-to-blade, disk-to-blade) [Whitehead 1966, Ewins 1973, Xie and Ariaratnam 1996a, Xie
and Ariaratnam 1996b, Mignolet et al. 2000a, Mignolet et al. 2000b, Baik et al. 2004, Castanier
and Pierre 2006]. Indeed, the localization ratio increases as the blade-to-blade coupling ratio
decreases: the strain energy has difficulty spreading over the adjacent blades (which must not be
considered as local damping) [Castanier and Pierre 2006]. To study this phenomenon, partially
mistuned systems were considered so that a single mistuned blade vibrates and is observed
from its neighbours [Rivas-Guerra and Mignolet 2004]. Conversely, if the coupling is strong
the strain energy spreads easily over the full disk and the mistuned behaviour is close to the
tuned one [Castanier and Pierre 2006]. The disk-to-blade coupling also drives the modal density
in the regions of disk-dominated motion, therefore it is necessary to look carefully at these
regions [Ewins 1973, Balmes 1993, Bladh et al. 2002, Lalanne 2005].

Since mistuning is hardly manageable, it was proposed to artificially detune a bladed disk
with either partial or alternating patterns and look at how the detuned system is sensitive to
mistuning [Castanier and Pierre 2002]. An optimization technique based on a genetic algo-
rithm was proposed to look for the best pattern given only two different types of blades [Choi
et al. 2003, Han and Mignolet 2008]. Note that the pattern is only optimal for a single loading
condition, which limits its practical use.
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Note finally that all these studies consider the disk at rest. The inertial loading tends to
stiffen the disk (see Chap. 3) which tends to limit the effects of mistuning [Moyroud et al. 2002].

1.2.2 Phenomenological aspects

As described in the previous section, mistuning is either a physical phenomenon, related
to variations in the mechanical parameters from a bladed sector to another, or a geometrical
phenomenon when the nominal geometry of one or more blades are altered. The second case
is outside the framework of this chapter since changes in the geometry implies that there is no
longer a series of corresponding points (x*), with an occurrence on each blade, that is to say
the hypothesis of cyclic symmetry no longer holds (see Sec.1.1.1). It can however be treated by
subsequent reduction techniques based on substructuring procedures (see Chap. 2). However, in
the first case, since the geometry is left unchanged, mistuning only affects the physical parameters,
hence the finite element matrices.

Let [A] be a tuned matrix that depends on one parameter. From Sec. 1.1.3, this matrix depends
only on the matrix [A°] of sector S” and is [A] = [In, ® A°], before any DOF elimination.
Variations in parameters from a bladed sector to another are assumed fully contained in a matrix
[AA] that usually has no characteristic shape except that it contains one block per sector denoted

0.02; . 0.02,
1 ! -~ Tuned
i — Mistuned,

plitude

Maximum Blaélle Amplitude
s
s

Maximum Blade Amj

0.02

i of S feres

Maximum glade Amplitude

= et - T |- Tuned
— Mistuned
43 4.4 4.5 43 44 4.5

Normalized Frequency Normalized Frequency

(c) (d)

Figure 1.10: Tuned and mistuned responses of a sample disk with 23 blades to an excitation with

b = 2 and DFT of the response at some peaks when the distribution has a standard deviation of
(a) 0.5%, (b) 5%, (c) 10% and (d) 20%
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[AA®], with at least one non zero block. According to the mistuning pattern applied to the
parameter, these blocks can be associated with only a few blades (partial mistuning), or if all
sectors are concerned, they can be randomly distributed (random mistuning) or harmonically
distributed (harmonic mistuning) over the diagonal. A more explicit form of [A + AA] is given
by

[ A0 ... 0 ... 0 ] [ A4 ... 0 ... 0 ]
[A+AA]=| 0O -+ A .. 0 |+ 0 .- AAS ... 0 : (1.48)
| 0 - 0 - AO_ 0o - 0 - AANS—I_

The projection of matrix [A + AA] onto [E ® Ino] is

[E ® Ino]T [A+ AA] [E ® Ino| = [A+ AA], (1.49)

~ -~

[A] is given by Eqn. (1.12) and still do not couple harmonics together. The problem is that [AA]
is not a block-diagonal matrix and may couple many, if not all, harmonics.

An interesting case is when the matrix [AA] derives from a harmonic mistuning pattern. In
other words, the diagonal blocks [AA®] are distributed according to a sine/cosine pattern driven
by ¢ similarly to the Fourier decomposition of the displacement (with ¢ used here so that there
is no possible confusion with the Fourier harmonic coefficients 6 that may all exist) and each
block [AA®] is Vs € [0, Ny — 1],

[AA®] =2 (Re ([AA(]) cos(s Cax) — Im ([AA;]) sin(s ), (1.50)

where [AA(] is the generating matrix. With a single sine pattern, [AA] is

0 --- 0 0
[AA] = -2 O Im([AAC]é sin(s ¢ o) O s
o - 0 L (AL sin((N, — 1) e |
= [sing ® AA(].
This allows to compute [Aﬁ] which is given by
[AA] = [ET ® Iyo] [sing ® AA] [E ® Iyo] 152)

= [ET sin; E] ® [AAL].

Equation (B.30) states that [ET Sin; E] couple pairs of harmonics (8, 8') that satisfy one of
the following conditions

5+ 98 = ([Ns],
Ny—86+8 = ([N, (1.53)
§+Ns—0& = ([N, ’

AN, —5-8 = C[N,].

Similar results are obtained with a cosine mistuning pattern cos(s ¢ «) thanks to Eqn. (B.29).

Alternate mistuning is then achieved with the cosine pattern when ¢ = Ng/2, in other words two

adjacent sectors are mistuned with the same matrix [AA n, | but with opposite signs. Random
2
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Figure 1.11: Projected stiffness matrix [IA( +AK ] of a lumped disk with 12 sectors when (a)
tuned and with (b) sine harmonic mistuning with ¢ = 1, (c¢) alternate mistuning (cosine harmonic
mistuning with ¢ = 6) and (d) random mistuning.
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mistuning is a more general case which involves all possible sine/cosine patterns with ( in
[0, Ng/2]] summed to form [A]. As a result, the conditions described in Eqn. (1.53) are fulfilled
whatever the pair (d, ) so that all harmonics are coupled together.

An illustration of this is obtained if one modifies the lumped model in Fig. 1.2 by letting the
masses and stiffnesses vary from sector to sector, as described in Fig. 1.9.

Figure 1.11 is obtained for a disk with 12 sectors and 4 springs per sector. In each case, the
matrices of the full disk are assembled first and DOF elimination is then performed. Figure 1.11a
is presented as a reminder of the tuned case. In Fig. 1.11b, a sine harmonic mistuning pattern
with ¢ = 1 is applied to the stiffness matrix so that k5 = k3 (1 + .05 sin(s {«)). This figure
shows that only the pairs of harmonics (8,8") such that & + & = 1 (modulo the aliasing) are
coupled together, which corresponds to the blocks located on first upper and lower diagonals,
and that others harmonics remain uncoupled. The blocks on the diagonal correspond to [ﬁ] In
Fig. 1.11c, a cosine harmonic mistuning pattern with ¢ = 6 is applied to the stiffness matrix
so that k5 = kO (1 + (—1)*.05), which corresponds to alternate mistuning. In this case, only
the pairs of harmonics (8, 8’) such that § + & = 6 (modulo the aliasing) are coupled together,
which corresponds to the blocks located on the anti-diagonal. It implies that there is a block
on the diagonal with § = ¢’ = N,/4. Once more, other harmonics remain uncoupled. Finally,
in Fig. 1.11d, a random mistuning pattern where parameters in [AK]| vary between —5% and
+5% of the mean value is added to the tuned stiffness matrix. It can clearly be seen that all
harmonics are coupled together since all sine and cosine patterns are involved.

These results point out the need for full finite element computations in the case of matrix
mistuning, since mistuning gives rise to intra-disk harmonic coupling. The mistuning pattern
drives the number of harmonics involved. Among those, alternate mistuning is a particular case
where Fourier harmonics of the discrete displacement are coupled by pairs without overlapping
as can be seen in Fig. 1.11c. Therefore, separate problems involving two harmonics could be
solved. Such a case is rarely seen in practice where most of the cases deal with random mistuning.
Full disk strategies, but not necessarily involving the full 3D mesh of the structure, have to be
designed.

1.3 Multi-stage dynamics

Sections 1.1 and 1.2 consider a single rotationally periodic structures with various patterns
for the distribution of its mechanical properties. The question is now to determine the behaviour
of assemblies of such cyclically symmetric structures so that full rotor models can be examined.

In industry, different methods already exist according to the expected degree of accuracy of
the models. They are presented here in their order of appearance:

(i.) the simplest approach consists in assuming that the rotor is axisymmetric. A longitudinal
section is meshed with axisymmetric Fourier 2D elements as displayed in Fig. 1.12a. The
main drawback of this method is that the geometry of the blades is totally bypassed. Such
a method is only suited to rotors with a strongly disk-dominated motion, which is rarely
the case in aero engines.

(ii.) the second one focuses on a given disk inside its cyclic symmetry group (see Sec. 1.1).
Adjacent stages are added so that they virtually belong to this symmetry group by modifying
their blade distribution and even simplifying their geometry, as depicted in Fig. 1.12b. This
method provides good results for the concerned stage in terms of coupling but has to be
repeated until all stages have been analyzed.
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Figure 1.12: History of multi-stage computations at Snecma: (a) Fourier axisymmetric, (b) 3D
slice, (c¢) 3D cyclic symmetry, (d) 360° shell/volume model and (e) multi-stage cyclic symmetry

(iii.) in certain particular cases when all disks belong to the same symmetry group if their blades

34

are considered by stacks, one is able to build a cyclically symmetric model of the whole
rotor, similar to what is shown in Fig. 1.12c. However, the probability p,, that two random
integers a and b such that a < n! and b < n!, n € N, are coprime is

1
Pn = H (1_2§>5
peP
p<n!

where P < N is the set of the prime numbers. Cesaro demonstrated that such a sequence
has a limit of 6/7% when n increases towards +00. The probability that the number of
blades of two adjacent disks are coprime is 60.88 % under 5! = 120 blades and stays beyond
6/m2 = 60.79 % whatever these two numbers. Since the number of blades in each stage is



a constraint induced by aerodynamic efficiency, such convenient cases are exceptional in
practice. A pair of even numbers is the most frequent case, it allows to consider one half of
the rotor.

(iv.) when the latter solution is not possible, a simplified model of the whole geometry using
both 3D solid and 2D shell elements can be used, provided that such simplifications do not
affect the behaviour too much, in particular at the connections between shells and solid
elements. Such a model is presented in Fig. 1.12d.

(v.) more recently, the classical approach of cyclic symmetry for single bladed disks was extended
to multi-stage assemblies so that the eigensolutions associated with a single Fourier harmonic
coefficient & can be computed under specific assumptions [Laxalde et al. 2006, Laxalde
et al. 2007a]. A typical solution is presented in Fig. 1.12e.

The Multi-Stage Cyclic Symmetry approach is the core of this section. The variant described
here derives from the original formulation which considers joint disks with or without conforming
meshes. It is adapted to the particular framework in which the cyclically symmetric disks are
connected with a volumic ring which concentrates the asymmetry.

1.3.1 Assembly of two disks through an intermediate ring

Let us consider two bladed disks D! and D? that are connected through a ring R of solid
elements such as presented in Fig. 1.13. Disk D! and ring R share the same surface Z}. Ring R
and disk D? share the same surface IJ%. Due to the way it is meshed, the inter-disk ring R has a
single element along the z direction, thus it has no interior DOF when it is made of first order
elements. D' and D? have N!' and N? DOF respectively. These two DOF sets are disjoint. The
total number of DOF is N = N + N2,

1 1 9 9
7! I I ] 7
1 R D2
N 7 TR

Figure 1.13: Sample model of a multi-stage assembly

In the following, quantities with a single superscript d are related to disk d denoted D% and
quantities with a double superscript d, s are related to sector s of disk d, denoted S%*. The
particular geometry of R implies that its DOF are fully determined by {¢™®} = { q}z AN
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Disks D! and D? are geometrically periodic. Therefore, from Sec. 1.1, Fourier harmonics can
be defined separately for each disk thanks to Eqn. (1.9) such that for d € {1, 2},

0" = [E* ® Iyao] {a*}. (1.54)

N0 is the number of DOF (without elimination) that belong to sector S*°. The discrete
displacement is recovered by means of Eqn. (1.9) such that for d € {1, 2},

{¢"} = [E* @ Inao] {7} (1.55)

Any matrix [A] relative to this rotor comes from the assembly of matrices [A!], [A?] and
[AR] defined on D!, D? and R respectively such that

[A] = [ fél o ] 1 [AR]. (1.56)

Matrix [A] is projected onto the subspace spanned by the columns of the block-diagonal matrix
[diag(El ® INI,O,E2 ® In20)]

~ [ E' ® Iyio 0 ! E' ® Iywo 0
4l = [ 0 E? @ In20 ] 4] 0 E? @ In20 | (157)
More precisely, [A] is
“ Al o “
Al = - AR 1.
[A] [ 0 A2 ] +[A™], (1.58)
with
(AR = E' ® Iyt 0 i (AR E' ® Iyio 0 (1.59)
N 0 E2®IN2,0 0 E2®IN20 ' '

The topology of [/Ald], d € {1,2}, depends on the degree of mistuning of the disk D?, as was
shown in Secs. 1.1.3 and 1.2.2. In the particular case when disk D¢ is tuned, matrix [A9] is given
by [Iy.a ® Ad]. Consequently, matrix [Ad] is given by Eqn. (1.12) and it does not couple the
Fourier harmonics {¢¢} together.

Matrix [/AlR] is somewhat more complex since ring R does not satisfy cyclic symmetry. If this
matrix is decomposed into blocks indexed by dd’ that couple disks D% and DY, these blocks are

[A%)] = [E? @ Iyao]  [ARW][EY @ Iyaol- (1.60)

These blocks can themselves be subdivided into blocks indexed by 6& that couple Fourier
harmonic {g¢} of D¢ to Fourier harmonic {g&'} of D¥, leading to

[A%y 5] = [B§ ® Inao]" [ATy][Ef @ Iyl (1.61)
Equation (1.61) shows that:

(i.) the Fourier harmonics of a single disk are not coupled together, therefore the ring matrix
does not contribute to intra-disk harmonic coupling and only mistuning may give rise to it,

(ii.) the Fourier harmonics of a given disk are coupled to those of the other disk and this is the
only contribution to inter-disk harmonic coupling.

36



ka

P P P P P P P

1,0 1,0 1,0 1,0 1,1 1,1 1,1
ql, qz’ qs qu2 ql qu-Ng qN]'Ng-!-l

Figure 1.14: Lumped model of an assembly of tuned disks
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Figure 1.15: Projected matrices of an assembly of disks with 4 and 8 sectors respectively: (a)
matrices of disk D!, (b) matrices of disk D? and (c) matrices of ring R.
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The lumped model used for illustrations in the mono-disk sections is enriched to cover
multi-stage cases. To this extent, two tuned lumped models are coupled together by means of
springs, as displayed in Fig. 1.14. For the sake of simplicity, it is assumed that disk D! (resp.
disk D?) has N2 (resp. N!) springs per sector. After assembly of mass and stiffness matrices of
the rotor and DOF elimination, matrices []\7 | and [IA( | are computed. Figure 1.15 concerns two
lumped disks with 4 and 8 sectors respectively. It can be seen in Figs. 1.15a and 1.15b that the
matrices of the individual disks are indeed block-diagonal. Notice that harmonics are grouped
together with the coloring convention of Fig. 1.3 and disks are interlaced so that the row/column
pattern is (& = 0, D), (6 = 0,D?), (6 = 1,D'), (5 = 1,D?)... Blocks of disk D¢ are not present
as soon as d > Ng/2. Figure 1.15¢ however shows aliasing in the off-diagonal coupling terms
which leads to inter-disk harmonic coupling. & = 3 is indeed & = 3 on disk D> but 5§ =4 -3 =1
on disk D!, thus one sees non-zero coupling in the ({g}}, {¢3}) blocks. & = 4 is indeed & = 4 on
disk D? but § =4 — 4 = 0 on disk D! and one sees non-zero coupling in the ({gi}, {g3}) blocks.
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M2 K2
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Mr Kr
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Figure 1.16: Projected matrices of an assembly of disks with 5 and 8 sectors respectively: (a)
matrices of disk D!, (b) matrices of disk D? and (c) matrices of ring R

Figure 1.16 concerns two lumped disks with 5 and 8 sectors respectively. In this case,
Fig. 1.16¢c shows that there is no contribution to intra-disk harmonic coupling either. But
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inter-harmonic coupling involves many more harmonics than in the previous case. Indeed, all
harmonics are coupled from a disk to another.

1.3.2 Hypothesis of decoupled harmonics

The inter-harmonic coupling shown in Eqn. (1.61) prevents any rotor problem from being
decomposed into individual sub-problems for every harmonic coefficient as it could be done in
mono-disk analyses, see Sec. 1.1.4. This also implies that free vibration modes of a rotor can only
be mono-harmonic if the inter-harmonic coupling coefficients in (1.61) have a negligible influence.

Since decoupled harmonics present a very high interest in practice, an approximation can be
made. In the following, one assumes that in any matrix [A] as defined in Eqn. (1.56):

o the sub-matrices indexed by 88" in the blocks [Aﬁz] are neglected if & # &',

 the sub-matrices indexed by 88 in the blocks [A\Zfd,], d # d', are neglected except the pairs
(6,d") that satisfy any of the following conditions

§ = ¢ [Ns ],
;o (1.62)
b = % —b [&mL

m

where
N, =min(N,N&). (1.63)

With this approximation, [ﬁ?] is defined retroactively such that

- El ® Inio 0 ’ El @ Inio 0
R1 _ 5 N1 R 5 N1
14571 = [ 0 E? @ In20 ] [47] [ 0 E? @ In20 ] (1.64)

Theoretically, the definition of Eqn. (1.64) is valid for any Fourier harmonic coefficient 3
even if it is higher than NZ/2 for any disk. In this case, subscript & appears in each matrix [E¢]
modulo the aliasing with a periodicity of N¢ with the correspondence

if kNY < & < (2k+1)N%2, keN, [Ef=[EL, vl
: 1.65

if 2k+1)NY2 < & < (k+1)N¢, keN, [B{]=[E{ 1na sl (1.65)
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Figure 1.17: Harmonic correspondence pattern for a rotor with (a) 4 and 8 sectors and (b) 5 and
8 sectors: (—) disk D! and (—) disk D?

39



In the case of two disks, this correspondence phenomenon occurs with a global periodicity of

lem(N¢, N¥) (least common multiple of N¢ and N%). An example where disk D' has 4 or 5
sectors, and disk D? has 8 sectors is displayed in Fig. 1.17. In this figure, the two curves start
from 6 = 0 and meet at & = 8 = lcm(4, 8) and & = 40 = lem(5, 8) respectively. Besides, notice
that these curves are symmetric with respect to & = 4 and & = 20 respectively, which implies
that & and lem(NZ, N, Sd/) — 0 are similar. For more than two disks, the situation becomes more
complex since more curves have to cross at a single point.
This is illustrated by Fig. 1.18 relative to the lumped rotor models studied in Figs. 1.15 and 1.16.
In this figure, blocks of matrix [K™?], given by Eqn. (1.59), are virtually identified to the blocks
in [I?gz] when § varies from 0 to lem(N}, N2)/2. In Fig. 1.18a, since lem(4,8) = 8, only a few
blocks are filled since the harmonic correspondence pattern is very simple. On the contrary, in
Fig. 1.18b, since lem(5,8) = 0 and due to the fact that the harmonic correspondence pattern
described in Fig. 1.17 is much longer, many more blocks are filled. Aliasing issues are discussed
further in Sec. 1.3.3.

I°)
u..' 0410 4
0
T
b %
% %
‘-..‘ 1.3 1 3
.. ."
L .
1 1
O 8
-.. .U.. 2 2
.o'... .O....‘. 2 2
..'o:.‘- a?' ..'o' 3 3
s, %% s,
e *e T 4 4
Kr Kr
(a)
0 15 10| 5 20
0 16 8
16 1,9 6,14[11,19 4
15 | 19 717
8 7,17 2,1813,13|12
10 6,14 2,18
5 11,19 3,13
20 -+ 12

Kr
(b)

Figure 1.18: Harmonic correspondence patterns in [IA( R] for a rotor made of tuned disks (a) with
4 and 8 sectors and (b) with 5 and 8 sectors (in the latter case, only the off-diagonal blocks are
considered for legibility)
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1.3.3 Response of a rotor made of tuned disks to external excitations

A general dynamic problem is formulated for the rotor

[Z] {a} = {/}, (1.66)
with {q} = { ' ¢ } and {f} = { frof? } It can be rewritten

[Z] {a} = {f}. (1.67)

This equation is valid whatever the degree of mistuning of each disk. Recall that the latter only
drives the degree of intra-disk coupling between the Fourier harmonics. In Sec. 1.3.1, it was
demonstrated that in the general case, harmonics are coupled together even though all disks
are tuned, which precludes a decomposition of the mechanical problem into mono-harmonic
sub-problems. Nevertheless, such a decomposition is achieved under the assumption of decoupled
harmonics described in Sec. 1.3.2. In the case of a rotor made of tuned disks, Eqn. (1.67) results
in a family of parametrized problems whose solutions are spatially mono-harmonic:

e 8=0[lem(N}, N2)]. The restrictions of the mono-harmonic solution to disks D! and D?
are both real. Such solutions satisfy

71,0 0 N @1 B j?l
(%" AN} -14}

1 1 ~1
G — ¢ 0 do —
{ 0 c%—cz]{aa}‘{‘”'

o 8 # 0[lem(N}, N2)] and & # 0[N!/2] and & # 0[N2/2]. The restrictions of the mono-
harmonic solution to disks D! and D? are both complex. Such solutions satisfy

(1.68)

7% 0 0 0 Re(q}) Re(f;)
0 Zz¥ o0 0 | [ 272] Im(g) | _ ) Im(f})
0 0 Zz2 o > Re(@) [~ | Re(f2) [~
0 0 0 z20 Im(@f) IHI(}?) (169)
e —cos(dat) cl sin(8 o) ¢l 0 0 Re(q})
—sin(dal)cl ¢} —cos(dal)el 0 0 Im(Gy) | _ {0}
0 0 2 —cos(6a®) ¢z sin(sa?)c? Re(@) (Y7
0 0 —sin(6a?)c ¢ — cos(d a?)c? Im(g?)

o §# 0[lem(N}, N2)] and 6 = 0[N!/2]. The restriction of the mono-harmonic solution to
disk D! is real but its restriction to disk D? is complex. Such solutions satisfy

ZW0 0 0 7 A
0 220 0 | +|ZF]|{ Re@) p =1 Re(R) |
0 0 Zz20 Im(gz) Im(f2) (1.70)
o +c; 0 0 a;
0 c? — cos(d a?) 2 sin( o?) c2 Re(g?) ¢ = {0}.
0 —sin(da?) 2 ¢? — cos(d o) 2 Im(g?)

o §# 0[lem(N}, N2)] and & = 0[N2/2]. The restriction of the mono-harmonic solution to
disk D! is complex but its restriction to disk D? is real. Such solutions satisfy

ZW0 0 0 R Re(q}) Re(fY)
0 2% 0 | +|ZF] | m@) p=< m@d f.
0 0 Zz20 a 2 w.11)
cf —cos(dal)cl sin(d al) ¢! 0 Re(q})
—sin(dal)ct ¢ —cos(dalt)ct Im(q}) ¢ = {0}.
0 0 & +c? q?
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The equations that come first in the problems above are not sufficient to define a mono-harmonic
solution. The inter-sector continuity is added as a constraint equation that states how the shapes
are dephased between two adjacent sectors, exactly like for the mono-disk case described in
Sec. 1.1.5.

Mono-harmonic eigensolutions are derived from Eqns. (1.68) to (1.71) by letting the right
hand terms be zero. One insists on the fact that these mono-harmonic eigensolutions may differ
from the true normal modes of the rotor.

In the second problem, the projection of the dynamic stiffness matrix of any of the disks is
equivalent to duplicate this matrix. This is unfortunately not the case for the ring, which leads to
near-pair eigensolutions. For thinner meshes of the ring, the near-pair solutions would converge
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Figure 1.19: Frequencies vs. Fourier harmonic coefficients for a rotor with 23 and 45 blades:
(a) full graph with accumulations, (M) multi-stage zone and (M) aliasing zone and (b) zoom on
f €[0,8.5] with the eigenfrequencies of the individual disks for various boundary conditions
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towards exact pairs.

Like in the mono-disk case, the mono-harmonic eigensolutions can be gathered into a graph
that displays them according to the value of the Fourier harmonic coefficient 6. This is done in
Fig. 1.19 for an assembly of two disks with 23 and 45 blades respectively.

A few comments arise from the study of Fig. 1.19:

o Multi-stage effects are distinguishable provided that the eigenmodes of the individual disks
are available. Figure 1.19b is built by considering each disk with either its inter-stage
interface being free or fixed. As a result, this figure shows that inside a triangular area,
some of the multi-stage eigensolutions are comprised between the fixed- and free-interface
modes of one of the two disks which leads to think that, as expected, the real boundary
condition lies somewhere between that two types. However, some other eigensolutions are
not clearly related to any of the individual disk modes which emphasizes the need for true
multi-stage computations.

e Accumulations are clearly seen in Fig. 1.19a. Since the modal density of a single disk may
already be very high in the vicinity of its accumulation frequencies (see Sec. 1.1), this
phenomenon is emphasized by the presence of all the accumulation bands of all stages.
More important is that most of the accumulations remain unaffected by multi-stage effects
(especially at low frequencies), merely due to a small disk-to-blade coupling, which tends to
confine the strain energy on the blades [Castanier and Pierre 2006]. consequently, the global
motion is very close to that of the individual disks whatever their inter-stage boundary
conditions since the latter do not affect the blade-dominated motion as can be seen in
Fig. 1.19b. Accumulation with significant discrepancies are also observed, which leads to
think that some modes accumulate towards modes that still have a significant amount
of energy in the disk. This is coherent with the single-stage observations and are not
multi-stage induced phenomena.

o Aliasing occurs for the disk with the smaller number of blades. In the present case where
this number is 23, the mono-harmonic eigensolutions with & > 11 mostly localized to disk
D! are aliases of solutions with & < 11. The question is to know whether such aliases are
physical solutions or not. In particular, is it possible that an alias exists on both disks
simultaneously? Can a high diameter solution exist both as part of the accumulation band
of a given disk, thus potentially localized, and alias of a low-diameter solution, potentially
coupled, of another disk? This issue is discussed in parallel to the study of the 360° reduced
models.

1.3.4 Assembly of two disks with a constraint equation

In the previous sections, the two disks were supposed connected with an intermediate ring.
Let us consider two bladed disks D' and D? that are bonded together. The meshes of the aft
rim Z} of D! and the front rim IJ% of D? are generally different. Disks D! and D? have N' and
N? DOF respectively. These two DOF sets are disjoint. Any matrix [A] relative to this rotor
is given by Eqn. (1.56) in which [A®] is removed. Equation (1.58) without [A®] returns the
projected matrix, which is block-diagonal and, from Sec. 1.3.3, does not contribute to intra-disk
harmonic coupling.

In the case of bonded disks, a constraint equation is required to reproduce:

(i.) inter-sector continuity in each disk defined in Sec. 1.1.5. For each disk D?, d € {1,2}, it
requires the definition of [¢?], [c¢!] and [c?] that appear in Eqns. (1.22) and (1.23), now
superscripted by d.
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(ii.) inter-disk continuity. It requires the definition of [¢*] whose sparsity depends on the meshes
of T} and I?. When meshes are not compatible, a given DOF of Z} (resp. I]%) is the linear
combination of DOF of I]% (resp. Z}) and matrix [¢®] involves projection operators.

The global constraint equation is then

] { Z; }={ 8 } (1.72)

[c]=] 0 & |. (1.73)

with

It is demonstrated in Sec. 1.1.5 that, in the case of a tuned disk, the transformation of [¢?]
into [2?] does not perturbe the tuning of the system, thus it does not contribute to intra-disk
harmonic coupling either. However, the latter arises from the transformation of [¢®] into
[¢%]. This inter-harmonic coupling is propagated to the generating set of its kernel, namely
[Tker] = span (ker([d])), called the constrained subspace.
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Figure 1.20: Lumped model of an assembly of bonded tuned disks

This can be illustrated with a modified version of the lumped model presented in Fig. 1.14
where the coupling springs are assumed rigid, as depicted in Fig. 1.21. One builds the vector set
[fKeT] that spans the constrained subspace for two lumped rotors with 4 and 8 blades and 5 and
8 blades respectively. The bases are displayed in Fig. 1.20.

In the case of the rotor with 4 and 8 sectors, the whole lumped model can be considered
as a cyclically symmetric structure with 4 sectors. Consequently, three groups of independent
columns are clearly seen and they generate the global harmonics, that is to say relative to the
whole assembly, with 6 € {0, 1,2}. The group of vectors in the middle (columns with & = 1) is
twice longer than the others (columns with & € {0,2}). Aliasing is therefore observed in the sense
that:

o the global & = 0 is generated by & = 0 (disk D') and & € {0,4} (disk D?),
o the global & = 1 is generated by & = 1 (disk D') and & € {1,3} (disk D?),
« the global & = 2 is generated by & = 2 (disk D') and & = 2 (disk D?)
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Figure 1.21: Kernel basis of the constrained subspace of lumped rotors with (a) 4 and 8 sectors
and (b) 5 and 8 sectors respectively

The lumped rotor with 5 and 8 blades does not belong to any particular symmetry group when
considered as a whole. It is clearly seen that the constrained subspace is generated by vectors
involving multiple harmonics. An assumption of decoupled harmonics can be made, however it
has to be formulated relatively to Eqn. (1.72), in other words relatively to [¢].
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Chapter 1 provides the means to deal with assemblies of bladed disks in various configurations.
It makes it possible to compute

(i.) all the eigenmodes of a single tuned disk by considering all possible Fourier harmonics, or
a subset of them according to the spatial spectrum of the external excitation,

(ii.) all the eigenmodes of a single mistuned disk by considering the full finite element problem
because of inter-harmonic coupling,

(iii.) all the mono-harmonic eigensolutions of a bladed rotor made of tuned disks by considering
all possible harmonics even though (a) such solutions are not necessarily modes and (b)
aliased solutions may exist,

(iv.) all the eigenmodes of a bladed rotor made of tuned or mistuned disks by considering the
full finite element problem .

The correspondence between modes and mono-harmonic eigensolutions holds only for an
isolated tuned disk. Harmonic synthesis is possible in that case, that is to say, the response
to an external excitation is the superposition of the individual responses to each single spatial
harmonic in the load. Unfortunately, this capability no longer exists for mistuned disks nor
multi-stage bladed rotors. Mistuning perturbs the overall symmetry of the system and modes
are necessarily spatially multi-harmonic. When it comes to multi-stage assemblies of tuned disks,
despite the convenience of the mono-harmonic eigensolutions, the presence of non-physical aliases
among them prevents the synthesis of the response from a subset of such solutions, unless an
accurate criterion to eliminate aliases is available, which is not as simple as it seems.

Mistuning first requires that distinct models of each individual sector have to be assembled
into a 360° disk model (resp. rotor model). The main issue concerns the size of such models.
Typical meshes of a bladed sector have up to 10° — 5.10° DOF due to the very high spatial
resolution required to accurately reproduce the stress distributions in critical areas, e.g. the
blades. Moreover, this issue is emphasized because such structures have a very high modal
density, especially in the accumulation bands. The storage of the whole set of solutions would
be close to the upper limit of the current hardware available. As an illustration, 1 000 modes
for a structure with 15.10° DOF needs 200 Gb to be stored. In addition, when it comes to the
statistical analysis of a family of mistuned disks or rotors, the single deterministic computation
is replaced by a few thousand of Monte-Carlo samples.

The need for compact but accurate reduced models is clear. This chapter aims to present
two substructuring techniques designed to build reduced-order models of single- as well as
multi-stage bladed rotors. These techniques are quite similar by nature in the sense that
they associate a superelement to each bladed sector that aims to represent its dynamics with
a controlled accuracy. These superelements are later assembled to form a 360° disk or rotor model.

Moreover, computing exactly the whole set of mono-harmonic eigensolutions of a tuned
bladed disk (resp. a bladed rotor made of tuned disks) may represent a very high numerical cost
in industrial applications where a stage can have up to 100 — 150 blades. Storing such solutions,
when disks have dense meshes as described above, would also require a prohibitive amount of
disk space. Consequently, the two proposed reduction techniques rely on the concept of target
vectors. The latter are mono-harmonic eigensolutions selected for a particular reason, for instance
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because the external load exhibits these harmonics in its spectrum. Vectors in this set are not
linearly independent and worse, they can be very similar, especially in the accumulation bands.
Orthogonalization and elimination procedures are specifically introduced to address this issue.
The subsequent reduced model would therefore reproduce these solutions exactly (a) in the
case of a single tuned disk and (b) in the case of a rotor made of tuned disks when it happens
that a subset of modes is matched to a subset of mono-harmonic eigensolutions. In every case,
non-target solutions would only be approximately recovered with an accuracy driven by the
contents of the initial set of vectors.

As stated above, the whole set of mono-harmonic eigensolutions may be out of reach. The reduced
model however allows to recover the graph displaying the frequencies versus the dominating
Fourier harmonic coefficient in the response identified from the post-processing of the generalized
modeshapes. The post-processing procedures are described in the course of the considered
examples.

Section 2.1 is a partial review of the literature about model reduction applied to bladed disks
and rotors. Focus is set first on mono-disk reduced-order models mainly designed for mistuning
analyses. The few existing reduction procedures devoted to multi-stage assemblies are then
presented.

The four examples used to illustrate the methodologies are introduced in Sec. 2.2. Apart
from a small but representative academic rotor model, all examples are large scale industrial
models provided by Snecma.

In Sec. 2.3, one aims to present the tools included within the subsequent reduction techniques.
Sector substructuring is first detailed as it is at the root of these methods. Orthogonalization
procedures to turn the target vector sets into the bases of sector kinematic subspaces are then
described. Finally, specific procedures devoted to the recovery of the generalized modeshapes in
the case of large scale finite element meshes are considered.

Section 2.4 presents the Common Interface Component Reduction technique suited to the
study of a single bladed disk with a straightforward integration of mistuning. The capabilities of
this method are demonstrated with the industrial model of an integrally bladed disk.

The Disjoint Component Reduction technique is presented in Sec. 2.5. It is specially designed
to deal with multi-stage bladed rotors. The main difference with the previous method is that it
relies on inter-sector and inter-disk volumic interfaces to get rid of the continuity conditions that
constrain the topology of the sector kinematic bases. This method is extensively tested on the
proposed academic model. Its ability to handle large scale industrial models is demonstrated
with the following examples.

Note finally that this chapter aims to clarify and extend material already published. Section 2.3
is quite similar to [Sternchiiss and Balmes 2006], whereas Sec. 2.4 develops the orthogonalization
and the reduction processes summarized in [Sternchiiss and Balmes 2007a, Sternchiiss and
Balmes 2007b, Sternchiiss et al. 2008, Sternchiiss et al. 2009).

2.1 State of the art

This section aims to recall the existing reduction techniques suited to the study of single
disks or multi-stage assemblies.
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2.1.1 Purely mono-disk analysis

Many of the recently proposed techniques are only devoted to mono-disk analyses, with a
clear emphasis on mistuning capabilities.

A classical modal analysis approach exists where the modes of the mistuned structure are
sought as a linear combination of those of the underlying tuned structure. It is called “Mistuning
Projection Method” [Bladh et al. 2001a]. [Yang and Griffin 2001] proposed a generalization of
this method by seeking the approximate solution in a subspace spanned by a “Subset of Nominal
Modes” (SNM), where the nominal model can be the underlying tuned configuration (it is not
mandatory). The stresses in the structure are then also a linear combination of the stresses in
the underlying system. The nominal modes are then found exactly with the reduced-order model.
However, such methods are accurate only for a small amount of mistuning, in other words if
the true kinematic subspace is not too different from the approximate one, even though it gives
similar results to those returned by Component Mode Synthesis (CMS) methods in that very
case [Moyroud et al. 2002]. The SNM method was then extended by [Feiner and Griffin 2002] to
the case of isolated families of blade-dominated modes. In this approach called the “Fundamental
Mistuning Model” (FMM), the subspace of tuned modes is supplemented by the spatial DF'T of
the deviations from the tuned blade frequencies. Nevertheless, the assumption of an isolated
family fails in regions of high modal density. A variant of this method (FMM ID) allows to
determine experimentally the origins of mistuning and to measure the natural frequencies of the
tuned system [Feiner and Griffin 2004a, Feiner and Griffin 2004b].

[Petrov et al. 2002] proposed a method that includes mistuning in a particular matrix built
from (a) the transfer matrix of the tuned system and (b) a perturbation in the dynamic stiffness
matrix of the system. The subsequent formulation relies on a partition of the DOF set into two
families: active DOF to which mistuning is assumed applied and passive to which it is not. This
method was applied to a turbine disk with non-linear contacts [Petrov and Ewins 2005].

All the techniques described above require that the amount of mistuning is small enough so
that the accuracy is good even with a small set of tuned modes. But as mistuning increases,
the number of tuned modes required increases dramatically until it reaches a point where the
reduction becomes useless. [Lim et al. 2004] introduced a modal acceleration technique based
on the static or quasi-static flexibilities (the latter resulting from a frequency shift of the static
modes) to improve the accuracy of the forced response computations in the case of large mistuning.
Such a technique is indeed well suited to deal with large changes in the geometry of one or more
blades (due to FOD or blade release, for instance).

Component Mode Synthesis methods also exist to address this type of problems. They
consist in partitioning the main structure into smaller components separated by interfaces.
To each substructure is attached an approximate kinematic subspace spanned by a set of its
modeshapes in which are found its interior motion, its interface motion, its rigid body motion...
CMS methods are characterized by the boundary conditions used to compute the modes of the
substructures: fixed interfaces [Craig Jr. and Bampton 1968, Craig Jr 1987], free interfaces [Mac-
Neal 1971, Rubin 1975, Craig and Chang 1977, Craig Jr 1987], hybrid cases [MacNeal 1971] or
loaded interfaces [Benfield and Hruda 1971].

[Yang and Griffin 1997] designed a technique that partitions a bladed disk into two substruc-
tures. The first one contains the disk, the second one contains all the blades. The kinematic
subspace of the disk is built from a set of modes computed assuming that the interface between
the disk and the blades is free. The kinematic subspace of the blades is built assuming that the
interface between the disk and the blades has rigid body motion, it is then supplemented by
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the cantilevered blade modes. This method tends to overestimate the frequencies of the tuned
system since the rigid body assumption overconstrains it. It also fails rapidly as the modal
density increases.

[Bladh et al. 2001a, Bladh et al. 2001b] used the same type of substructuring coupled to a
Craig-Bampton reduction technique [Craig Jr. and Bampton 1968] where the coupling interface
is the disk/blade interface to compute the fixed interface and constraint modes. The disk
part is assumed cyclically symmetric, hence its fixed interface modes are computed with the
classical one-/two-sector approach. This reduced-order model could remain quite large as is and
a secondary modal analysis is performed, leading to the so-called “Secondary Modal Analysis
Reduction Technique” (SMART). [Moyroud et al. 2002] employed the classical Craig-Bampton
technique in a sector substructuring technique, similar to that implemented within [Nicolas
et al. 2006]. [Bladh et al. 2002] also used this substructuring technique with a sector subspace
spanned by cantilevered blade modes and modes of the sector with a massless blade to get rid of
the constraint modes. [Ratier 2004] extended this technique by reducing the sector model with
the help from interface modes.

[Capiez-Lernout and Soize 2004] also employed a Craig-Bampton technique for the blade
but kept the full set of interior DOF of the disk. The reduced-order model remains quite large
and a second reduction is performed by considering a reduced disk model with the disk/blade
interface being loaded [Capiez-Lernout et al. 2005].

[Tran 2001] made a comparative review of many of the methods described above but in the
case of a sector substructuring with inter-sector interface modes.

2.1.2 Multi-stage analysis

Whereas numerous methods exist to deal with single-disk analysis, only a few methods are
available to deal with the multi-stage case.

As far as the author knows, the first paper to consider multi-stage coupling effects is that
of [Bladh et al. 2003]. From the study of a simple but representative 3D assembly of two bladed
disks, the following conclusions were drawn:

e a sort of “multi-stage mistuning” occurs because of the non matching number of blades,

e the choice of the inter-stage boundary conditions is critical if one wants to use separate
reduction techniques for the individual disks and then assemble the two reduced-order
models.

From these observations, the same authors built a reduced-order model of a rotor with the
help from the “Component Mistuning Method” (CMM) [Song et al. 2007]. A kinematic subspace
spanned by a subset of single-stage tuned modes and cantilevered blade modes is defined for each
sector of each disk. The latter shapes are those to which mistuning can be applied. A secondary
modal analysis allows to reduce further the number of generalized DOF so that they are attached
to “tuned rotor modes” (provided that both disks are tuned). Such a method enables to

e sort the modes according to their localization, derived from the distribution of the strain
energy across the rotor, even returning the dominating harmonic.

e to quantify the coupling ratio between the disk and the blades from the repartition of
strain energy inside a given disk.

¢ to identify the mistuning ratio of each blade from a minimal set of sensors, even when that
ratio is large (10%).

52



Similarly, [Sinha 2007] proposed a method where the kinematic subspace of the whole assembly
is spanned by tuned modes of the individual disks. The reduced-order model is built from a
“Modified Modal Domain Analysis” (MMDA) which allows to assemble the reduced matrices of
the assembly from those of the initial sectors. This method has not been tested on a realistic
finite element model yet.

2.2 Description of the numerical examples

This section aims to briefly present the numerical examples considered to illustrate the two
reduction techniques described in Secs. 2.4 and 2.5.

2.2.1 Industrial model of a single disk [HEBD)]

The first model is an integrally bladed disk provided by Snecma. It is referred to as the
HEBD model in the following. The characteristics of the full finite element model are presented
in Tab. 2.1. It can be divided in 23 bladed sectors whose individual mesh is described in the
same table. The material is an alloy of titanium. The outer radii at the edge of the disk and at
the tip of the blades are around 110 mm and 140 mm, therefore the disk is quite stiff.

Figure 2.1: Finite element model of an integrally bladed disk [HEBD]

Table 2.1: Characteristics of the finite element model of the HEBD

Stage Nb. of Nb. of Nb. of Nb. of Type of
sectors Nodes Elements DOF Elements

Pentalb

1 1/23 4 785 809 14 355 Hexa20
Pentalb

1 23/23 97 819 18 607 293 457 Hexa20

2.2.2 Academic model of a bladed rotor [ACAD)]

Preliminary analyses of multi-stage assemblies required a small but representative model of a
integrally bladed rotor. To address this issue, the model displayed in Fig. 2.2, inspired by the
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model in [Bladh et al. 2001a], was designed. It is referred to as the ACAD model in the following
sections.

The radii at the roots of the blades are 200 mm and 205 mm respectively, the radii at their tips
are 280 mm and 285 mm respectively. Their thickness varies from 6 mm at the root to 2 mm at
the top. Their widths are 43 mm and 46 mm at the top.

The characteristics reported in Tab. are those of the basic model. Indeed, its mesh is parametrable
in the sense that it can be made denser or coarser at will, with either first or second order
elements. The ring results from a Delaunay tessellation between the nodes of the two matching
flanges of disks D! and D?. The material is titanium whose properties are set to £ = 120 GPa,
v = 0.33 and p = 4700 kg.m ™ in the material library of SDT [Balmeés et al. 2007].

Figure 2.2: Academic integrally bladed rotor [ACAD]

Table 2.2: Characteristics of the finite element model of the academic rotor [ACAD]

Stage Nb. of Nb. of Nb. of Nb. of Type of
sectors Nodes Elements DOF Elements
Disks
1 1/12 184 84 552 Hexa8
1 12/12 1872 1 008 5616 Hexa8
2 1/15 184 84 552 Hexa8
2 15/15 2 340 1 260 7 020 Hexa8
Ring
lo2]  — [ 405 810 1215 Tetrad

2.2.3 Industrial model of a bladed rotor [3SHP & FSHP]

Finally, the full model of an industrial rotor is considered, it is depicted in Fig. 2.3. It is
composed of three integrally bladed disks (blisks), three disks (without their blades mounted), a
conical drum, a sealing labyrinth and a turbine (without its blades, represented by concentrated
masses). For reasons of confidentiality, the mesh cannot be displayed.
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(b)

Figure 2.3: Industrial model of a whole rotor: (a) front and (b) rear [FSHP]

Two distinct configurations are studied:

(i.) a sub-model that contains only the three blisks made of first order elements, referred to as
the 3SHP model. The finite element model is made of 11 289 230 tetrahedrons connecting
2 629 002 nodes, which leads to 7 887 006 DOF. The individual characteristics of the
sectors and the stages are reported in Tab. 2.3.

(ii.) the full rotor made of second order elements, referred to as the FSHP model. In this
case, the finite element model is made of 12 456 113 elements (15 node pentahedrons, 20
node hexahedrons and 10 node tetrahedrons for the disks, and 4 node tetrahedrons for
the ring) that connect 21 946 364 nodes, which leads to 65 839 092 DOF. The individual
characteristics of the sectors and the stages are reported in Tab. 2.4.

As described in Sec. 2.2.2, one uses inter-disk rings built from a Delaunay tessellation between
the node sets of the regarding rims of two adjacent disks. To ensure that the intermediate
rings have no interior DOF, they are made of the first-order elements that are returned by the
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Table 2.3: Characteristics of the finite element model of the 3SHP

Stage Nb. of Nb. of Nb. of Nb. of Type of
sectors Nodes Elements DOF Elements
Disks
1 1/36 16 343 65 170 49 029 Tetrad
1 36/36 560 880 2 346 120 1 682 640 Tetrad
2 1/56 9 566 36 815 28 698 Tetrad
2 56,/56 502 992 2 061 640 1 508 976 Tetrad
3 1/70 23 104 97 860 69 312 Tetrad
3 70/70 1 565 130 6 850 200 4 695 390 Tetrad
Rings
19 B 5 664 14 141 16 992 Tetrad
2 592 4 836 7776 Tetrad
93 o 3 094 7515 9 282 Tetrad
2 562 4 782 7 686 Tetrad

Table 2.4: Characteristics of the finite element model of the FSHP

Stage Nb. of Nb. of Nb. of Nb. of Type of
sectors Nodes Elements DOF Elements
Disks
1 1/36 108 375 65 170 325 125 TetralO
1 36/36 3 803 148 2 346 120 11 409 444 TetralO
2 1/56 62 421 36 815 187 263 TetralO
2 56/56 3 382 176 2 061 640 10 146 528 TetralO
3 1/70 151 032 97 860 446 622 TetralO
3 70/70 10 387 090 6 850 200 31 161 270 TetralO
Pentalb
4—-T 1/50 119 894 19 874 359 688 Hexa20
45T | 50/50 | 4373950 993 700 13121 850 | Lentald
Hexa20
Rings
12 - 21 264 56 853 63 792 Tetrad
8 640 20 735 25 920 Tetrad
9 & 3 - 11 004 28 563 33 012 Tetra4d
8 540 20 496 25 620 Tetrad
34 - 15 400 65 210 46 200 Tetrad
4 600 12 596 13 800 Tetra4d

tessellation, which are 4 node tetrahedrons. The size of the rings, when compared to that of the
disks, is not sufficient so that their first order mesh has a significant impact on the overall solution.

Since the nominal geometries of the sectors of two connected stages are such that they are
bonded together, a pre-processing of the geometries is required to slightly translate the nodes
of the flanges of disks D' and D? so that the inter-disk rings can fill the empty spaces created
between the flange of disk D! (resp. disk D3) and the rim of disk D?, such as depicted in Fig. 2.4.

Two sets of nodes have to be moved for each flange:

o the first set is translated longitudinally,

e the second set is translated radially.
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(a) ()

Figure 2.4: Details of the rings (a) between D! and D?, (b) between D? and D? and (c) between
D3 and D* [FSHP]

This operation does not affect the integrity of the finite element mesh of such parts. Notice
that the bolting system is not represented in the model. The minimal set of elements to describe
the geometry of the full assembly is presented in Fig. 2.5, since the bladed disks can be generated
by circular repetitions of their initial sector. This allows significant memory savings because only
this minimal geometry is stored.

Figure 2.5: Sector models and rings used to compute the mono-harmonic eigensolutions (a) front
and (b) rear [FSHP]

Note that without further information about the angular shifts between adjacent stages, the
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initial sector models of the three integrally bladed disks are circumferentially set up so that
the blades are in line along e,. Albeit interesting for real assemblies, it is beyond the scope of
this research to carry out studies on the influence of the relative angular positions of the initial
sectors on the modal characteristics of the rotor.

2.3 Common methodologies

2.3.1 Substructuring into superelements

The reduction techniques described in Secs. 2.4 and 2.5 are Rayleigh-Ritz methods. They
generate approximations of the kinematics of the response by combining solutions of simple
problems, e.g. modes or static shapes. Linear combinations of these are assumed shapes
for an approximation subspace. If the initial shapes are not independent, a basis generation
procedure is needed as will be discussed in 2.3.2. The model equations are reduced by a
congruent transformation that involves this basis. The number of DOF of the reduced model
then corresponds to the subspace dimension.

The proposed methods are component-based in the sense that the reduction is performed for
parts of the structure (in the present case, sectors of a disk). The reduced component models
are similar to the pair elementary matrix-physical DOF for a finite element, hence the common
denomination of superelements. The concept of superelement is illustrated in Fig. 2.6. Note that
this figure exactly holds for the methodology described in Sec. 2.4 but is slightly different from
the technique exposed in Sec. 2.5. Proper figures are included in these two sections. Besides, only
interface DOF are displayed in Fig. 2.6b, but as will be discussed in Sec. 2.3.2, superelements
may also have purely interior DOF.

Figure 2.6: Sample sector and disk models: (a) standard finite element model and (b) superelement
model with (O) interface DOF

In classical Component Mode Synthesis (CMS) [Craig 1987, Géradin and Rixen 1993] one
assumes component independence: the reduction basis for a component is obtained by solving
static and eigenvalue problems on the component while ignoring others. The fundamental
change in the present work is that the reduction bases are generated considering cyclic symmetry
solutions of the underlying disk/rotor model. Inter-sector and inter-disk coupling, if applicable,
are taken into account at the basis level, that is to say in the initial set of vectors.

A classic property of Rayleigh-Ritz methods is that if exact solutions are used to generate the
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reduction subspace, the reduced model is exact. As detailed in Chap. 1, cyclic symmetry solutions
are exact modes for tuned disks but approximate eigensolutions for rotor made of tuned disks.
Using the restriction of these solutions to sector S** to reduce its model will thus generate a
reduced model that will be:

e exact for the retained modes and approximate for others in the case of a tuned disk,

e exact for the retained mono-harmonic eigensolutions and approximate for others and for
modes in the case of a rotor made of tuned disks.

Considering the graph that displays frequencies versus Fourier harmonic coefficient 6 shown in
Figs. 1.5 and 1.19, one retains the following shapes:

(i.) a set of mono-harmonic solutions [ Re(@f&@c) Im(CD?’CZC) ] whose harmonics § are selected
for a particular reason (harmonic contents of the external excitations, ...). These shapes
are identical for all the sectors of a given disk. They will account for either disk-dominated
motion and multi-stage coupling, if applicable, or blade-dominated motion according to
their position in the graph f(9), see Fig. 1.5 and 1.19.

(ii.) if needed, a set of eigenmodes [d)jlc’ii] of this sector with its interfaces fixed. In mono-disk
analyses, only the inter-sector interfaces are fixed, they are sometimes referred to as the
left and right interfaces. In multi-stage analyses, the inter-disk interfaces, which are the
interfaces between the disks and the volumic rings, are also fixed. The generic denomination
of fixed interface modes is used throughout the rest of this chapter and no distinction is
made between the two cases without loss of generality. Fixed interface modes can differ
from a sector to another. They will account for blade-dominated motion.

Remark: fixed interface modes versus high & solutions

High 6 shapes would be nearly identical to fixed interface modes since they tend
asymptotically towards the latter shapes. But this occurs disk by disk due to aliasing:
any mono-harmonic eigensolution with a high 6 relative to a given disk may fold to
a lower & relative to another disk once half its number of blades has been exceeded.
This situation may lead to disk-dominated motion on one side and perturbation of the
blade-dominated motion on the other side. Fixed interface modes are then preferred
since they are solutions of individual disk problems. However, to keep the methodology
developed for cyclic eigensolutions, such shapes can be considered as mono-harmonic
eigensolutions with & = 0 with only the right interface fixed and the inter-sector
interfaces also fixed, when multi-stage assemblies are considered.

The initial set of assumed vectors considered to generate the reduction will thus always take
one of the two forms
[Tl = [ Re(@55e) Im(@7e) @ T,
[Tiil = [ @ Re(®5e) In(@5e) .
A first difficulty is that such sets of vectors are often degenerate. A trivial case of dependence is
found if one retains both modes of pairs found for & > 0, since it is known that the second model
can be found by shifting the Fourier transform of the modeshape. Less obvious cases are found
when retaining vectors from multiple 6. The independence of vectors may then be lost for the
considered numerical precision. Methods to deal with this problem are discussed in 2.3.2.
A second difficulty is that coupling of components within a Rayleigh-Ritz procedure requires
the assumed shapes to be continuous (kinematically admissible). A first method, described in 2.4,

(2.1)

takes a basis of subspace generated by [Tffwst] and completes it to obtain left and right generalized
DOF whose equality across sector interfaces implies continuity at all points of the unreduced

model.
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The first method generates bases that are possibly larger than the dimension of [T;fnst] and it
is difficult to generalize to the case of multi-stage shafts where the surfaces between two disks
differ from sector to sector. A second approach completely bypasses the difficulty of enforcing
continuity by considering reduced models that are disjoint. Components are then coupled by
reducing the model of an interface rather than enforcing inter-component continuity.

Both methods are illustrated using the various applications introduced in Sec. 2.2.

2.3.2 Assumed vectors and reduction bases

In the considered applications, one uses reference computations to generate sets of assumed
shapes. When keeping modes of multiple target Fourier coefficients (or target rotation speeds,
see Chap. 3), the sets of generating vectors kept in [Tz‘ift] are not bases in the sense that they
are not full rank. Using non full rank reduction bases generates models that are singular or at
least poorly conditioned. Procedures to generate bases from large vector sets are thus critical for
the proposed reduction methods.

In linear algebra, the classical approach to generate a well-conditioned basis for a subspace is
to generate an orthonormal basis of that subspace. The key issues in the process are the way to
guarantee orthogonality in the presence of numerical round-off errors and the criterion used to
eliminate dependent vectors.

The singular value decomposition (see [Golub and Van Loan 1983] for example) is the most
robust approach to generate an orthonormal basis. Using a Euclidean norm on a vector of
degrees of freedom is however not particularly suited for applications in mechanics. It was shown
in [Balmes 1996a] that solving for the lowest frequency eigenvalues of the reduced mass and
stiffness matrices gives a proper extension of the singular value decomposition to mechanics. The
result of the decomposition is of the form

[T] = [Ww[=]v]* (2.2)

where [Z] is diagonal and ranks the contributions of the orthonormal vectors in [U]. A basis of
the subspace is thus obtained by keeping the columns {U;} corresponding to significant singular
values (such that o; > € 01).

A proper use of the SVD requires the columns of [T] to have comparable initial scaling. This
is typically achieved by initial scaling of each of the columns. In the proposed applications, the
bases are composed of modes that are typically mass normalized. No rescaling is thus needed.

Gram-Schmidt methods (see Appendix 2 of [Boiteau and Nicolas 2007] for example) provide
a classical procedure to generate a basis from a set of vectors. They are however very sensitive
to numerical round-off. Modified Gram-Schmidt methods do a recursive orthogonalization which
alleviates the numerical problem but do not introduce a mechanism to eliminate vectors. Iterative
modified Gram-Schmidt (IMGS) provides a procedure that gives a robust mechanism to eliminate
vectors that are not independent.

In Gram-Schmidt methods, vectors are considered dependent if the norm of the part orthogonal
to the currently retained vectors is too small. Practically, if {j;]} is the part of {T}} orthogonal
to {Tx} with k < j, the vector is truncated if ||7A}||2 < e||Tj|]5-

The use of orthonormal bases in both SVD and Gram-Schmidt methods is motivated by the
need to guarantee the independence of base vectors. Another approach to achieve the same result
is to ensure that each vector is non zero at a different location. This is the classical approach of
finite element models where shape functions are equal to one at the location associated with their
DOF and zero at the locations of other DOF. This idea motivated the Independent Maximum
Sequence (IMS) algorithm presented in [Balmes 2005] for sensor placement and used here to
generate bases.

The IMS algorithm iteratively defines a series of independent vectors generating the target
subspace as follows. At step 1,
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o one seeks in vector {T;} the value of the DOF m with maximum absolute amplitude. If
this amplitude is too small (a typical value of 1078 x max(Tp)), the vector is eliminated.

o the vector is normalized in the sense of norm ||.||,,

_m _ (1)
Ty(m) ~ 1Tl

{T:}

o further vectors {T}} with j > i are made independent from {7;} by making the response at
DOF m equal to zero N N
{15} = {13} = {13} Tj(m).
This step is not an orthogonalization but also guarantees independence too.

This can be illustrated as follows:

(i.) at step 0, start with the four shapes in Fig. 2.7a. The first sensor is placed where the
amplitude of the first shape is maximum, that is to say at DOF 128z where the deflection
of the blade in a bending motion appears to be maximum. To reach step 1, the three
remaining shapes are processed such that their amplitude at this DOF is zero.

(ii.) at step 1, the second sensor is placed at DOF 57z, that is to say where the amplitude of
the blade in its torsional motion is maximum. The two remaining shapes are processed
such that their amplitude at this DOF is zero.

Figure 2.7: Iterative Maximum Sequence: (a) step 0, (b) step 1 and (c) step 2
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(iii.) at step 2, the third sensor is placed where the deflection of the disk in its bending motion
is maximum.

The algorithm iterates until the last vector is processed.

This procedure generates vectors that are obviously independent (the maximum of {7}} is
reached at a position where T; = 0 for j > 4) and normalized (the maximum of all vectors is 1).
The elimination mechanism is well suited if the initial vectors are scaled in a similar fashion, as is
the case in the proposed methods where the generating vectors are mass-normalized modes. The
cost of finding the maximum response is much lower than that of computing a scalar product,
the procedure thus costs significantly less than Gram-Schmidt methods and does not require any
iteration for round-off problems.

A significant motivation for the use of the IMS algorithm in this work is its ability to generate
bases that are strictly zero on a subset of DOF. The procedure is as follows. Let the full DOF
set be partitioned into two sets a and b. The modified IMS algorithm proceeds iteratively in
three phases. One first reorders vectors by the maximum amplitude within DOF set a. One then
selects a basis of the restriction of {T'} to DOF set a. To do so, at step i,

e one seeks in vector T; the value of the DOF m with maximum absolute amplitude within
DOF set a.

o if [|T3||,, < €1]/T0]|4, the vector is considered dependent and eliminated: linear combina-
tions with vectors of lower index lead to a null vector.

o if Tj(m) < e2]|T3||4, the vector is considered null within set a. {T; .} is set strictly to {0}
and the vector is set aside for the third phase.

o further vectors {7} with j > ¢ are made independent from {7;} by making the response at
DOF m equal to zero

{Tj} = {Tj} — {T;} Ty(m).

In the last phase, vectors set aside as having a strictly null contribution on DOF set a can be
made independent using the classical IMS approach.

The procedure thus generates a basis which guarantees vector independence by means of
blocks of zeros. Like all methods with elimination, the results are somewhat dependent on the
tolerances (values €;). While the issue should be considered in further detail, the results presented
use ¢1 = 1078 and ¢9 = 1074,

2.3.3 Partial recovery and post-processing

For very dense finite models, expanding the generalized modeshapes to the full set of DOF
would be a very expensive numerical effort. In the present applications however, the motion is
to be restored superelement by superelement, or equivalently sector by sector. A procedure of
partial recovery of the modeshapes has been set up and is detailed further on.

A subset y of physical DOF can be chosen for each sector S%* so that the motion is recovered to
this subset only thanks to

{0} = (T3, 1 {air} (2.3)

where [T ]C\l/",sy] is the restriction of [T]f/f] to subset y. This subset may vary from a sector to
another. It may not necessarily derive from the true finite element mesh. Two typical choices are
displayed in Fig. 2.8 and are:
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e a pseudo-mesh based on nodes of the finite element model, connected by vizualisation
elements. This gives only a quick insight into the motion, but allows to determine what
kind of blade motion is involved, provided that the set of blade nodes is large enough to
recognize it. Nevertheless, it provides a wireframe to perform test/analysis correlation.

e a subset of finite elements, which can be used for strain, stress and energy post-processing.
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Figure 2.8: Typical selections for post-processing of (a) motion and (b) stresses.

In the case of assemblies of bladed disks, DOF set v for partial recovery is generally chosen:

o either by a spatial Fourier analysis of the generalized displacement or the strain energy
associated with each superelement. It provides useful information on where the strain
energy is located (which disk and which sector in that disk). This leads to recoveries to
full sector models. Further element selections in sector models are then done according to
(a) the motion in the sector and (b) the user’s knowledge. For instance, blade elements are
selected according to its motion: the first bending motion induces high stress levels at the
foot of the blade, the first torsion induces high stress levels in the vicinity of the leading
and trailing edges at half the length of the blades and so on...

e or if the generalized displacement appears to be mono-harmonic, a procedure of match-
ing mono-harmonic solutions to generalized modes (not described here) provides useful
information where to look for stresses or energies.

2.4 Common interface component reduction [CICR]

The first reduction technique presented in this chapter is devoted to the study of single bladed
disks. It is exactly summarized by Fig. 2.6b in the sense that each bladed sector is condensed
into a single superelement connected to its neighbours by the physical inter-sector interfaces.

2.4.1 Basis of modes

To allow the assembly of the sector superelements into a disk model, the proposed method
combines matching left and right interface motion and interior motion for which the interfaces
are fixed, as illustrated in Fig. 2.9.

63



) © 0

Figure 2.9: Basis [CICR]

The reduced sector model thus distinguishes right, complementary and left generalized DOF

for sector §* which are related to initial sector DOF by a constant basis [Ts| with

a5,
@y =175, TS, T ]9 a3 ¢- (2.4)
ey

The first step of the procedure is to build the subspace generated on sector 0 by the target

modes (see Sec. 2.3). A basis of this subspace is built through the following procedure:

(i.) One considers only the restriction of the initial set of vectors [T}
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i) (see Sec. 2.3 for its

content) on both interfaces with the help from observation matrices [¢,] and [¢] (see
Sec. 1.1.4)

ST — Cr ,Iyzsnzt :| 2.5

[rl] [Cln‘j@it : ()

If fixed interface modes are present in the initial set of vectors, they vanish naturally at

this step. A SVD of [T}] is performed to make these vectors linearly independent (see
Sec. 2.3.2)

[T5]=[UXV]. (2.6)

[X] is a diagonal matrix that contains the singular values A;. The linear independence is
guaranteed modulo the tolerance ¢ applied to truncate the set of singular values, leading
to NNy kept vectors where

N\ = maz{j,\j/A\ > €}. (2.7)

The Ny kept columns of U are a basis of the image of [T)7], or in other words a basis of

the motion restricted to interfaces Z; and Z. Then, from basis [T}},], one defines
(7] = [ Tricvimny @i |

2.8
[77] = [ Tiie Vi<, ] (2.8)

[T] contains both the initial vectors rejected by the SVD and fixed interface modeshapes.
An additional zero condition is imposed at the interfaces in the first equation to ensure
that [77] will really be a basis for interior modes with both interfaces fixed, in other words
a basis for modes that correspond to diagram (c) of Fig. 2.9 with

[Tcs]\zf.uzf = [0]. (2.9)

[T7] and [T7] are orthonormalized with respect to the stiffness [K*] of sector S® through a
standard Gramm-Schmidt procedure

(771 = [T7] - (12T K 12174 (T2 (12T K T (2.10)



(ii.)

(iii.)

(iv.)

This leads to bases whose general forms are

0
TS

c,c )
0

S (2.11)
7,7
73] = | 13

i,C

S
il

the following step is to build the bases of the motion at the interfaces from [7;]. This set
of vectors is supplemented such that

1= Th T3 | (2.12)
with B
T,
T3] =| Tie |,
by
. (2.13)
i,r
[T’zs2] = _Kg,cil Kg,r ,Tzs,r
0

[T7] contains the right interface vectors,
and no motion at the left interface.

their static recovery to the complementary domain

Right and left interface vectors are matched modulo 8, which is the rotation of angle
o« = 27/Ns. Introducing the following matrix

0 I
Bfl = ~ \ 1 ~ , 2.14
157 (¢T2)  (afu) -1 (2.14)
one builds
| 75, Ts, |=I17 B°], (2.15)
with B
91(Til)
[Té,r] = _Kg,ci Kg,re(,‘rzs,l) )
- 0 (2.16)
— 0 .
[75,] = | Ti.+ K: . VK:, 6(T7)
| Ly
With [T§ ] = [T¢], the final basis is
[Tg] = [ Tg‘,r Tg‘,c Tg,l ] : (217)

This basis has the particular shape described by Fig. 2.9. [T§,] is a basis of modes with
the right interface free and the left interface fixed. [T ] is a basis of interior modes with
both interfaces fixed. [T,| is a basis of modes with the left interface free and the right
interface fixed. 7

Note that when the disk is tuned [T§] = [T9], Vs € [0, N5 — 1]. Otherwise, [75,] = [Tgr]
and [T§,] = [Tg’l], Vs € [0, Ns — 1], whatever the degree of mistuning of each sector §*. The
latter drives the contents of [T§ .| which may vary from sector to sector. When it happens
that mistuning is small enough so that the blade shapes remain unchanged, the assumption
[75.] = [Tg ., Vs € [0, Ny — 1] remains valid, mistuning then acts on the reduced stiffness
matrix.
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2.4.2 Reduced matrices

Any finite element matrix [A®] relative to sector S* is projected onto the approximate subspace
so that
[A%] = [T§" A° T3] (2.18)

|A%] takes a particular form depending on whether [A®] is [M?*] or [K?] since

[T5.' M°T5,] = [1],
[T5.' K°T§,] = [T4. K°° Tsi] = [0],

: (2.19)
[T5." K T3] = [A%] = [\(wiﬂ') \]'

where wg; is the 4% natural frequency of sector S* with fixed interfaces. As a consequence, [M?]
and [K*] have then the remarkable forms

| 15, MeTs, T, MOT, T, MY,

(M) = | Tg.' M°Tg, 1 T, M Ty,
Ty, M°Tg, Tg,'MTg, Tg," MOTY,

[ TS, K°Ts, 0 T35 K°T,

[KE] = 0 A% 0

| T, K0TS, 0 Ty KT,

(2.20)

There is no stiffness coupling between the interface and the interior generalized DOF. The
coupling is fully integrated in the non-zero terms of the reduced mass matrix. The matrices
displayed in Fig. 2.10 are obtained with 2 x 16 interface vectors and 9 interior vectors.

T T b b FEEEE
o ol
20 20
30f_";;;.j 30-?'.‘;; i
MEE e B W

0 10 20 30 40 0 10 20 30 40
[41 x 41, nnz = 1609, nz = 1609] [41 x 41, nnz = 1033, nz = 1033]

Figure 2.10: Reduced matrices [M§] and [K¢] [HEBD]

Right and left interface vectors are built so that they are matched. This ensures that the
inter-sector continuity condition (1.14) is equivalent to stating that left generalized DOF of one
sector are equal to right generalized DOF of the next one

[aT§)] = [er TH] == {agy} = a5} (2.21)

where, as stated in Sec. 2.4.2, [T§,]| = [TSOJ] and [Tg,]| = [Tgr], Vs € [0, Ns — 1], even in the
case of a mistuned disk. This condition makes the assembly of a disk model with respect to the
generalized coordinates very straightforward, leading to block diagonal matrices obtained by the
assembly of those of the sector superelements, as depicted in Fig. 2.11.
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Figure 2.11: Reduced matrices [Mg| and |Ks| [HEBD]

It also provides a very convenient way to have a quick insight into the spatial distribution of
the motion by defining a pseudo-mesh that represents the generalized degrees of freedom. Such a
representation is depicted in Fig. 2.12.

x\\ ;%

{QSC}—"‘Im .................

Figure 2.12: Pseudo-mesh of the generalized degrees of freedom [HEBD]

x

According to Eqn. (2.20), when mistuning is small enough to keep [T§ | unchanged, it acts
only on the diagonal terms [A% | of the reduced stiffness matrix, in other words it corresponds
to deviations of the natural fi"equencies of each sector §° with fixed interfaces, such that
Vs e [0, Ng — 1],

(A% ] = [T+ A9 AL, ). (222)

where [A®] is a diagonal matrix containing the mistuning factors. For a given sector, these factors
can be different from a mode to another.
2.4.3 Verification in the case of a tuned disk

Before any consideration of mistuning, it was necessary to verify the reduction technique
on a tuned disk, in particular to be sure that the modes used to build the reduction basis are
obtained exactly with the reduced model. A reduced model of the HEBD is built using a basis
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composed of 2 x 16 interface modes built from 3 single or paired modes with & € [0,3] and
a frequency in the band [0, 5], supplemented by 9 modes of the sector with fixed interfaces.
Table 2.5 summarizes the number of DOF of the different models of this bladed disk. Figure 2.13
illustrates the contents of the reduction basis.

Table 2.5: Number of DOF of each model [HEBD]

Model Full FE CICR
Sector 14 355 | 16 (r) +9 (c) + 16 (1)
Assembled disk | 293 457 575

: &
(a) (b) (c)

Figure 2.13: Vectors in the reduction basis for the HEBD model: vectors in (a) [T§,], (b) [T§ ]
and (c) [Tg]

The modes obtained with the reduced-order model are compared to the modes given by a
classical cyclic symmetry approach. The resulting graph f vs. § and the corresponding relative
error in frequency for the single or paired modes with & € [0,11] in the frequency band [0, 15]
are depicted in Fig. 2.14.
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Figure 2.14: CICR technique: (a) Eigenfrequencies vs. Fourier harmonic coefficients and (b)
relative error in frequency for the HEBD model

68

As expected, this error is zero for the targeted values of 6 and stays under 0.7% for the
non-target modes in a frequency band three times wider than that of the target modes. One



notices that the use of sector modes with fixed interfaces overstimates by around 0.1% the
frequencies of cyclic modes with high values of . The correlation between the reduced modes
and the reference modes is computed by means of the MACM criterion introduced in Sec. 1.1.7
and is very good: beyond 99.99% for the target modes and no less than 93% for other modes

- ’ / N Ty ) 0.2
=0.4
-0.6
-0.8

(b)

' L | 0.5

0.6

-0.2
-0.4
~0.6

-0.8

()

Figure 2.15: Reduced representations of the modeshapes (left) and their recovery to the full
HEBD (right) for mono-harmonic modes with: (a) 8 =0, (b) 6 =2 and (c) 6 =11
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in the frequency band [0,15]. Maximum accuracy is obtained for modes with either small &
at low frequencies or high & as they are very close to that of the reduction basis. As a result,
modeshapes obtained with this tuned reduced model are very close to the exact tuned modes.
Typical modeshapes are shown in Fig. 2.15 before and after their recovery to the full disk. They
clearly exhibit similar patterns under these two forms, which demonstrates the convenience
of the reduced representation. Recall that the reduced-order model is periodic, therefore all
superelements are identical. The spatial harmonic content of the generalized modeshapes can be
analyzed either from the reduced or recovered modeshapes. The Fourier spectra of the already
considered solutions are reported in Fig. 2.16 and exhibit a single harmonic, as expected.
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Figure 2.16: Fourier harmonic contents of the modes displayed in Fig. 2.15 with: (a) 8 =0, (b)
d=2and (c) =11

2.4.4 Application to mistuning

Mistuning is taken into account as a distribution of frequencies of fixed interface modes found
in the diagonal of [Kg]. A sample distribution is shown in Fig. 2.17.
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Figure 2.17: Natural frequencies of the sectors with fixed interfaces at most +5% of the mean
(tuned) value [HEBD]

The reduced stiffness matrix is no longer made of identical blocks along its diagonal. As
a result, the generalized modes are spatially multi-harmonic. This is illustrated by Figs. 2.18
and 2.19 where two generalized modeshapes. Figure 2.18 depicts a mode mostly localized to
blade #17, which is indicated equivalently by both representations. The reduced representation
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Figure 2.18: (a) Reduced representation of a localized modeshape of the HEBD, (b) its recovery
to the full disk and (c) its harmonic content
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Figure 2.19: (a) Reduced representation of a degenerate tuned modeshape of the HEBD, (b) its
recovery to the full disk and (c) its harmonic content
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indicates that this mode only involves the third interior DOF and the visual inspection of the
recovered modeshape confirms that it corresponds to the first torsion of the blade. However, the
spatial spectrum of this modeshape is not strictly a Dirac’s comb and the energy is not totally
confined to this blade. Indeed, a few blades exhibit a small but non-zero generalized /recovered
amplitude. Conversely, Fig. 2.19 presents a degenerate tuned mode with a contribution of all
blades with a quite distinguishable pattern confirmed by the spatial spectrum.

The response of the disk to a stationary excitation with & = 3 is obtained directly from the
reduced-order model. Figure 2.20 shows the maximum amplitude of the displacement recovered
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Figure 2.20: Mistuned response of the HEBD to an excitation with & = 3 in the vicinity of pairs
of tuned peaks number (a) 1, (b) 2, (c) 3, (d) 5, (e) 6, 7, 8 and (f) 9
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at the blade edges (tip, leading and trailing edges). The modal damping ratio is low enough so
that peak scattering can be seen. The amplitude of the mistuned response is not necessarily
higher than its tuned counterpart even though increases in the amplitude levels are observed.

To conclude, the aim of this mistuning analysis is not to characterize this specific disk
but to demonstrate that the method is suited to this type of analyses. The direct integration
of frequency mistuning within the reduced stiffness provides a very useful means to perform
statistical analyses on a population of bladed disks. For each sample distribution of frequencies,
careful post-processing is required to obtain the stress levels within the blades for HCF analyses,
especially when a highly localized response is observed.

2.5 Disjoint component reduction [DJCR]

The main problem of the CICR technique is that two adjacent superelements must share
exactly the same set of interface DOF, hence it requires numerous vector operations that can be
very time and memory consuming for large sets of physical DOF. To avoid this problem, a second
reduction technique is introduced where each bladed sector is divided into two superelements:

(i.) the first one is associated with all finite elements except those with nodes belonging to the
left interface; this type of superelements are called (intra-)sector superelements in the rest
of this section,

(ii.) the second one contains the elements that have been removed in (i.); this type of superele-
ments are referred to as inter-sector superelements.

2.5.1 Approximate subspace in a mono-disk approach

The proposed methodology is first introduced within a mono-disk approach. As stated at
the beginning of this section, each bladed sector is condensed into a sector superelement (white
region with blue edges in Fig. 2.21) that is connected to other sectors thanks to inter-sector slices
of finite elements (green region with black border in Fig. 2.21). Efforts are concentrated upon
the search for an appropriate subspace to approximate motion within the sectors superelements.
The interface (green inter-sector portion) is later reduced by considering the trace of the motion
of the adjacent sectors to the right and left interfaces of the inter-sector slices.

Figure 2.21: Sector substructuring in the mono-disk DJCR: ([J) sector superelement, (H) inter-
sector superelement

The discrete displacement of sector §° without the inter-sector portion is now partitioned
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according to Fig. 2.21 so that
q;
{¢’b=1 @ - (2.23)
a4/
The reduction process aims to build an approximate kinematic subspace of sector S® in order to
recover {¢°} by
Tif,
{°} = [T o} = | Thre | {aish (2.24)
T3,

where {q3,} contains the generalized degrees of freedom and [T},] is a basis of the subspace
generated by [T7 ;] and partitioned according to Eqn. (2.23).

Any finite element matrix [A®] relative to sector §° is then projected onto the subspace
spanned by [7*] thanks to the relation

[A3,] = (T3, A° T3], (2.25)

According to Eqn. (2.23), the slice C* that connects sectors S* and S**! couple {g/} and {¢:*1},
so that any matrix [Ag] relative to this slice has to be reduced on the subspace generated by
[T%,] and [T/ 1] such that

]
Ts 0 TS 0

43 ]=[ i ] [AS][ e ] (2.26)
e 0 TMJTrl ¢ 0 TMJ#

Columns in [T ijﬁ] are assumed to be vectors that span the subspace of motion on left

interface Ilsﬂ (the s + 1 will not be omitted for clarity). For a large set of generating vectors in
[T7,..], this rectangular matrix is not necessarily full rank so that a generating basis must be
built first.

SVD or Gram-Schmidt methods (see section 2.3.2) only work on [T},;,]. The only way to
ensure that the reduced basis generates the same subspace as [T7,.,] is to décompose the basis in

init
two parts and apply an SVD or Gram-Schmidt on both

Ty, 0
@y=| o Ty, |- (2.27)
0 Ty

With the modified IMS algorithm detailed in section 2.3.2, the topology of the matrix is

s 0

o | M Trrr

{¢°} = Ts, . A . (2.28)
Tzf/;z e

with a number of vectors that is smaller than or equal to the size of [T} ,,].

Figure 2.22 displays the transpose of a sample mono-disk reduction basis without vector
ordering (actual basis) and with vector ordering (not used but shown here for clarity). The two
triangular areas of non-zero data in Fig. 2.22b correspond to typical results of the IMS with 1 as
the diagonal terms.

With such a topology, generalized DOF {q]s\ji} are not coupled with DOF of sector s since
their motion on the right interface is zero. The coupling matrix [Aj’\/[’c] is thus significantly
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smaller. Models resulting from this methodology are notably smaller than those generated by
the method of Sec. 2.4.
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(b)
Figure 2.22: Sample mono-disk DJCR, basis with vectors (a) unsorted and (b) sorted [ACAD]

Even though it is never explicitly built, the subspace in which the approximate solutions of
the disk problem are sought is given by

T 0
(Tl =| & . : (2.29)
1
0 T

2.5.2 Approximate subspace in a multi-disk approach

When it comes to multi-stage assemblies, sectors of a given disk are not only connected to
each other, but with one or more sectors that belong to the adjacent disks.

"l il

|l|-" I -

',

o (/
(i‘

{qrmR

Figure 2.23: Sector substructuring in the multi-disk DJCR: ([J) sector superelement, (H) inter-
sector superelement, () ring surface and (Q) nodes common to the ring and the right interface

In this case again, each bladed sector is condensed into a sector superelement (white region
with blue border in Fig. 2.23) that is connected to its neighbours thanks to inter-sector slices of
finite elements (green region with black border in Fig. 2.23) and inter-disk rings R (red region).
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The DOF set of sector S%* is partitioned according to Fig. 2.23 so that

{g™} =% o ¢ (2.30)

The approximate kinematic subspace of sector S%* is built so that {g%*} is recovered by

{g**} = (T3 a3 ), (2.31)

where {q%’j} contains the generalized degrees of freedom. [Tféf] is a basis of the subspace derived
from [ﬂi’ft] which is partitioned according to Eqn. (2.30) into

d7
TMZTmR
TS
[T55] = T‘%T (2.32)
M= MR . .
,S
TJ\dM
,S
Ty

Any finite element matrix [A%#] relative to sector S%* is projected onto the subspace spanned
by [T%:*] thanks to the relation

-
(A% ] = [T A% T3] (2.33)
According to Eqn. (2.30), slice C%* that connects sectors S** and S»**! couple {q;i’s} to {qf;f;gl

and {q,,ﬁi’SH}, so that any matrix [Ag’s] relative to this slice has to be projected on the subspace

generated by [T45], [T5:5HL ] and [T9:*7!] such that

d, T d,
d TM?Z d 0 1 d TM?I d X 1
i ,5+ ,8 s+
[Afl=] o TA{;M712 [A%1 | o T]\gfm712 : (2.34)
0 Ty 0 Tt

RiI}g/R between disks D¢ and D connects {¢°,} and {¢%°}, Vs € [0, N¢ — 1], to {qf;‘;;} and
{q;iz’S }, Vs’ € [0, N¢ —1]. The restriction of the whole kinematic subspace to the DOF set of
the ring is

S .
T o oo 0 0 . 0
TM,OR e 0 0 . 0
0 P 0
LN -1
0 T, 3 0 0
[Thr] = MR 2.0 (2.35)
0 0 TMéTr\’R 0
0 0 Ti'e 0
2,&3—1
0 TM,TQR
|0 . 0 0 . szv}%*l
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Any matrix [A] relative to ring R is projected on the full subspace spanned by the vectors in

[Tn,R]
[A% =] = [Th; = A% T r]- (2.36)

A careful sorting of the DOF sets and a smart use of the various orthogonalization strategies
described in Sec. 2.3.2 enable to limit connectivity and guarantee vector independence. One
targets the typical basis topology

Tirereer 0 0 0
ds TC];\i/ésr,rmR T]C\lifr,r ~ 8 0
[T);'] = T%”R’mR ~d0 Thvirr ~d0 : (2.37)
,‘Z:]\/fc,rmR ,‘Z:]\/},Sc,r 0 7:1\4’:90,0
| Tavieer Daite 0 Tyiie |

In this basis one distinguishes

. [Tﬁfr ~grl, non-zero shapes that have their maximum in the DOF set common to the

right edge (Iﬁl *) and the ring (R). These are in very limited number and thus kept
non-zero everywhere. They are selected by a sorting of the initial vectors according to their
contribution to the r n R DOF set followed by a simple application of the IMS algorithm.

. [Jw’f\lfr ~rl, shapes that are only zero on the right edge/ring intersection » n R. They are
obtained by a simple application of the IMS algorithm to the remaining vectors.

e other shapes are possibly non zero on both the interior Sg * and ring DOF sets. To limit
coupling, one builds [T ]C\I/A}SR =] by the singular value decomposition of the trace on R of the

remaining vectors and [T’ ]‘\ifr] by application of the IMS to the trace of the same vectors on
c v l. This step thus involves some replication, which was deemed acceptable.
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Figure 2.24: Sample multi-stage DJCR basis of a single sector with vectors (a) unsorted and (b)
sorted [ACAD]

Figure 2.24 displays the transpose of a sample multi-disk reduction basis for disk D' without
vector ordering (actual basis) and with vector ordering (not used but shown here for legibility).
The triangular areas of non-zero data in Fig. 2.24b correspond to typical results of the IMS.
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Once more, the full subspace [T)/] is not explicitly built as

-T]\l/}o 0 0o ... 0 i
‘ ' 1]\./171 ‘ .
0 ... TENs 0o - 0
T - M , 2.38
[T] 0o - 0 T ... 0 (2:38)
0 - 0 0 ... TJ@NE*_

but the reduced matrices are assembled from the superelementary matrices in two steps:

Step 1: the physical finite element matrices of the sectors and inter-sector superelements are
built sector by sector, disk by disk, thanks to Eqns. (2.33) and (2.34), leading to matrices
[chf’j] and [AC](}[SC] associated with sector S** and slice C%* respectively. These matrices
are assembled into reduced disk matrices, exactly like in the mono-disk approach.

Step 2: the matrices of the ring are projected onto the kinematic subspaces of its neighbouring
disks with respect to the inter-disk generalized DOF thanks to Eqn. (2.36). In order
to avoid handling the full matrix of [Th], [A%] is built iteratively block by block, or
equivalently sector by sector.

Table 2.6 summarizes the memory required to store both the initial matrix and its factors with
or without the explicit isolation of the DOF common to the intra-sector and right inter-sector
interfaces. At this point of the development, these figures do not seem in favour of the isolation
procedure whereas the matrices look sparser (see Fig. 2.25 for a model with 3 and 4 sectors).
Special efforts will be paid to that point in the upcoming work to demonstrate that such a feature
is a true improvement.

Table 2.6: Memory occupation of the reduced matrices of the 3SHP model with 134 vectors in
(T3]

Common DOF isolated No Yes
Size 8 881 12 313
Non-factorized 38.2Mb | 50.5Mb
Cholesky factor 628.9Mb | 802.6Mb

2.5.3 Application to the academic rotor [ACAD]

This reduction technique is first applied to the academic rotor model presented in Sec. 2.2.2
to study its convergence.

The reduction process leads to relatively sparse matrices with the remarkable form displayed
in Fig. 2.26 for this assembly of two tuned disks with 12 and 15 blades. The diagonal blocks
and four off-diagonal blocks derive from the projection of the sector matrices. The latter blocks
can be divided into two groups, the first with 12 blocks and the second with 15 blocks. The
inter-disk coupling is contained both in the diagonal blocks that derive from the matrices of the
inter-sector joints and in the off-diagonal blocks that derive from the matrices of the ring. Apart
from these remarks, the reduced matrices have no other properties which could impact their
eigenvalues or eigenvectors.

Different generating sets of mono-harmonic solutions with & € [0, 5] are considered in various
target frequency bands displayed in Fig. 2.27a. 250 generalized modes with a frequency f € [0, 15]

79



=

50
100
150
200
250,

0 100 200 0 100 200
[288 x 288, nnz = 23550, nz = 23550] [288 x 288, nnz = 41600, nz = 41600]

0
w

100

200

300

400

0

r
r

t

I

100 200 300

(a)

400 0 100 200 300 400
[449 x 449, nnz = 47787, nz = 47787] [449 x 449, nnz = 61869, nz = 61869]

(b)

Figure 2.25: Topology of the reduced matrices according to the orthogonalization and DOF
sorting strategy: (a) without and (b) with isolation of the DOF common to the ring and right
interface — ring without mass (ACAD model with 3 and 4 sectors)
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Figure 2.26: Reduced stiffness matrix [Kj/] (a) global shape: (M) blocks of disk D!, (M) blocks
of disk D? and (M) blocks of ring R, and (b) actual matrix (ACAD model with 12 and 15 sectors)

are compared to the assumed corresponding modes of the full rotor in the same frequency band,
referred to as reference modes. The resulting relative error committed on frequencies is plotted
in Fig. 2.27b. A modeshape correlation index, based on a Modal Assurance Criterion (MAC) is
reported in Fig. 2.27c. As can been seen in these figures, the maximum of the relative error in
frequency is below 0.1% and the modeshape correlation is excellent as soon as the generating set
includes enough vectors.
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2.5.4 Application to the 3-stage industrial model [3SHP]

A sub-model made of the 3 integrally bladed disks of the industrial rotor depicted in Fig. 2.3
is now considered. The minimal geometry composed of one sector per disk plus the rings
derived from that in Fig. 2.5 is perfectly suited to the computations of the mono-harmonic
eigensolutions. A classical graph of normalized frequencies versus Fourier harmonic coefficients is
plotted in Fig. 2.28. Similarly to Fig. 1.19b in Sec. 1.3, one compares the rotor mono-harmonic
eigensolutions to the eigenmodes of the individual disks in free-fix (D!), fix-fix (D?) and fix-free
(D?) conditions. Frequencies are normalized with respect to the frequency of the first flexible
0 diameter solution of the rotor. The same conclusions presented in Sec. 1.3 can be drawn
from that graph and are briefly recalled: (a) accumulations are well reproduced except that
(b) aliased solutions are observed for disks D! and D? for & > 18 and & > 28 respectively
and (c) multi-stage coupling affects only the left-hand triangular area which concentrates the
disk-dominated solutions (see Fig. 2.28b).
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Figure 2.28: (a) Full and (b) zoomed normalized frequencies of the mono-harmonic eigensolutions
of the 3SHP model (O) and the modes of disk D' (+), disk D? (x) and disk D? () in free-fix,
fix-fix and fix-free condition — (—), (—) and (-) are accumulations
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Typical shapes are plotted in Figs. 2.29 to 2.32. In particular, the recovery of the strain
energy in Fig. 2.29b provides useful information since its maximum is located at the rim between
disks D' and D? and not at the tip of the blades as would be expected because of the 251
shape. Particular attention must be paid to the fact that for a tuned disk the stress and energy
distributions are similar on every sector except that levels follow a sine/cosine pattern driven by
5. Hence, the stress (resp. energy) level retrieved on sector S%° must be considered with care
since it may not be the maximum stress (resp. energy) withstood by disk D¢. This emphasizes
the need for 360° disk/rotor models.

Figure 2.29: Coupled mono-harmonic eigensolution with 6 = 1 at f = 15.53: (a) amplitude of
the displacement and (b) density of strain energy — Blade shapes are 251, 2T and 2F [3SHP)]
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Figure 2.30: Mono-harmonic eigensolution localized to disk D! with & = 4 at f = 8.63: (a)
amplitude of the displacement and (b) density of strain energy — Blade shape is 2F [3SHP)]
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Figure 2.31: Mono-harmonic eigensolution localized to disk D? with 6 = 2 at f = 7.47: (a)
amplitude of the displacement and (b) density of strain energy — Blade shape is 1T [3SHP]
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Figure 2.32: Mono-harmonic eigensolution localized to disk D? with 6 = 0 at f = 5.35: (a)
amplitude of the displacement and (b) density of strain energy — Blade shape is 1F [3SHP)]
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Typical computation times within MDNastran are reported in Tab. 2.7 with the corresponding
number of degrees of freedom. Computation times with & > 0 are around 4 times higher simply
because of the two-sector-per-disk approach.

Table 2.7: CPU time needed to compute the mono-harmonic eigensolutions of the 3SHP model
(s: single, np: near-pairs)

d time (s) modes DOF

0 258 62 s 140 565
1 904 62 np 281 130
2 847 58 np 281 130

A reduced model of this assembly is built from an initial set of target mono-harmonic eigenso-
lutions with & € {0, 1,2} and f € [0, 16.13] plus fixed interface modes in the same frequency band.
This reduced model has 44 342 generalized DOF. The topology of the reduced stiffness matrix is
displayed in Fig. 2.33. 2 Gb are required to store either the mass or the stiffness matrix. Once
factored, any of these matrices occupies 16 Gb on the hard disk drive.

900 modes are computed to cover the entire normalized frequency band [0,19.5]. Before
restoring the modeshapes to the whole structure or a subset of physical DOF, a convenient
way to describe the generalized modes is to perform a Fourier spatial analysis of the reduced
modeshapes. This analysis is conducted disk by disk since their reduced models are rotationally
periodic, which is obviously true for tuned disks but also for disks with a mistuning small enough
so that it does not affect the sector subspaces. Mistuning is not considered here and this point is
discussed further in Sec. 2.6.2.

Figures 2.34, 2.35 and 2.36 in which the color varies from white (relative amplitude of harmonic
equals 0) to black (relative amplitude of harmonic equals 1) then show that, as expected, modes
come first by near-pairs, and second by families.

The fraction of strain energy in each disk is defined by

{QM}T [Kd | {QM}
{am} T [Ku] {anr}
and is plotted in parallel to these spectra. It is mandatory to examine both graphs together
to avoid hasty conclusions in terms of multi-harmonicity of modes. Indeed, a mode that looks
multi-harmonic on a given disk can be so if its participation relative to that disk is very small:
the analysis of an almost zero signal leads to a spectrum that shows multiple harmonics, but
it does not indicate that the generalized displacement is almost zero on this disk! A physical
indicator, such as the kinetic energy, should be used to avoid normalization problems between
the kinematic subspaces defined on each disk. It is introduced in the following example.

Vde {1,2,3}, R =

(2.39)
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Figure 2.33: Reduced stiffness matrix [K /| of the 3SHP model (a) global shape: (M) blocks of
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Figure 2.34: Generalized modes 7 to 300 (f € [1,7.52]): (a) Spatial harmonic content and (b)
participation factor in strain energy for disks (H) D!, (B) D? and (M) D3 [3SHP]
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Figure 2.35: Generalized modes 301 to 600 (f € [7.52,13.74]): (a) Spatial harmonic content and
(b) participation factor in strain energy for disks (H) D!, (B) D? and (M) D3 [3SHP]
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Figure 2.36: Generalized modes 601 to 900 (f € [13.76,19.57]): (a) Spatial harmonic content
and (b) participation factor in strain energy for disks (H) D!, (M) D? and (M) D3 [3SHP]

For instance, modes 118 — 180 are clearly localized to disk D? according to Fig. 2.34 but
seem to be multi-harmonic on disks D' and D?. The only multi-harmonic modes of the reduced
model are observed on disk D? for & > 22 (if & is considered as the dominating harmonic in these
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particular cases), as described in Fig. 2.37 where the shape of mode number 428 at f = 10.23
is restored to the whole assembly and its weighted spectrum is computed for the generalized
vectors by

max ( max H@gH ) =1, (2.40)

de{1,2,3} \se[0,Nd/2] 1

This shape seems localized to the blades, thus this shape lies in an accumulation band. Accumu-
lations are generally not affected by multi-stage coupling and the scattering of the spectrum is
quite surprising. Conversely, from the latter figures, it can be concluded that almost all modes
are mono-harmonic, like that of Fig. 2.38, even for highly coupled modes, which are those most
likely affected by multi-stage coupling. A possible explanation is that the asymmetry of the
intermediate ring is not sufficient to strongly affect the overall motion of the bladed assembly.
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Figure 2.37: Restored mode at f = 10.23 localized to disk D?: (a) modeshape and (b) spatial
harmonic content for disks (H) D!, (W) D? and (W) D3 [3SHP]
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Figure 2.38: Restored mode at f = 15.89 with strong coupling: (a) modeshape and (b) spatial
harmonic content for disks (H) D', (M) D? and (M) D3 [3SHP]

Full recoveries are in fact not necessary to draw the same conclusions. Actually, the partial
recovery described in Sec. 2.3.3 is particularly useful here since storing the 900 generalized modes
represents about 305Mb, whereas storing the 900 modes once restored would represent 53Gb.
To address this issue, two different selections are considered here for post-processing;:

e to display the motion, a coarse mesh connecting a few nodes in each sector is depicted
in Fig. 2.39a, it includes a sufficient number of blade nodes to discriminate between the
various types in their motion,
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e to compute stresses and energies associated with a certain type of motion, a selection of
blade and disk elements is performed for disk D' and is shown in Fig. 2.39b.

Figure 2.39: Typical selections for post-processing of (a) motion and (b) stresses [3SHP]

The two generalized modeshapes at f = 10.23 and f = 15.89 are recovered to the pseudo-mesh
of Fig. 2.39a. As a result, Fig. 2.40 indeed provides the same information as Figs 2.37a and 2.38a
in terms of localization of the motion.
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Figure 2.40: Partial recovery of modeshapes at (a) f = 10.23 and (b) f = 15.89 [3SHP)]

However, a partial recovery to a viewing mesh as is done in Fig. 2.40 only provides an
indication where to look for high densities of strain energy and high stress levels but lacks the
possibility to indeed recover such quantities since there is no underlying mechanical content in
this mesh. To do so, the selection of true finite elements displayed in Fig. 2.39b is invoked and
the strain energy and the Von Mises stress distributions are recovered to that subset of elements
for the generalized mode at f = 15.89, which is depicted in Fig. 2.41. This figure shows that, for
this very mode and this very disk, (a) the Von Mises stress is maximum on the disk flange and
(b) as expected it has a high value in the middle of the blade tip due to the 2S1 shape. Without
proper considerations of multi-stage coupling, it is highly possible that conclusion (a) would be
missed. Besides, the mono-harmonic solution also shows a strong participation of disk D? and
the subset of kept finite elements could be extended to that disk.
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Figure 2.41: Partial post-processing of the generalized mode at f = 15.89 on disk D!: (a)
normalized density of strain energy and (b) normalized distribution of Von Mises stress [3SHP]

2.5.5 Application to the full industrial model [FSHP]

In this section, the full rotor displayed in Fig. 2.3 is considered. Mono-harmonic eigensolutions
are computed in the frequency band f € [0,24.17], if the frequencies are normalized with respect
to the lowest frequency among these solutions. Because of the high amount of CPU time requested
to compute them within MDNastran (see Tab. 2.8 for details), it is mandatory to compute
only the target mono-harmonic eigensolutions required in the subsequent reduction process. It
emphasizes the need for an a priori guess of the dynamics, which relies on the user’s experience.

Table 2.8: CPU time needed to compute the mono-harmonic eigensolutions of the FSHP model
(s: single, np: near-pairs)

time (s) modes DOF

29 590 79 s 1 318 692
147 582 76 np 2 637 384
125 621 68 np 2637 384

N = | Do

The graph of normalized frequencies versus Fourier harmonic is plotted in Fig. 2.42. Even
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with this small set of solutions, similar conclusions of those drawn from Fig. 2.28 can be made.
In particular, accumulation frequencies (frequencies of single sectors with fixed interfaces) can
already be seen for disk D' (2F, 1T), disk D? (1F) and disk D3 (1F).
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Figure 2.42: Normalized frequencies of the mono-harmonic eigensolutions of the FSHP model
(O) — (—), (—) and () are accumulation frequencies

Sample mono-harmonic eigensolutions of the full assembly are plotted in Figs. 2.43 to 2.46.
Once more, the direct display of the complex sector shapes seems sufficient to conclude about
the localization of the motion at the rotor level. The localization at the disk or sector level can
be achieved by means of a partial recovery of the mono-harmonic shapes to the pseudo-mesh
depicted in Fig. 2.51 and not yet used at this step of the analysis. In particular, the global shaft
modes are retrieved as well as highly localized shapes.

A subset of mono-harmonic eigensolutions with & € [0,4] and f € [0, 24.6] is used to build a
reduced model. The initial set of complex vectors is made of 594 vectors distributed as reported
in Tab. 2.9.

Figure 2.43: Global bending with & =1 at f = 1.57 [FSHP]
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Figure 2.45: Coupled mono-harmonic eigensolution with & = 2 at f = 13.45 — Blade shapes are
2T, 2F and 1T [FSHP)]
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Figure 2.46: Mono-harmonic eigensolution localized to the seal with =1 at f = 16.33 [FSHP)]
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Table 2.9: Vector distribution in the initial set (s: single, np: near-pairs) [FSHP]

Mono-harmonic eigensolutions Fixed interface modes
5§=0 79 s D! 9s
b=1 76 np D? 5s
5=2 68 np D3 3s
0=3 58 np
6=4 47 np

Building the approximate kinematic subspace of each superelement requires 4 825 s and leads
to bases whose main characteristics are gathered in Tab. 2.10. Note that the amount of memory
required to store each single basis is quite large. The fact that each bladed disk is tuned (or
lightly mistuned, see Sec. 2.6.2) helps to limit the total amount of memory since the recovery
matrices are actually stored once and reused for all sectors of a given disk.

Table 2.10: Characteristics of the reduction bases [FSHP]

SE in Basis size (intra x Number of Memory used
Disk reduced) interior DOF Y
D! 308 727 x 184 71 433.4 Mb
D? 174 156 x 167 58 221.9 Mb
D3 430 401 x 166 45 545.1 Mb
D* 228 378 x 389 110 677.8 Mb

Assembling the reduced matrices requires 6 071 s, leading to matrices of size 47 668 x 47 668,
each one needs 3.8 Gb to be stored. Their typical topology is displayed in Fig. 2.47. The different
blocks are detailed in that figure.
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Figure 2.47: Reduced stiffness matrix [K /] of the FSHP model (a) global shape: (M) blocks of
disk D!, (M) blocks of disk D2, (M) blocks of disk D3, (M) blocks of disk D*, (M) blocks of ring
R!2, (M) blocks of ring R* and (M) blocks of ring R3** and (b) actual matrix

1 867 modes lie in the normalized frequency band [0,29]. They are computed in 7 854 s
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within MDNastran and stored in 679.4 Mb. The storage of the generalized modeshapes once
recovered to the full set of physical DOF is estimated to be 900 Gb.

As described in the previous example, some post-processing operations can be performed
before any restitution to any set of DOF. First, the frequencies resulting from the resolution of
the reduced matrix problem can be plotted so that accumulations are seen. Figure 2.48 then
shows that, as expected, the presence of the intra-/inter-sector fixed interface modes force the
frequencies to accumulate towards these shapes. Such a graph is a useful tool in the sense that
it allowed to update the orthogonalization procedures presented in Sec. 2.3.2 to force the fixed
interface modes not to be eliminated, therefore to force the accumulation of the generalized
modes towards these modes.
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Figure 2.48: Evolution of the eigenfrequencies of the reduced model in the band [0,24.17] with
the accumulation frequencies

Second, the spatial harmonic content of the generalized modeshapes can be investigated for
the same reason as in Sec. 2.5.4: because the reduced models of the disks are geometrically
periodic. The Fourier spectrum is here determined using an energy criterion. The fraction of
strain energy per harmonic per disk is considered. Indeed, by virtue of Eqn. (1.46), the norm
in strain energy of {q} (physical or reduced) restricted to disk D? is the sum of the norms in
strain energy of each spatial harmonic {gs} (more precisely of its real and imaginary parts when
complex). The fraction I//I\/éd of the total strain energy W associated with each harmonic {gs} is
then defined by

~d
W — ||q0||Kd707
O gl
wa _ IIRe (@)]] a0 + [[tm (3) | cao
° ||Q||K , (2.41)
|,
Wd _ 2 Kdvo.
ne llall

These quantities indicate which disks contain energy and which harmonics contribute. It
supplements the information about the spatial mono- or multi-harmonicity of the displacement.
It also avoids the plots of two separate graphs as done in Figs. 2.34 to 2.36 . Two ways exist to
represent these fractions of strain energy per harmonic:
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e harmonics are grouped by disk, as done in Fig. 2.49: it clearly shows single disk motion in
some frequency bands with harmonics increasing towards blade modes (accumulation),
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Figure 2.49: Fraction of strain energy by spatial harmonic for the generalized modes in the
frequency band [2.90, 6.44] relative to (from top to bottom) D!, D? D3 and D* [FSHP]

o disks are grouped by harmonic (with the appropriate number of zeros for non-present
harmonics), as done in Fig. 2.50: it indicates if all disks share the same subset of spatial
harmonics.

Indeed, in the normalized frequency band [2.90,6.44] Fig. 2.49 shows that an isolated accu-
mulation is observed on disk D? and 2.50 shows that all coupled modes in this band are spatially
mono-harmonic with low identical values of & on each disk (typically 0 to 2). Such observations
are typical of the whole frequency band [0, 29] except that a few multi-harmonic coupled modes
are observed between f = 14 and f = 17 (a typical shape is depicted in Fig. 2.57). Such obser-
vations are similar to that in Sec. 2.5.4, probably for the same reason: the inter-disk rings are
small enough so that they do not affect much multi-stage motion by scattering the spatial spectra.

The harmonic decomposition of the modeshapes is supplemented by a quick view of them
partially recovered to the pseudo-mesh depicted in Fig. 2.51 built with the same constraints as
in the previous example. In parallel, the grouping of harmonics disk by disk is preferably used,
as it is done in Figs. 2.52 to 2.57, where the localization information derived from the bar graphs
is confronted with the partial recoveries of the modeshapes to the pseudo-mesh. In all cases, the
partial recovery provides the supplementary information about where the motion (or equivalently
the energy) is really localized within the individual disks.
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Figure 2.50: Fraction of strain energy by spatial harmonic for the generalized modes in the
frequency band [2.90, 6.44] relative to (from top to bottom for each harmonic) D!, D?, D3 and
D* [FSHP]
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Figure 2.52: Global bending at f = 1.59: (a) partially recovered modeshape and (b) spatial
harmonic content [FSHP]
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Figure 2.53: Global torsion at f = 1.79: (a) partially recovered modeshape and (b) spatial
harmonic content — Blade shapes are 1F, 1F and 1F [FSHP]
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Figure 2.54: Solution localized to the turbine at f = 3.11: (a) partially recovered modeshape
and (b) spatial harmonic content [FSHP]
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Figure 2.55: Solution localized to disk D! at f = 12.04: (a) partially recovered modeshape and
(b) spatial harmonic content — Blade shape is 2S1 [FSHP]
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Figure 2.56: Coupled solution at f = 13.01: (a) partially recovered modeshape and (b) spatial
harmonic content — Blade shapes are 2S1, 2F and 1T [FSHP]
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Figure 2.57: Coupled solution at f = 16.83. Blade shapes are 3F and 2S1: (a) partially recovered
modeshape and (b) spatial harmonic content — Blade shapes are 3F and 2S1 [FSHP]
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The study of the fraction of strain energy per harmonic per disk of all the generalized modes
in the frequency band [0,29] demonstrates that, except for a few of them, they are spatially
mono-harmonic. This indicator enables to fill the incomplete graph in Fig. 2.42 by identifying
the harmonic with the highest fraction of strain energy (all disks taken together) for each mode.
The result is depicted in Fig. 2.58. Accumulations are well reproduced and, more important,
aliases are not present.
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Figure 2.58: Graph f(8) with both initial and reconstructed solutions [FSHP]
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Figure 2.59: Reconstructed graph f(8) with localization of the maximum fraction of strain energy
[FSHP]

The identification of the accumulations is made easier with the help from Fig. 2.59 where the
most participating disk is indicated for each generalized mode. The information about the most
energetic disk in the region of disk-dominated motion should be considered carefully since for
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coupled modes, the relative size between the disks makes disk D?* the most energetic whereas the
amplitude of the displacement may be more important on the others.

This reduced model is used to compute transfer functions of the rotor when two shakers are
positioned at 90° of each other, along the inward-pointing normal (—ex and —ey respectively)
at the lower extremity of the bearing of disk D?. In the following, only the first excitation is
considered since similar results are obtained for the second one. Each shaker excitation concerns
a single DOF of disk D?, hence their spatial spectrum relative to this disk is a Dirac’s comb
as displayed in Fig. 2.60. Recall that with the definition of the DFT given in Appendix B.1.3,
harmonics between 1 and N¢/2 — 1 also account for those between N¢/2 + 1 and N — 1 (see
Eqn. (B.12)), hence they seem to have a “double” amplitude.
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Figure 2.60: Harmonic content of the first single DOF load applied to the FSHP model

The normalized frequency band of interest is [2.90, 6.44]. It contains a relatively small number
of modes, many of them located in the band [5,5.5] which corresponds to the accumulation band
of the first bending mode of the D3 blade at f = 5.25. The frequency distribution in the vicinity
of this blade frequency is plotted in Fig. 2.61.
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Figure 2.61: Accumulation of modes in the vicinity of the (— —) 1F frequency of disk D? at
f =5.25 [FSHP]

The spectra of the generalized modes that lie in this frequency band are already plotted in
Figs. 2.49 and 2.50. The contribution of the individual modes to the global response can be
estimated by computing the ratio of effective stiffness associated with each mode. The effective
stiffness is such that

i G CHIRUNY (2.42)

w3 {o} T [K~1] {0}
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where {b} is the controllability vector, here limited to a single DOF. The effective stiffness is the
sum of the contributions k; of each mode (w;, {®;})

. {b} " {@;}{®;}" {b}
T b} K {b)
_ {07 {@;}{2,} 7 {b} 1
w3 N {0} 7 {cbkc}ugcbm {b} (2.43)
~ {b}T{®;} {®;}7 {b} 1
w? foil b} 7 {cbkig@m {b}”

since the mode set is truncated to keep only N, modes within a given frequency band (not
necessarily restricted to the band in which the response is computed). Effective stiffnesses are
plotted in Fig. 2.62. Generalized modes are assumed controllable when their effective stiffness
exceed a given threshold (here ¢ = 10719), their natural frequencies are later plotted as vertical
dotted lines in all graphs. The vertical green dashed line stands for the accumulation frequency
of disk D? that lies in this frequency band. Near-pairs of modes can clearly be seen in this figure.

10 T T T T T

-
=]
dn
T

Effective Stiffness

=10

—
=]

10 3 3.5 4 4.5 5 5.5 6
Normalized Frequency

Figure 2.62: Effective stiffness ratios of the generalized modes for the first single DOF load: (---)
assumed controllable modes and (— —) 1F accumulation frequency of disk D? [FSHP]

The transfer function between the first shaker and the blades in the pseudo-mesh of Fig. 2.51
is computed in 34 587s. Once more, a procedure of partial recovery is employed to restore the
response expressed on the generalized DOF set to this blade DOF set. Figure 2.63 shows the
maximum response on this DOF set stage by stage. The multivariate modal indicator function
(MMIF) is added to this plot to confirm the detection of phase resonances (as it indicates when
the transfer functions become purely imaginary [Géradin and Rixen 1993]).

One is also interested in the spatial spectrum of the response. Two ways are possible:

o after the recovery (full or partial), a Fourier analysis of the response at a given set of
sensors is performed. This method is adapted to experimental data, that is to say when
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Figure 2.63: (a) Maximum response on the blade DOF set of the pseudo-mesh and (b) MMIF
for (—) disk D!, and (—) disk D? and () disk D3: (---) assumed resonating modes and (— —)
IF accumulation frequency of disk D3 [FSHP]

0.1

<

only physical measurements are available. In this study, a single physical DOF is chosen for
each blade of each disk so that all resonant modes in the desired frequency bandwidth are
observable at this physical DOF. This choice is made here by considering the z direction at
nodes at the corner of each blade with the z coordinate being minimum, as reported in
Fig. 2.64.

Besides, since interest is focused on the harmonic content at the resonances, the transfer
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Figure 2.64: Locations of the sensors used to perform a Fourier analysis to the transfer functions
[FSHP]
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Figure 2.65: Harmonic content of the transfer function between the first shaker and the chosen
blade corner: (a) disk D!, (b) disk D? and (c) disk D3 [FSHP]
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functions are processed only at these frequencies, indicated by vertical dotted lines in
Fig. 2.63. The result of the processing is displayed in Fig. 2.65. The relative amplitude of
each harmonic with respect to the dominating one at each resonance is plotted. It seems
that only 0 = 1 is involved in the response, except near f = 5 where a few more harmonics
contribute to the response, especially in disk D2.

These results are better understood if one plots in parallel the measured signal at the
sensors for each resonance. This is done in Fig. 2.66 for the third and seventh peaks or
paired peaks, since modes come mostly in pseudo-pairs. However, in the present case, the
double peaks are not distinguishable here due to a too high damping ratio relatively to the
difference between the frequencies in the near-pairs. The amplitude of the response indeed
present two lobes characteristic of 6 = 1, when plotted against the angular location of the
retained sensors.

e however, the recovery is still not mandatory to conclude since one can compute the fraction
of strain energy per harmonic per disk at a given frequency. Such results are presented
in Figs. 2.67b and 2.68b for peaks number 3 and 7 identified in Fig. 2.66. However, if the
user wants some more insight in the operational deflection shapes, a partial recovery to the
vizualisation mesh is of great help to describe the longitudinal and circumferential location
of the motion, as depicted in Figs. 2.67a and 2.68a. In the present case, the external load
tends to direct the motion along the direction of excitation, an information that is not
directly available from the study of Figs. 2.67b and 2.68b.

- [~pisk 1] 3
—Disk 2{3
Disk 3]}

Maximum Amplitude

3 3.5 4 4.5 5 5.5 6
Normalized Frequency

(a)
.0.05

()

Figure 2.66: Measured displacement at sensors: (a) considered resonances and amplitudes at
resonance (b) 3 and (c) 7 for (—) disk D!, and (—) disk D? and () disk D3 [FSHP]
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Figure 2.67: (a) Shape and (b) fraction of strain energy by harmonic at peak number 3 at
f =3.99 [FSHP]
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Figure 2.68: (a) Shape and (b) fraction of strain energy by harmonic at peak number 7 at
f = 4.94 [FSHP]

2.6 Conclusions

In this chapter, two reductions techniques are proposed to deal with assemblies of bladed
disks. This section aims to summarize the main features of these techniques, with a particular
emphasis on the methodological aspects.

2.6.1 Summary of the methodology

Indeed, beyond the results obtained for various configurations (single-disks or multi-stage
assemblies), it is mandatory to insist on the methodology employed to deal with such problems.
The two methods presented in this chapter are used in a very similar way described in Fig. 2.69.
The only difference lies in the input sets of target vectors.

Table 2.11 summarizes the common and distinct features of the two proposed reduction
techniques.
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( Sector models )

Build the disk model
from sector models
fe_cyclicb(’DiskFromSector’,...)

Build the rotor model
from sector models
fe_cyclicb(’DiskFromSector’,...)

Add interm
fe_cyclicb(’Sh

ediate rings
aftRings’,...)

Assemble sector matrices
fe_cyclicb(’ShaftSEAssemble’,...)

Compute target mono-harmonic
eigensolutions and fixed interface modes
fe_cyclicb(’ShaftTEig’,...)

Build the sector kinematic subspaces
fe_cyclicb(’ShaftPrep’,...)

Assemble superelement matrices
fesuper (’fassemble’,...)

Project load onto kinematic subspace
fesuper (’ShaftLoadMulti’,...)
fesuper (’ShaftSELoad’,...)

Compute generalized modes
fe_eig(...)

Modal synthesis
fe_cyclicb(’ShaftFRFms’,...)

Direct response
fe_cyclicb(’ShaftFRFd’,...)

Post-processing:
fraction of strain energy/harmonic/disk
fe_cyclicb(’fourier’,...)

partial or full recovery of modeshapes (motion, energies, stresses)
fesuper (’SeBuildSel’,...) & fesuper(’SeDef’,...)

Loop on configurations

(operating point, boundary conditions,...)

C End of analysis )

Loop on load conditions

Figure 2.69: Flowchart of a typical reduced mono-/multi-stage analysis within SDT
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Table 2.11: Common and distinct features of the two proposed reduction techniques

CICR ‘ DJCR
Reduction type
CMS with sector superelements ‘ CMS with sector superelements
Initial set of vectors
Mono-harmonic modes Mono-harmonic eigensolutions
Modes of sector with inter-sector inter- Modes of sector with inter-sector and
faces fixed inter-disk interfaces fixed

Basis construction

Sorting of vectors according to their con-
tribution to each DOF set and orthogonal-
ization DOF set by DOF set (SVD or IMS)

Orthonormalization of vectors via Gram-
Schmidt

Quite h.eav.y vector handling since inter- Light vector handling
sector continuity must be ensured

Generalized DOF set is related to the
Generalized DOF are arbitrary physical DOF set for straightforward assem-
bly

Multi-stage capabilities

Yes, taken into account from the initial

No set of vectors (multi-stage mono-harmonic
eigensolutions)
Mistuning capabilities
Yes, either small or large (the latter is Yes, designed for either small or large
not yet implemented) but not yet implemented

Multi-model capabilities
Yes Yes
Enhanced post-processing
Yes, including a direct visualisation of
the generalized modeshapes

Yes

2.6.2 Future work

The two reduction techniques introduced in this chapter pave the way for efficient analyses of
multi-stage bladed rotors. However, a few further developments deserve to be considered:

¢ the orthogonalization strategy used in the DJCR technique must be updated so that there
is as little coupling as possible in the reduced matrices. Since the bandwidth drives the
size of the factorized matrix, it is mandatory to keep it as small as possible, that is to
say to have as few off-diagonal terms of inter-disk coupling as possible. Moreover, since
the inter-disk rings are small compared to the disks, it could be interesting to investigate
how neglecting their masses could impact the resolution of the reduced matrix problem.
Besides, such a reduction technique should be included into a subspace iteration strategy
so that the initial set of vectors is supplemented in order to minimize an identified residue.

e parametric studies must be made available, including thermal and rotation effects. Thermal
effects are critical in full rotor models since there exists a gradient of temperature, globally
from the turbine to the front bladed disk, and locally from the blade tip to the inner radius
of the rim. Rotation effects are discussed in Chap. 3.

e mistuning does not appear in the flowchart in Fig. 2.69. Both methods can be seen as a
jigsaw puzzle where in absence of mistuning all pieces are identical. To introduce mistuning,
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one can modify the characteristics of each superelement independently, its mechanical
properties (small mistuning) as well as the geometry of the underlying sector model (small
and large mistuning).

When mistuning is small enough, the blade modeshapes are not significantly affected
whereas their natural frequencies are. This is typically the case when one is interested
to quantify the effects of machining tolerances to the dynamic behaviour of a family of
disks or rotors manufactured on the same assembly line. In that very case, since the
previous assumption concerns the fixed interface modes, it is possible to keep the same
sector kinematic subspaces. One however slightly changes the diagonal terms corresponding
to these shapes in the reduced stiffness, as it is done explicitly in Sec. 2.4.4. This is
particularly convenient since the generalized DOF are kept unchanged, as displayed in
Fig. 2.70a.

When the latter assumption fails for larger changes, in particular when a blade encounters
an impact (during a foreign object damage event) and is strongly deformed, it is mandatory
to update its modeshapes. As a result, the interior generalized DOF are changed and one
must pay particular attention to keep the same set of generalized inter-sector DOF in the
subspace construction phase, as depicted in Fig. 2.70b.

Figure 2.70: Mistuned disk models made of superelements: (a) small mistuning and (b) geometric
mistuning — (O) interface DOF, (@) interior DOF of the nominal sectors and (@) interior DOF
of the rogue sector

o finally, it would be particularly interesting to confront such a numerical model to exper-
imental data obtained on a multi-stage sample rotor so that mono- or multi-harmonic
modeshapes could be observed.
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The rotation of any structure induces inertial loads that cannot be neglected when the
rotation speed is high. This is all the more critical for slender structures such as blades in
turboengines, especially for the fan and booster stages where long wide-chord blades are found.

Inertia leads to quasi-static deformations in such blades, mostly an extension with a subsequent
detwisting. As a result, the aerodynamic performances of the blades are locally altered which
affects the flow in their vicinity and consequently modifies the characteristics of the fluid-structure
interaction. The decrease of the gap at the tips of the blades may also reduce the aerodynamic effi-
ciency of the whole stage at best or lead to a contact with the casing at worst [Legrand et al. 2008].

Indeed, rotation-induced forces are follower forces, thus the two-step procedure described in

Sec. 3.1 has to be employed. Both problems rely on the same weak form which is recalled in
parallel to the associated discrete form so that supplementary operators or matrices are seen.
The first step computes the deformed state of the structure when it is brought from rest to a
quasi-static equilibrium induced by the inertial load. This operation involves either linear or
non-linear statics.
The second step computes the free or forced response of the structure once this prestressed state
has been reached. The effects of the supplementary terms in the matrix problem on the dynamics
are then discussed. Among them, it is observed that eigenfrequencies evolve with respect to the
rotation speed due to stiffening/softening effects. In addition, gyroscopic coupling also affects
them as it tends to separate double frequencies (at rest) into two distinct ones which correspond
to a forward- and a backward-travelling wave respectively [Jacquet-Richardet et al. 1996, Chatelet
et al. 2005, Santos et al. 2004]. The evolution of frequencies is usually depicted in a graph
w; = f(2) called a “Campbell diagram” presented in details in Sec. 3.2.5. Such graphs are of
particular importance to deal with engine order excitations whose frequencies depend linearly on
the rotation speed of the engine (see Remark page 22).

However, such supplementary matrices have to be assembled at each rotation speed of interest.
It is demonstrated in Sec. 3.2 that the supplementary stiffness matrices can be replaced by a
matrix quadratic polynomial of the squared rotation speed Q. This polynomial is actually exact
in certain limit cases described in this section, only an approximation otherwise. This enables
to cover wide ranges of rotation speed with only three constant matrices, derived from exact
stiffness matrices computed at three rotation speeds.

Even with such a convenient tool, the numerical cost to deal with various operating points in a
given speed range may become prohibitive. As a result, the combination of (i) the approximation
of the supplementary stiffness matrices by a quadratic polynomial of the squared rotation speed
introduced in Sec. 3.2 with (ii) a multi-model approach where an approximate subspace is built
from a set of exact vectors computed at three rotation speeds described in Sec. 3.3 provides a
means to significantly reduce that cost. These methods are extensively tested on various models
shown in that section.

Note finally that Sec. 3.1 highly supplements [Sternchiiss and Balmes 2006] in the sens that
the emphasis is put on the underlying finite element formulations from which the polynomial
approximation is derived.
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3.1 Theoretical background

As described in the introduction to this chapter and summarized in Fig. 3.1, computing the
response of a given structure while in rotation requires to solve two successive problems:

(i.) first, the shape associated with the static-stress state must be determined with the help
from the large displacement theory,

(ii.) second, for small amplitudes of vibrations, they allow to linearize the dynamic problem
around the prestressed state.

In other words, what is desired in this section is to formulate the evolution problem that
turns the initial configuration V'(0) (the structure at rest whose geometry is assumed well known
and meshed) into a first quasi-static configuration Vi computed at a constant speed and then
to compute the vibrations around this configuration.

stat

u(t)
V(0) V (stat) V(t)

Figure 3.1: The two steps used to compute the response of a structure rotating at a constant
speed

The weak formulations of both sub-problems are nearly identical and relies on [Géradin and
Rixen 1993, Curnier 1994, Batoz and Dhatt 1996, Ladeveze 1996, Lainé 2005]. Let us consider the
transformation from the initial configuration V(0) into the current configuration, say V(t) (it is

in particular valid for Vi) as described in Fig. 3.2.

Since the in-service load is assumed known for the current configuration V(¢t), the weak
formulation is first written for this configuration then recovered to the undeformed configuration

V(0)

Figure 3.2: Transformation of the initial configuration into the current one
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V(0), which is commonly the one that is meshed (and machined and mounted in the engine). In
all that follows, any quantity relative to the current deformed configuration is subscripted by
x and any quantity relative to the undeformed configuration is subscripted by p. The initial
configuration V'(0) is supposed at rest, therefore the initial conditions are

X =P,
up(p’O) = 07 (31)

For any configuration V', let (V') be the vector space of kinematically admissible displacement
fields on this configuration. &(V) is a subspace of the Sobolev space H!(V) (see Appendix C.2
for details on functional spaces).

The weak form of the mechanical problem relative to the current configuration V' (t) is

Find ux(x,t) € £V (t)) such that Vwx(x) € £V (1)), (3.2)
Wa(UX7 Wx) = Wi(UX7 Wx) + We(UXa Wx)a .
where
W) = |  Px) (axl.0), wx Gy av () (3.3)
Vit
is the virtual work of the acceleration quantities,
Wity w) = = | onluael, 1) & exlwalx)) av () (3.4)
V(t)
is the virtual work of the interior forces and
We(ux, wx) = J Fvx(x,t), wx(x)) dV(t) + J (fsx(x,t) , wx(x)) dS(t) (3.5)
V() v (t)

is the virtual work of the exterior forces. oy is the Cauchy strain tensor, px is the volumic
mass, ay is the acceleration, fyy is the exterior volumic forces, fsy is the exterior surfacic effort
and (., .) is the canonical inner product of (V). All the latter quantities refer to the current
configuration V().

Remark: choice of the virtual displacement

The transformation that turns V' (0) into V(¢) between times 0 and ¢ depends only on
the real displacement u and not on w. Therefore, it is always possible to define a
virtual displacement w such that w is

o either a function defined on the current configuration V'(¢), that is a function of
x. It is then denoted wy(x) and it belongs to H!(V (t)),

« or a function defined on the initial configuration V'(0), that is a function of p. It
is denoted wp,(p) and it belongs to H(V(0)).

There exists the following equivalence:

Wp (p) = Wx (X)

— ol (36)

The time ¢ has no importance for w since the transformation of wy into wx only
requires a change of spatial coordinates, even if the coordinates depend on the time ¢
at which the current configuration is chosen!
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The aim of this section is to recover the terms in Eqns. (3.3) to (3.5) to the undeformed
configuration V' (0) so that the weak form can be written

Find up(p,t) € £(V(0)) such that Vwp(p) € £(V(0)),

(3.7)
We (up, wp) = Wi (up, wp) + We (up, wp) .

The transformation of the different quantities that appear in Eqns. (3.3) to (3.5) are detailed
in Secs. 3.1.2 to 3.1.4 respectively. Prior to that, a few definitions relative to transformations are
recalled in Sec. 3.1.1 to help to clarify the notations.

3.1.1 General definitions

V(t) is the deformed structure and V' (0) the same structure undeformed (see Fig. 3.2). The
particle that is in p at time ¢ = 0 is in x(p, ¢) at time ¢, in other words x is the mapping that
transforms V(0) into V (t) between times 0 and ¢. The initial condition is then x(p,0) = p.

The gradient of the transformation is denoted Fp, and is defined such that

0x
Fp(up(p,t),t) = %(p,t) = Dpx(p, t). (3.8)
The notation
0
Dyx = (Tv*

where v is a field will be used throughout the rest of this chapter. If one defines the displacement
up(p, t) such that up(p,t) = x(p,t) — p, Fp(up(p,t)) is also

Fp(up(p> t)v t) =1 + Dpup(p7 t)7 (3'9)

where I is the idempotent mapping. The Jacobian of the transformation is denoted J(up(p,t),t)
and defined such that J(up(p,t),t) = det Fp(up(p,t),t).

The dilatation tensor (or right Cauchy-Green tensor) Cp is defined by

Cp(up(p,t),t) = Fp(up(p,t),t)T Fp(up(p,t),t),

(3.10)
Cp(up(p,1),1) = T+ Dpup(p, 1) + Dpup(p, 1) + Dpup(p, ) Dpup(p, ).
From the latter tensor, one introduces the Green-Lagrange tensor Ep such that
1
Ep(up(p,0),) = 5 (Fp(up(p, 1), 1) Fp(up(p,t),t) 1), -
3.11
1
Ep(up(p,t),t) = 5 (Dpup(p,t) + Dpup(p,t)T + Dpup(p,t)T Dpup(p,t)>

Ep is symmetric and can be decomposed into a linear and a non-linear part. The linear part is
denoted ¢p and is

1 T
ep(up(p, 1), t) = §(Dpup(p,t) +Dpup(p,t) ). (3.12)
This tensor is referred to as the Cauchy’s infinitesimal strain tensor or Green tensor.
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Remark: small strain assumption
When the current configuration V' (¢) can be considered close to the initial one V(0),
the quantities defined previously become:

’ (3.13)

This assumption is commonly used for vibration analysis.

3.1.2 Acceleration quantities: centrifugal/gyroscopic effects

The virtual work of the acceleration quantities W, (ux, Wx) involves the acceleration ax. In
the (fixed) reference frame, the velocity is given by [Desceliers 2001]

vx(x,t) = e + Q(t) x, (3.14)
or by
ou
vp(p,1) = =5 (P, 1) + Q1) (P + up(p, 1)). (3.15)
This equation states states that the elastic motion described by the term aé‘—tp(p, t) exists around

a rigid body motion of rotation described by the term Q(t) (p + up(p,t)), where the current
position involves the elastic motion. The acceleration is derived from the previous expressions
leading to

_ Ovx dQ(t) 0x
ax(x,1) = =E(x,) + == x +20Q(t) = (x,) + Q(t)*x, (3.16)
or to
211
ap(0.1) = 2 (p,1) + 20 (4w p.1) -
+20() 22 (p,1) + Q) (p + up(p.1).

ot
Q(t) contains the information relative to the rotation of the structure. If w,(t), w,(t) and w,(t)
are the components of the rotation vector w(t) relative to a basis (ex, ey, €;), the matrix product
Q(t)- is equivalent to the vector product w(t)A where Q(t) is the skew-symmetric matrix

0 _wz(t) (Uy(t)
Qt) = w,(t) 0 —w,(t) |. (3.18)
—wy(t)  wy(t) 0

The expression of the acceleration in the reference frame exhibits different terms that are easy to
interpret:

2
o the acceleration in the rotating frame aa%(p, t);

« the centrifugal acceleration Q(t)* (p + up(p, t));

o the Coriolis acceleration d%t(t) (p + up(p,t)) + 2Q(¢) %(p, t).

The virtual work of the acceleration quantities is finally recovered to the initial configuration
V(0)

Wi (p, Wp) = f o) (ap(p. 1) , Wp(p)) AV (0), (3.19)
V(0)
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since pp(p) = J(up(p,t)) px(x). Equation (3.19) can be expanded so that

o) = [ o <a;;"<p,t>,wp<p>> v (0)
#2000 (20 2.0 o)) VO
# [ @ (207 + F) w0 woe)) av)
E fv(o) oole){ (207 + 95 ) . wole) ) av o)

One can derive a set of bilinear and linear forms with respect to up and wp.

(3.20)

They are

accompanied by the corresponding matrices and vectors derived from a Ritz-Galerkin procedure
that relates the continuous field up(p,t) to the discrete vector {g(¢)} via the matrix of shape

functions [N(p)]. These forms are:

(i.) the bilinear form of mass,
Mg wp) = | op(p) Cap(p.1), wo(p)) dV10),
associated with the mass matriz, which is symmetric, definite and positive
M= [ pa®) V@) [N(P)] aV(0)
V(0)
(ii.) the bilinear form of gyroscopic coupling,
Dy (. 9) =2 || p(p) Q0 wplp.1), wplp)) V10),

associated with the gyroscopic coupling matrix, which is skew-symmetric

[Dy()] = j 20p(0) [N ()] [Q()] [N(p)] dV/(0),

v(0)

(iii.) the bilinear form of centrifugal acceleration,

Ko (g ) = |

\%

aQ
0 Pp(P) <dt(t) up (P, 1) Wp(p)> v (0),

associated with the centrifugal acceleration matriz, which is skew-symmetric

.01 = || one) VT | G0 V@ 0V(0)

(iv.) the bilinear form of centrifugal softening,

Ketp o) = | o(B) (020 (b1, wi(p) aV (0

(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

(3.27)

associated with the centrifugal softening matriz, which is symmetric, definite and positive

K. (1)] = fm) oo(0) [IN(®)]” [Q(M)]? [N(p)] dV(0),
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(v.) the linear form of non-follower exterior inertial load,

aQ

Fatw) = [ oplo) (20 + G20 powplo)) V0, (20

V(0)

associated with the non-follower exterior inertial load vector

(Falt)) = |

ool®) VO [0(0° + 20| 9} av(0) (3.30)

(0)
A few remarks can be made after these definitions:

o for a given axis of rotation, clockwise and counterclockwise directions have opposite effects
on the gyroscopic coupling, which is not the case for centrifugal softening. Centripetal and
centrifugal accelerations have however opposite effects on the centrifugal acceleration.

o the inertial load is fully described by the sum Ky (up, wp) + K¢ (up, Wp) + Fei(Wp) (resp.
([Ko ()] + [K:(t)]) {q} + {fei(t)}). It is decomposed into two distinct parts:

— a follower part that changes as the state of deformation changes, with an explicit
linear dependence on up, (resp. {g}). It is described by the bilinear forms of gyroscopic
coupling, centrifugal acceleration and centrifugal softening.

— a non-follower part that remains constant (modulo the changes in rotation speed)
since it is computed on the reference configuration. It is contained in the global
exterior force.

Remark: time-dependence of the bilinear and linear forms

All the bilinear and linear forms defined in Secs. 3.1.2 to 3.1.4 depend strongly on ¢ in a
fairly complex way. In particular, the forms that involve the rotation speed depend on
t through the law imposed for its evolution in time (startup, shutdown, small variations
around the nominal regime, and so on ...).

3.1.3 Exterior forces: follower forces

The virtual work of the exterior forces W, (up, wp) is recovered to the initial configuration
V(0) by

We (up, wp) = J

(Bup(,t), wp(p)) dV(0) + J
V(0)

{fsp(p,t), wp(p)) dS(0),  (3.31)
av (0)

if one defines

pr(pa t) = J(up (p7 t)? t) fo (X7 t)7
fsp(p,1) = J (up (D, 1), 1) || (Fp(up(p. 1), £) " np(p, )| fisx(x, ),
where np(p, t) is the outward-pointing normal of the elementary surface dS(0).

The exterior forces accompany the deformation of the structure, they are said to be follower
forces. This is typically the case for pressure loads and inertial load.
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Remark: inertial load as follower forces
The expression of the virtual work of the acceleration quantities involves volumic inertial
terms that can be interpreted as inertial loads:

o the inertial centrifugal effort
fiC = _pp(p) Q(t)2 (p + up(p7 t)) )

o the inertial gyroscopic effort

fig = —20p(p) (1) %(p,t) — pp(P) d(t)

5 7 (P +up(p;t)).

In the rotating frame, they are considered as exterior forces. One can see that these
quantities follow the geometry, in other words their value is updated as the geometry
changes. This is why they are often referred to as follower forces. Inertial load is often
treated like this in finite element softwares [MSC 2005].

As a result, a linear form with respect to wp can be defined and attached to a vector
representation in a subsequent Ritz-Galerkin procedure:

(vi.) the linear form of exterior force,

Fei) == | op(B) Bvp(p.), wi(p)) dV(0)

v (3.32)
[ Esp(pat). walp)) dS(0)
av(0)
associated with the exterior force vector,
{feat(t)} = —J pp(P) [N(P)]" [N(P)] {fvp(1)} dV(0)
Vo) (3.33)

| I V@) {s(t) dS ).
av(0)

For the sake of brevity, the quantities relative to the global exterior force are now denoted
Fe(wp) and {f.(t)} and are given by

Fe(wp) = Feat(Wp) — Fei(Wp),

{fe(®)} = {Fear )} = {fei(8)} - (3.34)

3.1.4 Interior forces: non-linear stiffness

The virtual work of the interior forces requires the recovery of ox(ux(x,t),t) : ex(Wx(x)) to
the initial configuration V(0). Writing down the explicit calculation of this quantity leads to

Ox(ux(x,1),t) : ex(Wx(x)) = ox(ux(x,1),?) : Dx(wx(x))T,
since Oy is symmetric. Moreover, the derivative of w with respect to x is such that
Dx(wx(x)) = Dpwp(p) (Fp(up(p,1),1) .

This allows to write

Wi () = = | (oxluae(x,),0) (Fa(up(p.).) ") s Dywi(p) J(uap(p. ). 6)aV(0),  (3.35)

V(0)
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since dV (t) = J(up(p,t),t)dV(0). From the expression above, one can derive the first Piola-
Kirchhoff (or Boussinesq) stress tensor Ty defined by

Tp(Up(p, 1) = J(up(p. t), 1) ox(ux(x. ), 1) (Fp(up(p, 1), ). (3.36)

This tensor is not symmetric. The virtual work of the interior forces takes the first intermediate
form

Wi (up, wp) = —J Tp(up(p,t),t) : Dpwp(p) dV(0). (3.37)
V(0)

For further analyses, it is highly preferable that the weak form of the problem involves symmetric
quantities. To address this issue, the second Piola-Kirchhoff stress tensor Sp is introduced as

Sp(up(p, 1)) = J(up(p, ) (Fp(up(p, 1)) " ox(ux(x, 1)) (Fp(up(p, 1)) ™" (3.38)

The weak form of the interior forces takes the second intermediate form

Wi (up, Wp) = —J Sp(up(p,),) : (Fp(up(p,1),£)  Dpwp(p)) dV(0).  (3.39)

v(0)

A few more forms can be derived from Eqn. (3.39) to which matrix and vectors can be
attached:

(vii.) the linear form of interior force which remains non-linear with respect to up(p,t),t),

Fi (up, wp) = J [Fp(up(p,t),t) Sp(up(p,t),t)] : Dpwp(p) dV(0), (3.40)
Vv (0)

associated with the interior force vector,

{filg@®))} = JV(O) [DpN(P)]" : [Fp(a(t))] [Sp(a(t)] dV(0). (3.41)

The weak form of the interior forces can be developed further if one knows how to relate
the stress tensor to the displacement, or at least to strain tensor. It involves the constitutive
equation of a linear isotropic elastic material which is

Sp(up(p7 t)? t) = Hp(p) : Ep(up(p7 t)v t)? (3‘42)

where Hy(p) is the fourth-order tensor associated with Hooke’s law of elasticity.
The substitution of S by the constitutive equation in Eqn. (3.39) results in

Wi (g, wp) = = | [H(p): Bp(up(p. 1), )] [ (Fo(uap(p.6).6) Dywi(p)| dV(0). (3.43

V(0)
If one develops explicitly Hy, : Ep in terms of derivatives of up, it leads to
Hy(p) : Ep(up(p, t),t) = Hp(p) : Dpup(p, t)
1
+ 5Hp(0)  (Dpup(p, 1) Dpup(, 1)),
since Hp, is symmetric. Equation (3.9) then provides an interesting way to rewrite Fp Sy, as
Fp(up(p,1),t) Sp(up(p,t),t) = Hp(p) : Dpup(p,t)
1
+ in(p) : (Dpup(p,t)T Dpup(pat))
+ Dpup(p, t) Sp(up(p, t)).
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One can then separate the linear and non-linear parts in the virtual work of the interior forces
by sorting the terms thanks to the properties of the trace operator

Wi (up, wp) = — JV(O) Dywy(p) : Hy(p) : Dptip(p, £) dV/(0)
- JV(U) Dpwp (D) : (Dpuup(p, ) Sp(up(p, 1), 1) dV(0) (3.44)

1 T
= ], 2P (B o (®) : (Dptt(p. 1) Dyi(p.)") v (0)
The first term is clearly linear with respect to up and corresponds to the classical linear elastic
interior forces. The two remaining ones are clearly non-linear with respect to u, but all terms
are linear with respect to wp,.

Remark: visco-elasticity

Equations (3.42) to (3.44) are valid for elastic materials only. To deal with damping
that requires the use of visco-elastic materials, one can invoke the so-called elastic/visco-
elastic equivalence principle [Salengon 1983]. The constitutive equation associated with
linear visco-elasticity is quite similar except that (a) tensor Hp, is replaced by a complex
tensor Gp, and (b) this equation is written in the Laplace domain (variable s describes
the “time” dimension).

The constitutive equation becomes

Sp(up(p; ), 5) = Gp(P, 5) : Ep(up(p; s), 5)- (3.45)

The time-dependence of G, is due to the fact that in visco-elasticity, stresses depends
on the history of strains and inversely.

The weak problem described by Eqn. (3.7) is non-linear. It is equivalent to the research of
the zeroes of a certain function R.g, called the residue in equilibrium, which turns the continuous
problem to be solved into

Find up(p,t) € &(V) such that Vwy(p) € E(V),

(3.46)
Req (up, wp) =0,

where )
Jo“up

ou
Req (llp7 Wp) =M (81&2’ Wp) + Dg (atp, Wp) + ’Ca (upv Wp) (347)

+ Ke (up, wp) + Fi (up, wp) — Fe (Wp) .

Equation (3.46) can then be replaced by its discrete form

Find {q(t)} € CV such that V {w} e CV,
{Req (q(t),w)} = {0}

Since the residue R¢q (q(t), w,t) is linear with respect to {w}, Eqn. (3.48) can be turned into

{w}" {Req (a(t)} = {0} (3.49)

This equation must be satisfied whatever {w} in CV. It leads to the following vector problem

{Req (a(t),8)} = {0} . (3.50)

(3.48)
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The discrete form of Eqn. (3.47) returns {Req (¢(t))}

{Req (a(®)} = [M] {4(1)} + [Dy(D)] {d(8)} + [Ka(®)] {a(t)}
+ K] {9} + {filg@®)} = {f(D)},

where {g(t)} = { 4()} and {i(0)} = { S#(1)}.

(3.51)

Both these non-linear minimization problems are usually solved with a linear iteration scheme
(Newton-like algorithms). The idea is to reach the non-linear equilibrium by solving the linear
problem tangent to the current configuration at each step. Let Vj be a configuration characterized
by ugp, (resp. {qo}) and dup be an increment of the displacement around this state of equilibrium.
The operator tangent to the residue R.q (up, wp) at ugp, is defined by

[DupReq (qu)] (6up(p7 t)a Wp) = ICa (6up7 Wp) + ICC (éup, Wp)
+ [Dupfi(qu)] (éup(p7 t)7 Wp)'

The matrix tangent to the residue vector {R., (¢(t))} at {qo} is defined the same way by

[Dg Req (q0)] = [Ka(t)] + [Kc(t)] + [Knr(go)] - (3.53)

The tangent operator is called

(3.52)

(ix.) the bilinear form of tangent stiffness,

[Duop]:i(UOp)] (éup(p, t)va) = f [Dpéup(p, t) (Hp(p,t) : Ep(uop(p,t),t))] : Dpwp(p) dV(O)
Yo (3.54)

+ | Hpm.): (Dpdup(p.t) Fpluop(p,0),1)) : (Dpwp(p) Fpluop(p,1),)) dV (0).
v(0)

it is associated with the tangent stiffness matriz, which depends non-linearly on the current
discrete displacement {qo}, it is symmetric, definite and positive

[Kni(qo)] = fv(o) [DpN(P)]" : (Hp(P)] : [Ep(a0)]) : [DpN(p)] dV(0)

(3.55)
| DeNEN: (Fa()) )] : [Fa(a)]) : [DeN(E)] aV(),
V(0)

The latter bilinear form (resp. matrix) states how the stiffness of the structure is affected by
changes in its geometry. A remarkable property is that the limit when ugp (resp. {qo}) tends
towards O (resp. {0}) of the bilinear form of tangent stiffness (resp. the tangent stiffness matrix)
is the bilinear form of elastic stiffness

Ke(up, wp) = Dywp(p) : Hp(p) : Dpup(p, t) dV(0). (3.56)
V(0)

(resp. the linear elastic stiffness matriz which is symmetric, semi-definite and positive
[Ke] = L(O) [DpN(p)] " : [Hp(p)] : [DpN(p)] dV(0)). (3.57)

3.1.5 Summary: quasi-static and vibration problems

The previous forms and matrices allow to compute both the quasi-static deformed configuration
and the vibratory state around this configuration. Let the time ¢ be momentarily suspended and
suppose that one aims to determine the modal characteristics of the structure at an operating
point where its angular speed Q(t) and angular acceleration Q(t) are frozen at constant values
now denoted Q and Q. Matrices [Dy], [Ka], [K.] and vector [f.] are constant quantities at this
operating point.
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(i.) One aims to determine first how much the structure is statically deformed due to (Q, Q).
If any, other static loads such as thermal or gravity loads are also taken into account at
this step. From Sec. 3.1.2, the centrifugal load is divided into follower and non-follower
terms. The problem described by Eqn. (3.50) is first considered so that one can determine
the static state described by the discrete displacement {gs;} which nullifies the residue in
quasi-statics

{Req (qs)} = ([Ka] + [Ke]) {gst} + {figse)} = {/e}- (3.58)

{fc} contains only the static loads, in particular the non-following inertial load {f.;} whose
expression is recalled here

{fei} = J pp(P) [N ()] [Q% + Q] {p} dV(0). (3.59)
V(0)

This problem is solved with either a linear algorithm (in one step with [K,|) or a non-linear
algorithm (iteratively with [Knr(go)] updated at some steps, not necessarily at all steps)
until the configuration Vs, is reached (see Fig. 3.1).

Remark: prestressed state of cyclically symmetric structures

When dealing with bladed disks or rotors, Chap. 1 highlights the convenience of the
Fourier decomposition. With proper assumptions in the case of a rotor, this leads to a
one- or two-sector per disk approach for either statics or dynamics.

The static-stress state is induced by the inertial load whose pattern is driven by & = 0,
provided that the volumic mass is the same in all sectors of a given disk. Consequently,
if the disk is tuned or if the rotor is made of tuned disks, the static displacement is
sought as a static solution with & = 0.

Remark: time-dependent rotation speeds

The resolution techniques described in this section are also valid for a varying rotation
speeds provided that a complementary discretization in time is made, for instance
with the help from Newmark related schemes. At each time step t, a quasi-static
configuration induced by (Q(ty), Q(t)) is computed as the zero of a residue such that
of Eqn. (3.58) with the help from a Newton-like algorithm. This provides the initial
guess of the Newton algorithm at the following time step tx11. Such studies are beyond

the scope of this work and are not considered here.

(ii.) Now that the quasi-static computations have returned the static state of deformation
characterized by {¢stat}, the vibratory response of the rotating structure has now to be
determined around this static configuration. Vibrations are supposed to occur with small
amplitudes so that the vibration problem normally described by Eqn. (3.50) is exactly
the linear problem tangent to the non-linear problem at {gs;:}. In this case, the discrete
displacement {q(t)} is the increment in displacement {d¢(¢)} in Sec. 3.1.4 assumed small to
comply with the vibration framework. The free or forced response satisfies the problem in
Eqn. (3.50), in other words is sought as a zero of the operator tangent to the residue

[Dj Req(qst)] {G(0)} + [Dg Req(gst)] {4(8)} + [Dy Req(gs)] {g(1)} = {0} . (3.60)

The explicit matrix problem to be solved is then

[M] {G(t)} + [Dg] {q()} + ([Kal + [Ke] + [Enp(gs)]) {g(0)} = {fee(D)},  (3.61)

where {fez¢(t)} contains the exterior dynamic loads, since their static counterparts are
balanced by the static solution. It is in particular the case of the non-follower part of the
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inertial load {fe;}. Note however that the follower part of this load is still present through
[Dgl, [Kal, [K¢] and [Kn7(gs)]. Finally, particular attention must be paid to the fact
that {q(t)} is said to depend on ¢, as Q(t) and Q(t) do, even if the latter are fixed for a
modal analysis at a so-called operating point.

3.2 Parametrization in rotation

The axis of rotation is assumed to be e,. Note that it is always possible to define this axis
such that

0 -0 0

Q=la o0 o

= Q [Ayz,—ay]-

As a consequence, [Q]? is
-Q? 0 0
[QF=| 0 -Q2? 0
o o o (3.63)
=-0? [Lzz,y] -

The key idea of parametrization is to look how the different matrices involved in the static
and dynamic problems are related to the rotation speed.

3.2.1 Linear matrices and vectors

The transformation of the matrices and vectors that are linear with respect to the rotation
speed is straightforward. It leads to the collection of parametric matrices

10,1220 | pu®) NI Ay, ] [ND)] aV (0
=Q [D?L
K] = —Q? f 1y PP VO L] [N V10)
— —Q2 KQ]
Kl =0 [ oo® INEI L] NP 4V0)
0)
= Q[K,

(o) = f oo (P) [N(P)]" [~O2 Lz + O Ao, 2] {p} dV (0)
V(0)

(3.64)

—O* {2} + QO {9y,

3.2.2 Polynomial stiffness matrix

In the following, one assumes that the rotation speed is constant (stabilized regime). Conse-
quently Q =0, [K,] = [0] and the second term in {f;} is zero.
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[Kn1(gst)] and {fi(¢st)} depend non-linearly on {gs}. In the general case, the dependence
of {gst} on Q is not obvious except if the static-stress state is close enough to the undeformed
configuration so that one can neglect the follower forces, hence the effects of [K.], and the
non-linear part in {f;(gst)}. The last assumption is that the other static forces are negligible with
respect to the non-follower part of the inertial load, so that only {fe;} remains. The quasi-static
problem is then linear

[Ke] {QSt} = {fei} . (365)

It is solved in only one iteration and Eqn. (3.64) allows to write

{qSt} = -0? [Ke]_l { g}

_ 02 (), (3.66)

provided that [K,]| is invertible. Neglecting [K.] is here mandatory because it depends explicitly
on the rotation speed, which would make the dependence of {gs} not as explicit. This result
propagates to any quantity that involves {gs}. In particular, the sum of the centrifugal softening
matrix [K.] and the non-linear tangent stiffness matrix [Knr(gs¢)] becomes

[K(Q)] = [Kc] + [KNL(Qst)]

— [KQ,O] + _0_2 [KQ,I] + Q4 [KQ,2] (367)
with
[K2°) = K],
(K] = [K2]
i | DRNE ([He): (IDN®) : 65))) : DNV (0),
v(0) (3.68)
(K92 = L@ DeNE) " (Hp®)] : (1637 [PpNE)T) (IDpN(P)]: {43})) ) : [DpN()] dV(0)

] DRNED s ()T DeNE)] ) o) : (DN (65))) ¢ [DeN(p)] ' (0).
V(0)

The coefficients in the polynomial given in Eqn. (3.67) are exact when {gs:} satisfies Eqn. (3.66)
and [K. + Knr1(gst)] is exactly a quadratic polynomial of the squared rotation speed. Otherwise,
thanks to its simplicity, [K. + Kn1.(qst)] is approzimated by a quadratic matriz polynomial of
the squared rotation speed () whatever its range.

For thin structures at low rotation speed or massive structures at moderate to high rotation
speeds, it is commonly observed that the rotation speed changes the modal behaviour only little,
hence it is common to perform computations with a static linear solver before the modal analysis
(restart of a solution sequence 101 into a solution sequence 103 in MDNastran [MSC 2005]).
Consequently the polynomial shown in (3.67) is well suited to mode computations around the
static-stress state. It is very convenient in terms of numerical cost since for parametric studies it
requires only the assembly and storage of the matrix coefficients, which justifies the use of such
an approximate form.
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Remark: Other static loads

Actually, one should keep the other static loads contained in {fes}, especially when
one considers a constant thermal state (but not necessarily uniform). As a result, the
expression of {gs;} shown in Eqn. (3.66) is supplemented by a constant solution so that

. -1 _ 0219
{0} = (K™ (Ut} - 02 (/D) (3.69)
= (g5} + O (o',

The matrix coefficients are then somewhat more complex and are not reproduced here
for clarity.

3.2.3 Determination of the matrix coefficients

In other words, [K.+ Kn1(gst)] is assembled exactly for given values of Q then interpolated by
a quadratic polynomial of the squared rotation speed between these points such as in Eqn. (3.67).
In the following, let [K(Q)] be [K. + Kn7.(gst)] (the explicit dependence of [K.] and {gs} on Q
is omitted for clarity).

The determination of the matrix coefficients with Eqn. (3.68) is possible only when the
assumption of proximity of the deformed state to the undeformed one holds. The matrix
coefficients are to be determined as the solution of a matrix interpolation problem. The
coefficients in the polynomial that interpolates each coefficient in matrix [K. + Knr,(gs)] are
determined in a single operation.

In general, if the highest degree in the matrix polynomial is NV, it has IV, + 1 matrix coefficients.
The model has to be fully assembled (static prestress plus non-linear matrices) at IV, + 1 rotation
speeds (Qo, ..., Qn,) leading to the matrix equation

Np
Vje[0,N,], Y QF [KO7] = [K(Qy)] (3.70)
p=0

which is a collection of N? independent scalar equations (if [K(Q)] has a size of N x N). Using
the Kronecker tensor product it can be written under the matrix form

KO0 K(Qy)

K1 K(Q)
Y ® I] . = : , (3.71)

K@Ne K(Qn,)

where N

1 02 of ... o

1 02 aof ...
Yl=1. . : . (3.72)

S : 8

10} 0of ... Oy’

[Y] is a Van der Mond matrix whose determinant is

det(YD = ] @ -0q). (3.73)

1<i<j<Np

A necessary condition for [Y] to be invertible is that its determinant is not zero. This latter
condition is satisfied if
V(i,j) e Ny, i#j=|Qi#|Ql. (3.74)
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As the tensor product verifies

Yo '=[r'eI, (3.75)
the coefficients are given by
K0 K(Qyp)
Kt . K(Qy)
' =r'eI , : (3.76)
KONy K(Qp,)

In practice, the polynomial approximation of [ K.+ K nr.(gs:)] must match the exact quadratic
polynomial in Q2 at the limit when {gs} tends towards {0}, which implies that N, = 2. The
determinant of [Y] is consequently

det ([Y]) = (Q3 — OF) (Q3 - OF) (QF - Q). (3.77)

The matrix coeflicients can be given under their analytical form

_0_2 _0_2 QQ QQ
K= tog—op 1 -ap KON~ g —a a7 - o ()
2 N2
o oo 1K)
Q31+ 03 Q%+ 03
K="y @ MO o @ -y KO
Q2 +0°
1 1
I = g —op o KO - an ap-ap )
1
fa-on@-ap e

When the range of rotation speed is [0, Q42 ], with

Qg =0,

1
Ql - iﬂma:ca
Q2 = Qmaxa

the matrix coefficients are

[K21] = 3Q12 (16 [K (;Qmm>] — [K (Qmaz)] — 15 [K(O)]) : (3.79)
(1K@t =i (3000 ) | 31500

304

maxr

As expected, the linear stiffness of the structure appears directly in the matrix polynomial as the
term [K0].
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3.2.4 Summary: prestressed vibration problem

From Secs. 3.1.5 and 3.2.3, the prestressed vibration problem of Eqn. (3.61) is turned into
[M] {@(D)} + QD] {d(t)} + [K0 + Q> KO + QT KD {q(1)} = {fear (8)} - (3.80)

The matrices that appear in Eqn. (3.80) are constant matrices. The explicit dependence on the
rotation speed allows to perform straightforward parametric computations.

3.2.5 Evolution of eigenfrequencies: Campbell diagrams

Parametric modal analyses are commonly considered for a rotating structure to determine
how its eigenfrequencies and modeshapes are affected by the rotation speed. Many authors have
studied the effects of the different matrices involved in such problems:

effects of the gyroscopic coupling matrix [Dg] are studied in [Vidoli and Vestroni 2005],

o effects of the centrifugal softening matrix [K.| are studied in [Chen and Peng 1995, Jacquet-
Richardet et al. 1996, Huang and Kuang 2001, Moyroud et al. 2002, Tsai 2004, Chatelet
et al. 2005],

o effects of the centrifugal acceleration matrix [K,] are studied in [Huang and Kuang 2001],

o effects of the non-linear tangent stiffness [K ] are studied in ref. [Chen and Peng 1995,
Tsai 2004, Petrov and Ewins 2005].

One is first interested in the stiffening/softening effects. [K.] tends to decrease the overall
stiffness, this is particularly clear in Eqn. (3.64). Conversely, [Kn1(¢st)] tends to stiffen the
overall stiffness, with the limit case of no additional stiffening when Q, hence {gs}, is zero. The
problem is that these two adverse effects act at the same time.

In two early papers summarized in [Bazoune 2005], Southwell proposed that the eigenfrequencies
of a rotating plain disk are bounded by two quadratic interpolations so that

w?(Q) = w?(O) + 0% and w?(Q) < w?(O) +wg,; Q7 (3.81)

with wg ; the Southwell coefficient associated with mode j. With such an approximation, the
stiffening of the disk is the only possible behaviour because a given eigenfrequency may only
increase with respect to the rotation speed. From this point of view, the matrix polynomial
interpolation introduced in Sec. 3.2.3 produces more accurate results since it accounts for both
softening and stiffening effects, because it reproduces the sum [K. + Ky, (gst)] which allows both
types of evolution (increase or decrease). In fact, the eigenvalues are free to increase, decrease or
switch between both in a given speed range.

The bladed disk of Fig. 2.1 serves as an illustration. It is assumed tuned so that complex conjugate
pairs of mono-harmonic modes with Fourier coefficient & = 1 can be computed whatever the
rotation speed thanks to Eqn. (3.80). The static state is computed as the response to an excitation
with 6 = 0. Figure 3.3 displays a typical Campbell diagram of this family of modes. Their true
behaviour is quite far from the quadratic curves they would describe if they were interpolated as
in Eqn. (3.81).
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Figure 3.3: Campbell diagram of mono-harmonic modes with & =1 (a) speed range [0, 10| and
(b) zoom on the veering region [HEBD]

Another phenomenon which has a strong influence is frequency veering. It refers to the

phenomenon that sees two eigenvalues of a parameter-dependent system converge and then veer
apart without crossing as this parameter evolves [Afolabi and Mehmed 1994, Marugabandhu and
Griffin 2003]. Veering is different from coalescence since the coupling of modes is conservative in
the case of veering and non-conservative in the case of coalescence, the latter is typically involved
in flutter [Balmes 1993, Afolabi and Mehmed 1994].
Frequency veering is observed in Fig. 3.3b where double frequencies wg and wr (if they are num-
bered at QO = 0) associated with complex conjugate modeshapes ({®g}, {®s}) and ({7}, {®7})
come close around Q = 7.5 then veer away from each other. If the modeshapes are numbered at
each speed point, modeshape {®g} (resp. {®g}) before the veering becomes modeshape {®7}
(resp. {@7}) after the veering and inversely [Balmés 1993].

Extensive study of gyroscopic effects are beyond the scope of this work. [D,| is skew-
symmetric and the resulting modes are complex. When a pair of modes exist at Q = 0, the
gyroscopic coupling separates this pair into a forward- and backward-travelling wave as soon as
Q) > 0. Therefore, the Campbell diagram of such a structure displays two distinct curves as soon
as Q > 0 [Jacquet-Richardet et al. 1996] instead of the two superimposed curves observed when
the gyroscopic coupling is neglected, as it was done in the present section.

Remark: mistuning and rotation speed

When mistuning acts on the physical parameters (mass, stiffness, damping ...), it affects
evenly [Ka]’ [Ka] and [Ke]a thus [KNL(QSt)]'

The matrix polynomial is built from such matrices computed at three different speeds.
For a tuned system without reduction, they are those of the initial sector. In the case
of a mistuned system, these matrices are those of the whole disk model, reduced or not.
The mistuning pattern has to be applied to [K(Q)], prior to the determination of the
matrix coefficients.

Anyway, as far as the author knows, detailed studies about how mistuning evolves with
respect to the rotation speed are not available in the literature.

3.3 Multi-model approaches

Now that it has been demonstrated (resp. assumed) that the behaviour of a rotating structure
relies exactly (resp. approximately) on a set of constant matrices, it is possible to use multi-model
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approaches.

3.3.1 Principle and key features

Dynamic problems such that described by Eqn. (3.80) form parametric families. They can
be solved using a multi-model (MM) reduction technique [Balmes 1996b]|. The key idea is to
consider that their solutions are sought in an approximate subspace generated by target solutions
computed at selected values of the parameter, here the rotation speed (). In other words, the
solution {q(t)} of Eqn. (3.80) at any speed Q is sought as a linear combination of exact solutions
{g;(t)} computed at Nq target speeds Q;,

No
{a®)} = > m; {0} (3.82)
j=1

{q;(t)} generally belongs to a subspace spanned by a basis [T'(Q;)]. Therefore, {q(t)} is
directly sought as a linear combination of the vectors in the union of the bases

{a@®)} = [Tal {na(®)}, (3.83)

where {na(t)} is a vector that contains the generalized DOF and
[Tal = | T(Q1) -+ T(Qy) | (3.84)

spans a constant subspace. Columns in [T'(Q;)], j € [0, Nq], are target vectors that will be
reproduced exactly by the reduced multi-model [Balmes 1993]. As far as the author knows, the
first tentative to introduce a multi-model approach is found in [Marugabandhu and Griffin 2003]
who used the subspace spanned by the modes of the structure at (O = 0 to generate the solution
at any other rotation speed.

However, [Tq] taken as is generates a subspace but may be made of linearly dependent
vectors. Orthogonalization/elimination strategies similar to those introduced in Sec. 2.3.2 are
employed to make the vectors linearly independent so that they really form a basis. Besides, the
elimination process leads to a final set of generalized DOF not necessarily related to all target
rotation speeds, even though all target vectors are later contained exactly within the subspace.
As a result, it seems difficult to exhibit an analytical expression of the generalized coordinates
{na}. Anyway, they are determined as the solution of a reduced matrix problem.

If one considers the structural problem in Eqn. (3.80), any finite element matrix [A] is
projected onto the subspace generated by [T] such that

[Ao] = [T ATo)- (3.85)

This is in particular true for the stiffness matrix polynomial. As it is quadratic with respect
to Q?, Ng = 3 in Eqn. (3.84) is necessary to achieve sufficient accuracy, that is to say at least
three target speeds have to be considered. This is very convenient since the determination of
the matrix coeflicients in the stiffness polynomial also requires to assemble matrices at three
rotation speeds. It is possible, but not mandatory, to perform both the assembly of matrices and
a subsequent modal analysis in a single operation at each target rotation speed.

When it comes to its applications, the multi-model approach can be employed

(i.) on its own. When one is interested in the evolution of a set of mono-harmonic modes, the
properties shown in Chap. 1 allow to build a Campbell diagram for each individual Fourier
harmonic. It is illustrated in Sec. 3.3.2 in the case of the HEBD model.
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(ii.) to supplement other reduction techniques:. The set of vectors {T'(Q;)}, j € [1, Nq] can be

o the full set of vectors [T] can be the input of a subsequent reduction process.
The orthogonalization procedures are those of the considered reduction technique.
Section 3.3.3 presents an example based on the CICR technique introduced in Sec. 3.1.2.

o the different sets of vectors [T(Q;)], j € [1,Nq], can be the outputs of distinct
reduction processes performed at each target speed ;. The sets of vectors that
span all these subspaces are then assembled together in [T | before the vectors are
made linearly independent. Section 3.3.4 presents an example that aims to build a
multi-model Craig-Chang-Martinez reduction technique.

3.3.2 Exact Campbell diagrams of the HEBD model

The first illustration concerns the bladed disk of Fig. 2.1 considered as tuned. Thanks to
Chap. 1, all modes are recovered from a family of parametric problems driven by the Fourier
harmonic coefficient 6. The Campbell diagram relative to the modes of the disk is built by
gathering the individual Campbell diagrams of the families of mono-harmonic modes. As a
consequence:

e modes with different Fourier harmonic coefficients & can cross but not veer,
e modes inside the same set of mono-harmonic modeshapes can veer but not cross.

This is illustrated in Fig. 3.4 where the Campbell diagrams of modes with 6 =1 and 6 = 2 are
superimposed. These two families cross, but modes veer inside their own family, as displayed in
Fig. 3.4b.
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Figure 3.4: Campbell diagram of mono-harmonic modes with & € {1,2} (a) speed range [0, 10]
and (b) zoom on a veering region [HEBD]

As an example, the Campbell diagrams of the mono-harmonic modes with 4 € [0,11] in the
frequency band [0, 26] are computed within the speed range [0, 10]. The true operating range is
[0, 1], however it was stretched up to Q = 10 so that veering could be observed. The reference
diagram for all harmonics is displayed in Fig. 3.5a to give an idea of the very high modal density
in this frequency band (recall that modes come in pairs for & > 0). The first family of modes is
selected and displayed in Fig. 3.5b, it corresponds to the first bending motion of the blade. A
characteristic parabolic shape is observed at low speeds, which makes it compatible with classical
observations [Marugabandhu and Griffin 2003].
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Figure 3.5: Campbell diagram of mono-harmonic modes for 4 € [0,]11 (a) for all modes (with
engine orders 1 to 11 in the background) and (b) for the 1F family of modes [HEBD]

For each individual harmonic coefficient 6 € [0, 11]:

(i.) a parametric multi-model is built with a basis of modes computed at Q € {0,5,10} and
Q € {0,7.5,10}. The number of modes retained for target speed equals the number of
modes in the frequency band [0,26] at QO = 0. Figure 3.6 displays an excellent correlation
in frequencies and modeshapes between the resulting Campbell diagram and the reference
one for modes with & = 1 when the multi-model basis is built at Q € {0, 5, 10}. Note that
the Modal Assurance Criterion invoked here is that of Eqn. (1.47) since the modeshapes
come in complex conjugate pairs.
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Figure 3.6: (a) Campbell diagram for & = 1 and (b) relative error on frequency for a multi-model
basis built at Q € {0,5,10} — The color bar refers to the modeshape correlation [HEBD]

The observed veering in speed [Afolabi and Mehmed 1994] does not affect the multi-model
and modes are retrieved in the same order as the reference modes. As displayed in Fig. 3.7,
the error stays low for mode pairs 6 and 7 that veer around Q = 7.5 and the modeshapes
are perfectly correlated for every value of speed in general and around the veering points
in particular.
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correlation [HEBD]

(ii.) the same analyses can be carried out for all the families of modes with & € [0,11]. The
individual Campbell diagrams obtained with the multi-model are compared to the reference
curves depicted in Fig. 3.5a. The maximum of the relative error on frequency in the
frequency band [0,26] is plotted in Fig. 3.8 for two multi-model bases built with (a)
Q€{0,5,10} and (b) Q € {0,7.5,10}. The vertical dashed lines refer to the target speeds.
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Figure 3.8: Maximum error on frequency for a multi-model basis at (a) Q € {0,5,10} and (b)
Q€ {0,7.5,10} [HEBD]

The multi-model and reference Campbell diagrams are very close to each other, as confirmed
by the fact that the maximum relative error is either under 0.7% except for the last pair of
modes with & = 5 in Fig. 3.8a or under 1.2% except for the 10" pair of modes with & = 2
in Fig. 3.8b. This also illustrates the fact that the choice of the speed values to build the
basis is the key point: O = 7.5 as the intermediate speed increases accuracy. However, an
acceptable default choice is

1

Ql = Qminy QQ = 5 (—O-mm + —O-maa:) and Q3 = Qmazy
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it produces results that are accurate enough. Anyway, the error is zero for the target modes
corresponding to the retained values of Q) in the basis.

3.3.3 Multi-model CICR

The computations in the previous section require the resolution of 3 x 12 problems to build
the multi-model basis with all harmonics as targets and cannot render mistuned configurations.
The results of Secs. 2.4 and 3.3.1 allow the use of a subset of target harmonics, that is to say a
subset of mono-harmonic solutions with particular values of 9, to generate either the non-target
tuned modes or the mistuned modes.

The multi-model CICR aims to consider a set of such target solutions computed at three rotation
speeds as the input of a subsequent CICR so that it will generate

o in the tuned case, (i) the modes of the same target families at the non-target rotation
speeds and (ii) the non-target tuned modes at any rotation speed,

e in the mistuned case, the modes at any rotation speed.

The mass matrix and the coefficients in the stiffness polynomial are projected onto the created
subspace and parametric reduced models are solved to compute the Campbell diagrams and the
forced responses in both tuned and mistuned cases.

As an illustration, 6 € [0, 3] are defined as target harmonic coefficients and Q € {0, 5,10}
as target speeds, with the same constraint as in 3.3.2 for the number of retained modes. The
Campbell diagram of the tuned system is very close to Fig. 3.5a and will not be reproduced here
for brevity. The maximum relative error on frequency is plotted for each speed and each value of
0. The target modes are indeed found exactly by the multi-model as displayed in Fig. 3.9a and
the error stays below 0.02% in the frequency band of the target modes. Figure 3.9b also shows
that the maximum of the relative error committed on frequency is still small, below 1.4%, in
a three times wider frequency band. Two distinct sources of error appear on this graphs. The
first error is committed in the generation of the non-target tuned modes, it can be seen in the
planes QO = 0, QO = 0.5 and Q = 1. Note that the error in plane QO = 0 in Fig. 3.9b is exactly
the enveloppe of the plot in Fig. 2.14. The second error, characterized by typical bell curves in
Fig. 3.9a, is committed in the generation of all the modes at the non-target speeds.

Maximum Frequency Relative Error [ %]

Maximum Frequency Relative Error [ %]

Rotation Speed Rotation Speed

(a) (b)

Figure 3.9: Maximum error on frequency for a multi-model CICR of the HEBD model in the
frequency band (a) [0,5] and (b) |0, 15]

133



Normalized Frequency
Normalized Frequency

1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
Rotation Speed Rotation Speed

(a) (b)

Figure 3.10: (a) Tuned response (with reference Campbell) and (b) mistuned response to a & = 1
excitation vs. O — The color bars refer to the normalized amplitude of the response [HEBD)]

This multi-model is employed to compute the response to an external excitation with & =1
applied to the blades in the tuned and mistuned cases. The mistuning pattern is that of Sec. 2.4.4,
it is assumed constant whatever the rotation speed and the frequencies of the fixed interface
modes at Q =0, Q =5 and Q = 10 follow the same distribution (see Remark page 128). The
tuned and mistuned forced responses are displayed in Fig. 3.10. Very low damping is introduced
in the model to ensure that the Campbell diagram for the modes with 6 = 1 can be quite well
superimposed to the response in Fig. 3.10a (a loss factor 1 = 1073 is chosen arbitrarily). As
expected, the tuned response only involves the family of modes with the same Fourier harmonic
coefficient. Figure 3.10b clearly shows that mistuning affects some modes by splitting their
double frequencies. Some regions are particularly affected by frequency scattering and avoiding
resonances in these regions may be a particularly difficult task.

3.3.4 Multi-model Craig-Chang-Martinez reduction

The second example is related to a booster blade (denoted BB in the following) whose root is
assumed clamped. It is displayed in Fig. 3.11.

Figure 3.11: Geometry of the booster blade
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The study aims to build a reduced multi-model condensed at three nodes located at the tip
of the blade for subsequent contact analyses (which are beyond the scope of the present study).
Two steps are required:

(i.) at each target speed a reduction basis is built so that the model is condensed at the chosen
master DOF by the means of a Craig-Chang-Martinez reduction technique;

(ii.) the three sets of vectors are orthogonalized so that the multi-model reduction basis is
obtained.

The first step consists in the condensation of the model at the nine retained DOF. This
type of condensation is generally achieved by a Craig-Bampton reduction technique. In this
framework, the kinematic subspace is approximated by

e a set of constraint modes, which are static responses to successive unitary deflections of
each interface DOF,

o fixed interface modes.

This corresponds to a reduction basis that is

(7] = [ e cfl . (D(J’% ] (3.86)

Fixed interface modes lead to a loss of information at the interface in dynamics. In particular,
a non negligible error can be committed on normal modes of a model condensed to the DOF
set of the interface when the latter is free. To address this issue, the latter subspace is enriched
by substituting fixed interface modes by free interface modes. This variant is the Craig-Chang-
Martinez technique. The approximation subspace is

(7] = [ _chl K, © ] (3.87)

This set of vectors is linearly dependent due to the fact that it contains too much information,
therefore it is not full rank. It is orthogonalized so that it becomes

I 0
T] = . 3.88
7] { ~K 'Ky O.+K 'K, ] (3.88)

In the present multi-model approach, one has to build one Craig-Chang-Martinez per operating
speed due to the presence of the stiffness matrix in the reduction basis. To lighten notations,

one defines L
[chi] = [K;c Kci]y

(3.89)
[(DQ] = [ (D(O) @ (%Qmaaz) @ (Qmaa:) ]
For further orthogonalization purposes, one gathers, sorts and divides the vector sets
1
71 - | |
—K.(0
et (0) (3.90)

T I
[TC] N [ _chi (%Qmax) _chi (Qmal‘) (DQ ] '

A difficulty arises because the generalized DOF of the constraint modes in each set are related
to the physical DOF of the interface as stated by the identity matrices. In other words, the
constraint modes at each speed refer to the same set of generalized DOF. It requires to choose
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Figure 3.12: Modes of the BB model (a) Campbell diagram and (b) MAC comparison of modes
at O = 0.5 and Q = 1 with modes at QO = 0.

one set of constraint modes and remove its contribution to the other sets of vectors. A a result,
[T¢] is made linearly independent of [7;] by turning it into

0 0 0

[TC] - _chi (%Qmax) + chz(o) _chi (Qmaz) + chz(o) (DQC + chz(o) (D()_i ] ’ (391)

Nevertheless, vectors within [7T,] are not themselves linearly independent. They are processed
through an iterative mazimum sequence (see [Balmes 2005] and Sec. 2.3.2 for details) to become
so. The final multi-model basis is returned by gathering [T;] and [T¢] in

[To]l=[Ti T.]. (3.92)

This reduction technique is applied to determine the modal characteristics of the booster
blade within the speed range [0, 1]. Figure 3.12a displays the Campbell diagram used as reference.
The true operating range of this blade is [0,0.25] and it was designed to present a fairly flat
Campbell diagram in this region. Anyway, the range of operating speed is virtually extended up
to QO = 1 so that the influence of the speed on the eigenfrequencies is high enough to give rise to
veering events. The correlation between the modeshapes at Q =0 and Q = 0.5 (resp. Q =1)
indicates that the eigenmodes are quite affected in the chosen range.

Table 3.1 provides a comparison in execution time when at each iteration in speed:

e a problem built with the multi-model Craig-Chang-Martinez reduction technique with
Q €{0,0.5,1} as the target speeds is solved (MMCCM),

Table 3.1: Computation time with 57 operating points [BB]

MMCCM| CCMO Full
Operation Time (s) Time (s) Time (s)
Pre-processing
Assembly of polynomial 207 207 207
Multi-Model CCM 599 198 —
At each iteration
Resolution 14 4 125
Total 1 604 633 7 332
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e a problem built with the multi-model Craig-Chang-Martinez reduction technique with
Q € {0} as the target speed is solved (CCMO),

o the full matrix problem is assembled then solved (Full).

In the third case, the matrix polynomial is used to build the stiffness matrix at the current
operating point.
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Figure 3.13: Relative error on frequency and modeshape correlation for a multi-model Craig-
Chang-Martinez reduction techniques built at (a) Q € {0,0.5,10} and (b) Q € {0} — The color
bars refer to the modeshape correlation [BB|

58

. . . . ——— , y 1
0.014+ = - [ ]
] L 0.9
= 0.012}
_— [ ] ] 0.8
g [ ]
=, 36 ¥ g
.E'b g“’ul- ] n 4007
2 )
g- 55 g . H0.6
£ & 0.008
E E 0.5
5T £ 0.006} 104
g & -
z 2 i3
s3r = 0,004 & 10
2 0.2
2t L ]
5 > Multi-mode 000 = 3
— fere: 9 L]
47 072 074 076 078 08 082 084 086 088 09 D07 072 074 076 078 08 082 084 086 088 0.9
Rotation Speed Rotation Speed
(a) (b)

Figure 3.14: (a) Campbell diagram and (b) relative error on frequency and modeshape correlation
in the vicinity of the frequency veering event that occurs around Q = 0.81 between modes 22
and 23 — The color bar refers to the modeshape correlation [BB]

The two multi-model Craig-Chang-Martinez reduction techniques seems to produce results
in a significant smaller amount of time. Their accuracy is directly related to the contents of
the initial set of vectors. As depicted in Fig. 3.13a, the results are excellent in the case of a
basis computed with Q € {0,0.5,1} since the error stays below 2.5% for the first 30 modes, the
worst case being achieved for the two modes that are the closest to the upper bound of the
frequency band (modes 29 and 30). Figure 3.13a displays a characteristic bell curve, stating
that, as expected, the error is forced at zero for the target modes at Q =0, QO = 0.5 and Q =1,
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and the error is greater between these values. In the second case, when the basis is computed
with Q € {0} only, the multi-model diverges rapidly from the reference model as can bee seen
in Fig. 3.13b where 50% of error is reached for Q = 0.14. Moreover, numerical problems are
noticed as soon as () reaches 0.2.

One is still concerned about the stability of the proposed approach to frequency veering. One
considers the veering event that occurs between modes 22 and 23 near QO = 0.81 (see Fig. 3.14a).
The error shows that, as expected, the multi-model is not affected by veering as it returns the
modes in the same order as the reference.

3.4 Conclusions

This chapter first details the formulation employed to deal with structures rotating at a
constant angular speed Q). The finite element model derived from this weak formulation exhibits
additional gyroscopic and stiffening/softening terms that affect the free and forced response of the
structure in both their frequencies (eigenfrequencies or resonances) and shapes. The numerical
cost to assemble the full problem at each desired rotation speed can be prohibitive for structures
clearly affected by inertial load. A first approximation is proposed where the stiffness matrix
is turned into a quadratic polynomial of the squared rotation speed. This polynomial is exact
in the limit case when the statically deformed structure is close to the undeformed one. This
operation simplifies the assembly of the stiffness matrix but keeps the size of the subsequent
matrix problem unchanged. Nevertheless, it allows straightforward parametric studies of the
vibration characteristics of rotating structures.

The stiffness polynomial can be used in a multi-model approach that helps to reduce the
latter size. It assumes that the solution in displacement can be found in a kinematic subspace
generated by solutions computed exactly for a set of three target speeds. As a result, the size
of the problem is reduced down to the size of the target set of vectors once they have been
made linearly independent. The accuracy is controlled by the size of this set. The multi-model
approach is very useful to draw precise Campbell diagrams since it becomes rapidly profitable.
Another advantage is its stability to veering events. Moreover, it is obviously compatible with
other reduction techniques. When used as an initial step, it only affects the input set of vectors
and only the coefficients in the matrix polynomial have to be projected onto the reduced subspace.
Practical uses of this methodology are illustrated on various examples.

3.4.1 Methodological aspects

The flowchart in Fig. 3.15 summarizes the multi-model reduction technique. A variant exists
where the polynomial is assembled prior to the computations of the target modes. The polynomial
is evaluated at each target speed and a subsequent modal analysis is performed to retrieve the
mode set.

3.4.2 Further developments

The present study paves the way for extensive parametric studies with the help from multi-
model approaches. What is presented in this chapter could be extended by

« including gyroscopic coupling so that stability studies can be conducted. Gyroscopic cou-
pling depends explicitly on the rotation speed (see Sec. 3.1.4) and multi-model approaches
are thus straightforward.

e keeping an eye on promising concepts introduced in the field of non-linear dynamics such
as Non-Linear Normal Modes (NLNM), which are defined as (not necessarily synchronous)
periodic solutions of a non-linear system [Peeters et al. 2008]. Instead of first searching for

138



C FE model )

Compute static-stress state & modes
(SDT, MDNastran, ...)

Orthogonalize modes and keep Compute/import tangent stiffness
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Figure 3.15: Flowchart of a typical reduced multi-model approach within SDT (with possible
calls to MDNastran)

the non-linear quasi-static equilibrium of the structure under the inertial load and then
computing its eigenmodes, one could be interested in computing directly its NLNM. One of
the particularities of these modes is the fact that their frequency and shape depend on the
amount of energy injected to the structure. In the present case, a fraction of such energy
comes from the inertial load, proportionally to the squared rotation speed. This would be
a straightforward determination of the vibration characteristics of the rotating structure.
However, for the moment, NLNM cannot be used as is for modal synthesis which currently
limits their practical use.

o extending the multi-model approach to other parameters such as the temperature in the
structure or the pressure applied to the blades. The temperature is a critical issue for
rotors since there exists a thermal gradient globally from the turbine to the front stage of
compressor and locally from the blade to the inner rim of the disk.
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Conclusions and Perspectives

The general outcome of this study is the introduction of methods allowing the prediction
of multi-stage full rotor dynamics on the basis of refined 3D models currently used for detailed
stress analysis. These methods are demonstrated to be practically applicable to current industrial
models.

The first contribution is a review of the Fourier decompositions of spatially periodic geometries
and its extension to the independent transformation of stages in the case of full rotors.
The matrix form of the Discrete Fourier Transform is shown to lead to the classical decompo-
sition into independent sub-problems for a so-called tuned stage (a model whose mechanical
properties are identical from one bladed sector to another). When the latter assumption fails,
full finite element matrices of the mistuned system are involved in the matrix problem because
of inter-harmonic coupling. Particular coupling patterns are presented and identified according
to the distribution of the mechanical properties in the assembled matrices.
Current rotor designs lead to modes that involve inter-stage coupling and full rotor predictions
are thus required. The assembly of geometrically periodic structures that belong to different
groups of symmetry is however generally not periodic itself. By considering that disks are meshed
independently and linked by an intermediate ring that has no particular condition of symmetry,
the DFT can be applied at the disk level and the inter-harmonic coupling is shown to be entirely
linked to the energy in the inter-stage coupling ring. It is also shown that coupling through a
continuity condition generates similar problems.
The concept of mono-harmonic multi-stage modes [Laxalde et al. 2007a] therefore appears as
an approximation where the off-diagonal inter-harmonic coupling terms are neglected. Detailed
examples are used to demonstrate that in practice the true system modes are often very close
to being mono-harmonic (the approximation is generally valid), some cases of multi-harmonic
behavior are however described. Current work on multi-stage analysis of rotors with visco-elastic
damping devices using constrained layers with low number segmentation will be an opportunity
to further analyze the aliasing issue found in mono-harmonic modes.
Indeed, mono-harmonic solutions are shown to be subject to aliasing, with high diameter modes
that do not converge towards the fixed disk blade frequencies. The analysis of the spatial
content of full rotor modes (made possible by the methods introduced in the second contribution)
demonstrates that this aliasing is actually a distortion with the true modes continuing to exhibit
the classical single stage accumulation of frequencies. This problem illustrates that the exact
synthesis of a full rotor response from the combination of spatially mono-harmonic responses
may not be possible in the case of multi-stage assemblies.

The second contribution is the introduction of reduction techniques that use target modes to
create reduced models of the full disk. The target modes are classical cyclic symmetry solutions
in the case of single stage assemblies and mono-harmonic solutions in the case of full rotors.
Blade modes, where the sector edges are fixed, are also introduced to guarantee the proper
prediction of accumulation frequencies for high diameter modes. The fundamental interest of
the approach is that based upon the computation of a few cyclic solutions (typically less than 5
diameters), one creates a fairly compact model of the full rotor. It is a reduced model and can
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therefore be used to predict modes, free and forced responses, etc. . The reduction bases enable
full and partial restitution and this has been optimized for very large models. The model predicts
the retained diameter modes exactly and gives a very good approximation of all the other.
The resulting model is also a rotor model with superelements representing sectors individually.
Starting from a nominally tuned model, it is thus possible to replace individual sectors by models
with other properties. The usefulness of this ability is demonstrated by a disk mistuning analysis,
where one considers that the variable parameter is the blade frequency of individual sectors.
Probabilistic analyses would be a straightforward extension and multi-stage mistuned rotor
analyses would certainly be a useful application. It should also be noted that the approach is
perfectly compatible with a direct replacement of the model of a given sector and could thus
easily be used to study "rogue" blades such as found after a foreign object damage for instance.
The idea of building a reduction basis from target modes is first developed by ensuring compatible
displacements on the sector left and right interfaces. This approach is shown to be useful for
single disks and to allow mistuning analyzes. Its extension to multi-stage assemblies would
however lead to a large number of DOF to ensure continuity. A second approach is therefore
introduced that enforces coupling by reducing disjoint components (no common degree of freedom)
linked by interfaces that have a physical extent (typically a single layer of elements between the
components). In the implementation one distinguishes inter-sector interfaces, which are repeated
and thus represented as superelements, and inter-disk interfaces which are only used once and
conserved as standard elements.

Collinearity is a fundamental difficulty when building reduction bases from arbitrary sets of
vectors. Various orthogonalization methods are thus discussed. In particular, one extends the
iterative maximum sequence method proposed in [Balmes 2005] to allow a sorting of the DOF
sets according to their coupling nature and generations of bases with particular patterns of zero
contributions on target DOF sets. The various procedures considered have highlighted that a
trade-off exists between basis size and final sparsity in the model. The need to preserve certain
features exactly, such as blade modes, has also been seen. Refinement of the orthogonalization
strategies is certainly needed to guarantee the quality of predictions while obtaining the smallest
possible reduced rotor model.

The scalability of the procedure is illustrated on an industrial full 3D rotor model with 65
million DOF for which no direct computations are possible. A significant effort was placed on
illustrating procedures that can be used to analyze the full rotor response. Direct analyses of
generalized responses include indicators such as the contribution of each sector of each disk to
the overall response, and transforms to view the spatial harmonic content. The second indicator
is in particular used to test whether the true responses are really mono-harmonic or not.
Recovery of the response to viewing meshes or partial meshes for energy or stress analyses are also
possible. The analysis of stresses was limited to simple verifications of dynamic stress distribution
in certain modes. The procedures used to compute multi-stage static responses to centrifugal
and thermal loads, which are necessary for fatigue analyses (drawing of Haigh diagrams), have
been implemented but are not reported here. Partial recovery on viewing meshes can be used
to analyze modes and responses but also generated forced responses to point or distributed
pressure loads. This has been used to validate a test/analysis correlation strategy for modal
analysis results available at Snecma. The finalization of this correlation is a short-term perspective.

The third contribution of this work is the use of the multi-model approach [Balmes 1996b] to
generate reduction bases that accurately predict modes for a range of rotation speeds at a low
numerical cost. It is shown that the geometric stiffness matrix and inertial softening effects can
be represented by a quadratic polynomial of the squared rotation speed. This result is exact
when the deformed geometry is close enough to the initial one and an approximation otherwise.
Using target modes that are exact solutions computed at three different speeds, one can build a
reduced model that gives very accurate results at all intermediate speeds. This process is shown
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to be totally adapted to mono-disk and multi-stage methods introduced earlier: the input set of
vectors normally computed at a single speed is simply complemented with solutions computed at
two other speeds, with no impact on the implementation of the orthogonalization procedures.
Illustrations demonstrate the accuracy including the ability to represent veering events.

A straightforward extension would be the inclusion of gyroscopic effects leading to differentiation
of modes into rotating waves. The issue would then be to validate the need to further enrich the
bases to account for the gyroscopic loads which are proportional to the rotation speed. Another
possibility would be to consider thermal loads as a parametric variation, the interpolation of
matrices by the use of discrete thermal states does not however appear as straightforward as the
use of a polynomial of the rotation speed, so that the usefulness of the idea remains unclear.
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A

Nomenclature

Subdomains

AN

Scalars

iS]

< ©»

SxZzzZzTC DR NE RTS8

Interface

Disk
Inter-disk ring
Sector

Sector angle

Fourier harmonic coefficient

Loss factor

Volumic mass

Effective stiffness

Natural frequency

Spatial frequency of the mistuning pattern
Subset of DOF for partial recovery
Rotation speed

Engine order

Normalized frequency

Number of degrees of freedom

Degree of the stiffness polynomial of the squared rotation speed

Number of sectors

Number of kept vectors in a truncated set
Number of target speeds

Participation factor in strain energy
Energy

Complex numbers

V=i

Complex conjugate

Re(%k) Real part of a complex
Im(sk) Imaginary part of a complex
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Fields

w Rotation vector

f Load
f  Fourier harmonic of the load
u Displacement
1 Fourier harmonic of the displacement
n  Outward-pointing normal
v Any field
x  Position
Tensors
¢ Linearized strain tensor
o Cauchy stress tensor
T Boussinesq stress tensor
S  Piola-Kirchhoff stress tensor (second)
E Green-Lagrange strain tensor
H Hooke tensor
Operators
0 Rotation of angle «
D, . Gradient relative to the coordinates of
(., )4 (Semi-)inner product relative to operator/matrix s
I[-]] (Semi-)norm relative to operator/matrix s
® Kronecker product
Vectors

{f} Discrete load

{q} Discrete displacement

{g} Discrete harmonic DOF vector
{v}  Any discrete quantity

Matrices

[A]  Any matrix

Observation matrix
Coupling/damping matrix
Fourier matrix

eSS AN

—

Unitary Fourier matrix
Identity matrix
Stiffness matrix

Mass matrix

~
| S—

N

Dynamic stiffness matrix
Skew-symmetric rotation speed matrix
Matrix of eigenvectors

Set of vectors

[ M s W v B v I v I s W e W s B s I v W e

=58

Sets of numbers

la,b] all integers between a and b
[a,b] all real numbers between a and b
{a,b,---,z} set of integers/real numbers
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Subscripts

%,  Quantity relative to an aft interface

%y Quantity relative to a front interface

*.  Quantity relative to a complementary domain

%;  Quantity relative to a left interface

%,  Quantity relative to a right interface

ky  Quantity relative to a multi-stage reduction

%o Quantity relative to a parametric multi-model reduction in rotation speed
ks  Quantity relative to harmonic coefficient §

Superscripts

%2 Coefficient of a power of Q in the polynomial
%% Quantity relative to disk d

%% Quantity relative to sector s of disk d

%7 Quantity relative to inter-disk ring R

%P Quantity relative to polynomial coefficient p

Acronyms

ACAD
BB
CICR
CMS
DJCR
DOF
FEM
FSHP
GCD
HEBD
HPC
HPT
LCM
LPC
LPT
MAC
MMIF
MMR
MSR
3SHP

Academic rotor model

Booster Blade

Common Interface Component Reduction
Component Mode Synthesis

Disjoint Component Reduction

Degree(s) of Freedom

Finite Element Method

Industrial integrally bladed rotor (full model)
Greatest Common Divisor

Industrial integrally bladed disk
High-Pressure Compressor

High-Pressure Turbine

Least Common Multiple

Low-Pressure Compressor

Low-Pressure Turbine

Modal Assurance Criterion

Multivariat Modal Indicator Function
Multi-Model Reduction

Multi-Stage Reduction

Industrial integrally bladed rotor (first three stages)
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B

Analysis

B.1 Fourier Transform

B.1.1 Continuous functions

Definition B.1.1. Fourier Transform
Let y be a function defined by
y:R—C

x— y(z),

such that y is integrable on R (in the sense of the distributions). The Fourier transform ¥ of y is
defined by
y:R—C
1

X — y(x) = Gy Ry(x) e 21mXT gy,

(B.1)

Remark 1. 1. The Fourier transform is a particular case of the bilateral Laplace transform,
when the Laplace variable s is s = ix.

2. (x,y(x)) is called the spectrum of function y, it is continuous.

3. In signal processing, x is the time variable, then x is called the (natural) frequency. When
dealing with geometrically repetitive structures (by translation or rotation), z is either a linear
or angular position and x is then either a linear or angular frequency.

Properties B.1.1.
1. Linearity: given two functions (y,v) integrable on R and (a,b) € C2 such that u = ay + bv,
there exists the relation

u=ay+bo.
2. Fourier Transform of a derivative: given a function y in C!'(R) and if v is such that v = ¢/,
there is the relation

o(x) = ixy(x)-

More generally, if y belongs to C*(R), n € N* and v is such that v = 3™,
u(x) = 1" x9(x)-

Proof1.

1. The proof is trivial.

2. The proof of the first property requires an integration by parts, but here no term y(0) arises
since the boundaries of the integral are —oo and +00. Then, the formula for the derivative of
order n is obtained by a recurrence scheme initiated by this property.
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Definition B.1.2. Inverse Fourier Transform
The function y can be recovered from its Fourier transform ¢ thanks to

y(z) = fR 5(x) 27X dy. (B.2)

Theorem B.1.1. Parseval’s Theorem
Let y be a function defined by

y:R—C
x — y(x),
such that y is square-integrable on R (in the sense of the distributions) and let ¥ be its Fourier
transform. Then

| @)z = o | 160 Pax. (B3)

Remark 2. The physical meaning of Parseval’s theorem is that the energy conveyed by the
signal can be computed equivalently either from the signal itself or from its Fourier transform.
|7(x)|? is the power spectral density that has to be integrated over a given bandwith to lead to
energy.

B.1.2 Sampled functions

In numerical physics as well as in signal processing, signals are sampled, 7.e. any continuous
function y is described by the series of N, values ys = y(xs) where z,, s € [0, Ns — 1], is a
series of values of z. When the samples are evenly distributed along x, there exists the relation
Vs e [0, Ns; — 1],

Ts = xo + SAzx.
One assumes that zp = 0. fs = 1/Az is called the sampling rate. As a result, the Fourier
transform of y is also discrete, known at a series of values of x such that 75 = 7(xs) and the
values in the series xs, & € [0, Ny — 1] are also evenly distributed, such that

Xs = Xo + 0 Ax.

with the convention xg = 0. The sampling frequency is retrived as fs = Ng Ax.

The relation between y,, and 75 defines the direct and inverse discrete fourier transforms.

Definition B.1.3. Discrete Fourier Transform

1 Nzt I
oo E TN B.4
vo Ny =0 bs (B-4)

Definition B.1.4. Inverse Discrete Fourier Transform

NSil . sd
ys= Y Dse” TN, (B.5)
5=0

Remark3. 1. From this point, & = 27/Ny to lighten notations.
2. Even though y is not periodic, the sampled set is made virtually periodic with a period of

N, Ax. Indeed,
No—1

7 pi{s+Ns)do
Ysin, =y, st
5=0

Ng—1
— 2 3//\5 eisé(x62i7‘[5 (BG)
5=0

= Ys-
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3. The discrete Fourier transform is also virtually periodic with respect to x with a period of
Ny Ax or equivalently the sampling rate fs. Indeed,

1 Ngs—1
Z//\5+N = ﬁ yse

—is(6+Ns)

—1s§oc —217rs

> Z‘H
HM

The spectrum is generally represented for x varying between 0 and N Ay, but it can be equiva-
lently plotted for x varying between —NgAx/2 and Ny Ax.

Sampling complex-valued signals whose frequencies are of the form dAx + m NsAx =
dAX +m fs, m € Z, at sample rate fs leads to identical sets ys, n € [0, N — 1], hence to the
same spectrum ¥s, k € [0, Ny — 1]. Such signals are said aliases of each other. When they are
real-valued, signals whose frequencies are of the form +k Ax + m N; Ax, m € Z, are aliases with
respect to fs. In other words, a given line at ky Ax with 0 < kg < Ng/2 may correspond to:

(i.) a signal whose frequency is xo = ko AX,
(ii.) a signal whose frequency is xo = (ko + m Ns) A,
(iii.) a signal whose frequency is xo = (m N — ko) AX.

As a result, to avoid the presence of aliases, the sampled signal must be such that its maximum
frequency Xmaz is below half the sampling rate f:

Xmax < %7 (B.S)

or on the contrary, the sampling rate must be at least twice the maximum frequency of the
sampled signal if the latter is guessed. This theorem is known as the Shannon-Nyquist theorem
and fs/2 is commonly referred to as the Nyquist frequency.

This phenomenon is illustrated in Fig. B.1 where three differents sines whose fundamental
frequencies are xog = 3, Xo = 7 and xo = 13 respectively are sampled with a rate of f; = 10 (hence
Ax = 1). With this sampling rate, the sines are aliases of each other since 3 =3 x Ax + 0 x fs,
7T=-3xAx+1x fsand 13 =3 x Ax + 1 x fs. Figure B.1b clearly shows that their spectra
are undistinguishable.

1 ; . . 05 r ;
T AT |
d / \ 0.4f Xo =3—>
TN AL
; AL el x0T
\ ; \ T / =
-0.5 \ / 1 oal f?
g f|.'2\/ 0.4 \ ; 0.6 0.8 1% i 2 . 3 3 ;
(a) (b)

Figure B.1: Sampled sines with (—) xo =3, (—) xo =7 and (—) xo = 13 at f; = 10. (a) y(x)
and (@) ys (b) |Js]-
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Theorem B.1.2. Parseval’s Theorem
If ys is a complex-valued sampled function and 7 its discrete Fourier transform, Parseval’s
theorem states that

Ns—1 Ns—1
Z |ys|2 = N; Z |Z/J\6|2' (B.9)
5=0 5=0

Remark4. |ys|? and |§s|? are energies, not densities of energy.

B.1.3 Real-valued sampled functions

In this section, y is assumed real-valued, i.e. such that
y:R— R
z — y(x)

and the series y; is real. In the following for convenience, the direct and inverse Discrete Fourier
transforms are rewritten separating real and imaginary quantities as

1 Nl
Re(@) = 5 S;) ys cos (s8a),
s (B.10)
Im(@s) = — - ;0 ys sin (s 8 o),
and
No—1
Ys = Z Re(ys) cos(sd o) — Im(ys) sin(sd o) . (B.11)
5=0

From Eqn. (B.10), y5 is real if 6 = 0 or 6 = N,/2 (if N; is even), else y5 and yn,_s come in a
complex conjugate pair since Vs,
cos(s 6 o) = cos(s (Ns — d) ),
sin(s d o) = —sin(s (N5 — 0) «),
If one pairs the complex conjugate terms in Eqn. (B.11), it becomes
Ny
2
Ys = 2 2 (Re(ys) cos (sd ) —Im(ys) sin(sd ). (B.12)
=0
Recall that N,/2 exists only if N; is even.

Theorem B.1.3. Parseval’s theorem
For a real-valued sampled function, Parseval’s theorem becomes

No—1 B
2 |ys|2 :Ns|§0|2+2Ns |§6|2+Ns|§%|2' (B.13)
s=0 6=1

B.1.4 Fourier matrix for real-valued sampled functions

Another convenient representation involves the Fourier matrix

1 1 1 1
é 2005.(600 2COS&S§O{) 2008((N;—1)6oc)
[]' = 0 —2sin(dx) -+ —2sin(sda) -+ —2sin((Ng—1)dx) |~ (B.14)
i 1 _.1 (_'1)3 (_1)'Ns*1 |
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If one gathers the series ys and g5 into two vectors {y} and {y} such that

{w}' ={ wo Ys  YNe-1 b, -
@ ={d - Re@) @) - iy }, |
then the direct and inverse Fourier transforms can be given under their matrix forms
{7} = e {w}, (B.16)
and
{y} = [e] {5} (B.17)

The Fourier matrix [e] is invertible. Therefore, the operator whose representation is the latter
matrix is a bijection. [e™!] is explicitely

1 1 1 1
_ 1 1 oS ('6 ) cos (s o) cos ((NVs :— 1)d )
=% | 0 —sm(s) —sin (5 ) —sin (N, — 1) 5 ) (B.18)
1 -1)" ¥

The Fourier matrix {e} is orthognal since the sine and cosine functions are orthogonal in the

sense that for any couple (8, 0')

Ns—1
Z 4 cos(sdo) cos(sd &) = 0 if & # &
n=0
Ns—1
N N, if d=0ord=Ng/2
2 _ S S )
7;0 4 cos” (sd ) = { 2N, olse.
No—1
2 4sin(sda)sin(sd o) = 0 if & # & (B.19)
n=0
No—1
N . 9 . 0 ifd=0o0rd=Ng,
;0 4 sin”(s0) B { 2N,  else.
Ns—1
Z 4 cos(sdo) sin(sd &) = 0
n=0
These orthogonality conditions allow to write
[ N, 0 0 0 |
0 2N 0 0
[l [el=| @ L (B.20)
0 0 2N, 0
| 0 0 Ny |
Parseval’s theorem is recovered under its matrix form by
W () = @) [T el (7). (B.21)

Equation (B.20) appears not really convenient for further applications due to the presence of
two possible scalars N or 2 Ny on the diagonal of [e e]. The idea is to turn [e] into a unitary

matrix [E] such that || det([E])| = 1 and more important that
[ETE]=[I]. (B.22)

To achieve this, {y} is rescaled so that ys now becomes
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Definition B.1.5. Unitary Fourier transform

1 Neml
yO - \/ﬁs = y87
N (B.23)
1 Nzt
Yns = s (—1)°%,
e = ) ys (—1)
and Vb € [1, Ng/2 — 1],
g Neml
Re (ys) = ys cos (sd ),
39 =7 2 e cos (550
(B.24)
2N sin(ssn
Im (ys5) = — Ys sin (s & ) .
N s=0
Definition B.1.6. Unitary inverse Fourier transform
Vs e [0, Ns — 1],
— 1 >
yS - \/]\7]—8 0
Neg
2
A/ D (Re(@s) cos (58 x) — Im(fs) sin (s 6 ) (B.25)
5 5=1
(=1° -
N s

Notation are kept unchanged for the sake of legibility, but the latter definitions are those
that are used throughout the main chapters of this manuscript. The unitary Fourier matrix [E]
derives from Eqn. (B.25) as

[ 1 ... V2 0 1 T
[E] = \/}75 1 V2 coé(séoc) —/2 Siil (sd) (—'1)S . (B.26)
| 1 s /2 cos((Ns —1)da) —2 sin((Ns -1)dax) --- (—1)'N571 |

with the obvious property that [E]™" = [E]".

Theorem B.1.4. Parseval theorem
For a real-valued sampled function, the use of unitary transforms lead to Parseval’s theorem
under the form

B

I
[
=
T

Ne—1
D 1yl
s=0

°=0 (B.27)
TS

= (IRe(@s)* + Im(s)|) -
=0

It can be recovered under a matrix form by
T AT T ~
= E'FE
v} {y} ={y} [E El{y} (B.28)

= {7} (7).
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B.1.5 Generalized orthogonality conditions

The following orthogonality conditions are not needed for the Fourier transform. However
they are involved in the transformation of mistuned matrices. Let (8, 6', () € N3. There are the

relations:

Ny—1

Z 4 cos(sd o) cos(s C ) sin(sd o)
s=0
Ny—1

Z 4 sin(s 8 o) cos(s (o) cos(sd )
s=0

Ny—1
Z 4 cos(sd o) cos(s () cos(sd )
s=0

Ns—1
D7 4 sin(s 5 o) cos(s L) sin(s 8’ )
s=0

Ny—1

Z 4 cos(sd «) sin(s ) cos(sd o)
s=0
Ny—1

Z 4 sin(s b ) sin(s ¢ &) sin(s 8’ o)
s=0

Ny—1
Z 4 cos(sd ) sin(s () sin(sd’ )
s=0

Ny—1
Z 4 sin(s b «) sin(s () cos(sd )
s=0

0 <

5+ =
or Ng—&+98 = C
or6+N;,—8 = ¢
C

[
[
[
or 2N, —6-8 = (]

0 else.

0 <

if 6 # 0 and & # N,/2
and & # 0 and &' # Ng/2

N,—8+8 =
and ,
ord+Ng—06 =

0 else.

0+

\

if 8 # 0 and &' # N /2

5+
or Ny — &+ &
ord+ Ny, -8
or 2N, —86—-08 =

and

0 else.

0+

\

if 5 # 0 and & # N,/2

5+
or Ng—8+8
ord+ Ny, —¢
or 2N, — & — ¢

and

0 else.

—_— e

N
N
N
N

I

(B.29)

[N
CINs]
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C

Algebra

C.1 Vector Spaces

Definition C.1.1. Let F be a field with its two inner operations + and x. Let V be a subset
of elements of F. V is a vector space over F, denoted (F-vector space) if:

1. (V,+) is a commutative (abelian) group,

2. There exists an outer multiplication e : F x V' — V:(A,u) — X e u which is associative,
distributive and admits the zero element of the operation x of the field F.

Definition C.1.2. Inner (scalar) product

(., >:V xV —Fis an inner product if
Y(u,v,w) € V3, VYA€eF,

L. {u+wv, w) = {u, wy+{v, w)y (associativity),
2. Aeu, vy =Xx{u, vy (sesquilinearity),

3. {u, v) = (v, uy (conjugate symmetry),

4. {u, uy = 0 (positivity),

5. {u, uy = 0 <= u = 0 (definiteness).

{., .y is said to be a positive-definite nondegenerate sesquilinear form.

Remark 5. When the kernel (null space) of <., .) is not reduced to {0}, condition 5. no longer
holds and (., .) is said to be a semi-inner product.

Definition C.1.3. Norm

|.|| : V — F is a norm if:

Y(u,v) e V2 VA €T,

1. |Ju|] = 0 (positivity),

2. ||u]| = 0 < u = 0 (separation),

3. ||A e u|| = |A] x ||ul| (positive homogeneity),
4. |Ju + || < ||u|] + |Jv]| (subadditivity).

Remark 6. When the kernel (null space) of ||.|| is not reduced to {0}, condition 2. does not
apply and [[.|| is said to be a semi-norm.

Theorem C.1.1.

1.If (., .): VxV — F is an inner product, then ||.||: V —F : u— (u, u>% is a norm.

1
2.If {.,.): VxV — F is a semi-inner product, then |.|| : V — F : u — {u, u)? is a
semi-norm.

Proof2. The only thing to do is to check the properties of the norm or semi-norm one by one.
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C.2 Functional spaces

C.2.1 Sobolev spaces

Definition C.2.1.
LP(V) is the space of functions u defined on V' such that

(JV ()P dv>’l’ < 4o,

Definition C.2.2. Sobolev space
A Sobolev space WFP (V) contains all the functions that belong to £P(V) whose derivatives of
order 0 < m < k (in the sense of the distributions) belong to LP(V).

Remark 7. In the following, H*(V) will stand for W*2(V). Moreover, H*(V) = L2(V).

Theorem C.2.1. Inclusion
The Sobolev spaces H*(V) are such that

Yk, 1), k<l= H(V)c HV).
Proof3. The proof of this theorem is derived from the definition of the spaces H*(V').

Remark 8. The previous theorem states that if k£ increases, the functions are more and more
regular.

C.2.2 Inner-products and norms in Sobolev spaces
Theorem C.2.2. M—-inner product
o omy: H(V) xHU(V) —F
(1.3) = (0, ¥y = | ab vV
is an inner product.

Theorem C.2.3. M-norm

Iy HY(V) —F
1
wr—s [[ullyy = (J u(x)de> :
Vv

is a norm.
Remark9. |[.|[;;y is commonly denoted .||, when HO(V) is referred to as L2(V).

Remark10. Thanks to the properties of inclusion of H!(V') in H(V), (., a,y 1s also an inner
product on H'(V) and [].][5; is also a norm on H' (V).

Theorem C.2.4. K—semi-inner product

Coogy: HI(V) x HN(V) —F
du ov ou ov
is a semi-inner product.
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Proof4.

The condition of definiteness does not hold since for any u € H! (V') such that ¥x € V, Z—)‘t(x) =0
does not imply that Vx € V, u(x) = 0, because any constant function on V' satisfies this property.
Therefore, for any v € HY(V), (u, V)i y = 0 whereas u # 0.

Theorem C.2.5. K-semi-norm
Ilgy: HY(V) —F

&B
ox

(1) )

Proof5. The condition of separation does not hold either for the same reason. Therefore, it is
possible that |[uf|x, = 0 whereas u # 0.

s [l =\

is a semi-norm.

Remark11.
1. ('Hl(V), (o, .>M7V> is a Hilbert space.

2. (HI(V)\{u, VxeV, u(x)=a, aeF>3(0,0,0)},¢{, >KV) is a Hilbert space, since the form

(., )k is an inner product on this space only.
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