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## General idea

- WDM (Wavelength Division Multiplexing) networks
- 1 wavelength (or frequency) = up to $40 \mathrm{~Gb} / \mathrm{s}$
- 1 fiber = hundreds of wavelengths $=\mathrm{Tb} / \mathrm{s}$
- Traffic grooming consists in packing low-speed traffic flows into higher speed streams
$\longrightarrow$ we allocate the same wavelength to several low-speed requests (TDM, Time Division Multiplexing)
- Objectives
- Better us $€$ of bandwidth
- Reduce the equipment cost (mostly given by electronics)


## General idea

- WDM (Wavelength Division Multiplexing) networks
- 1 wavelength (or frequency) = up to $40 \mathrm{~Gb} / \mathrm{s}$
- 1 fiber = hundreds of wavelengths $=\mathrm{Tb} / \mathrm{s}$
- Traffic grooming consists in packing low-speed traffic flows into higher speed streams
$\longrightarrow$ we allocate the same wavelength to several low-speed requests (TDM, Time Division Multiplexing)
- Objectives:
- Better use of bandwidth
- Reduce the equipment cost (mostly given by electronics)


## General idea

- WDM (Wavelength Division Multiplexing) networks
- 1 wavelength (or frequency) = up to $40 \mathrm{~Gb} / \mathrm{s}$
- 1 fiber = hundreds of wavelengths $=\mathrm{Tb} / \mathrm{s}$
- Traffic grooming consists in packing low-speed traffic flows into higher speed streams
$\longrightarrow$ we allocate the same wavelength to several low-speed requests (TDM, Time Division Multiplexing)
- Objectives:
- Better use of bandwidth
- Reduce the equipment cost (mostly given by electronics)


## Definitions

- Request $(i, j)$ : two vertices $(i, j)$ that want to exchange (low-speed) traffic
- Grooming factor $C$ :

Capacity of a wavelength
Capacity used by a request

Example:
Capacity of one wavelength $=2.5 \mathrm{~Gb} / \mathrm{s}$
Capacity used by a request $=640 \mathrm{Mb} / \mathrm{s}$

## Definitions

- Request $(i, j)$ : two vertices $(i, j)$ that want to exchange (low-speed) traffic
- Grooming factor $C$ :

$$
C=\frac{\text { Capacity of a wavelength }}{\text { Capacity used by a request }}
$$

## Typical values of the grooming factor: <br> SDH: 4, 16, 64, 256, <br> SONET: 3, 12, 48,

## Example:

Capacity of one wavelength $=2.5 \mathrm{~Gb} / \mathrm{s}$ Capacity used by a request $=640 \mathrm{Mb} / \mathrm{s}$

- load of an arc in a wavelength: number of requests using this arc


## Definitions

- Request $(i, j)$ : two vertices $(i, j)$ that want to exchange (low-speed) traffic
- Grooming factor $C$ :

$$
C=\frac{\text { Capacity of a wavelength }}{\text { Capacity used by a request }}
$$

* Typical values of the grooming factor:

$$
\begin{aligned}
& \text { SDH: } 4,16,64,256, \ldots \\
& \text { SONET: } 3,12,48, \ldots
\end{aligned}
$$

Example:
Capacity of one wavelength $=2.5 \mathrm{~Gb} / \mathrm{s}$
Capacity used by a request $=640 \mathrm{Mb} / \mathrm{s} \quad \Rightarrow C=4$

- load of an arc in a wavelength: number of requests using this arc in this wavelength $(\leq C)$


## Definitions

- Request $(i, j)$ : two vertices $(i, j)$ that want to exchange (low-speed) traffic
- Grooming factor $C$ :

$$
C=\frac{\text { Capacity of a wavelength }}{\text { Capacity used by a request }}
$$

* Typical values of the grooming factor:

$$
\begin{aligned}
& \text { SDH: } 4,16,64,256, \ldots \\
& \text { SONET: } 3,12,48, \ldots
\end{aligned}
$$

Example:
Capacity of one wavelength $=2.5 \mathrm{~Gb} / \mathrm{s}$
Capacity used by a request $=640 \mathrm{Mb} / \mathrm{s} \quad \Rightarrow C=4$

- load of an arc in a wavelength: number of requests using this arc in this wavelength $(\leq C)$


## ADM and OADM

- OADM (Optical Add/Drop Multiplexer)= insert/extract a wavelength to/from an optical fiber
- ADM (Add/Drop Multiplexer)= insert/extract an OC/STM (electric low-speed signal) to/from a wavelength

- We want to minimize the number of ADMs
- We need to use an ADM only at the endpoints of a request


## ADM and OADM

- OADM (Optical Add/Drop Multiplexer)= insert/extract a wavelength to/from an optical fiber
- ADM (Add/Drop Multiplexer)= insert/extract an OC/STM (electric low-speed signal) to/from a wavelength

- We want to minimize the number of ADMs
- We need to use an ADM only at the endpoints of a request (lightpaths) in order to save as many ADMs as possible


## ADM and OADM

- OADM (Optical Add/Drop Multiplexer)= insert/extract a wavelength to/from an optical fiber
- ADM (Add/Drop Multiplexer)= insert/extract an OC/STM (electric low-speed signal) to/from a wavelength

- We want to minimize the number of ADMs
- We need to use an ADM only at the endpoints of a request (lightpaths) in order to save as many ADMs as possible


## To fix ideas...

- Model:
Topology
Request set
Grooming factor Wavelength
Requests in a wavelength ADM in a wavelength
$\rightarrow$ graph $G$
$\rightarrow$ graph $R$
$\rightarrow$ integer $C$
$\rightarrow$ Subgraph of $R$
$\rightarrow$ edges in a subgraph of $R$
$\rightarrow$ vertex in a subgraph of $R$
- A fundamental case is when $G=\vec{C}_{n}$ (unidirectional ring)
- It is also natural to consider symmetric requests


## To fix ideas...

- Model:

- A fundamental case is when $G=\vec{C}_{n}$ (unidirectional ring)
- It is also natural to consider symmetric requests


## To fix ideas...

- Model:

- A fundamental case is when $G=\vec{C}_{n}$ (unidirectional ring)
- It is also natural to consider symmetric requests


## Unidirectional ring with symmetric requests

- Symmetric requests: whenever there is the request $(i, j)$, there is also the request $(j, i)$.

- W.l.o.g. requests $(i, j)$ and $(j, i)$ are in the same subgraph each pair of symmetric requests induces load 1


## Unidirectional ring with symmetric requests

- Symmetric requests: whenever there is the request $(i, j)$, there is also the request $(j, i)$.

- W.l.o.g. requests $(i, j)$ and $(j, i)$ are in the same subgraph $\rightarrow$ each pair of symmetric requests induces load 1


## Unidirectional ring with symmetric requests

- Symmetric requests: whenever there is the request $(i, j)$, there is also the request $(j, i)$.

- W.l.o.g. requests $(i, j)$ and $(j, i)$ are in the same subgraph $\rightarrow$ each pair of symmetric requests induces load 1


## Unidirectional ring with symmetric requests

- Symmetric requests: whenever there is the request $(i, j)$, there is also the request $(j, i)$.

- W.l.o.g. requests $(i, j)$ and $(j, i)$ are in the same subgraph $\rightarrow$ each pair of symmetric requests induces load 1
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## Statement of the problem

## Traffic Grooming in Unidirectional Rings (with symmetric requests)

Input
An undirected graph $R$ on $n$ nodes (request set); A grooming factor $C$.

Output A partition of $E(R)$ into subgraphs

$$
R_{1}, \ldots, R_{W} \text { with }\left|E\left(R_{i}\right)\right| \leq C, \quad \mathrm{i}=1, \ldots, \mathrm{~W} .
$$

Objective Minimize $\sum_{i=1}^{W}\left|V\left(R_{i}\right)\right|$.
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## Preliminaries: approximation algorithms

- Given a (typically NP-hard) minimization problem $\Pi$, $A L G$ is an $\alpha$-approximation algorithm for $\Pi$ (with $\alpha \geq 1$ ) if for any instance / of $\Pi$,
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A L G(I) \leq \alpha \cdot O P T(I)
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- Class Apx (Approximable):
an NP-hard ontimization problem is in APX if it can be approximated within a constant factor.

Example: Minimum Vertex Cover has a 2-approximation.
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## Proposition (Lower Bound - Muñoz and S.)

For all $C, \Delta \geq 1, M(C, \Delta) \geq\left\lceil\frac{C+1}{C} \frac{\Delta}{2}\right\rceil$.

## Case $\Delta \geq 2$ even

## Theorem (Li and S.)

Let $\Delta \geq 2$ be even. Then for any $C \geq 1, M(C, \Delta)=\left\lceil\frac{C+1}{C} \frac{\Delta}{2}\right\rceil$.

## Proof.

- We have just seen the lower bound. Construction:
- Orient the edges of $G=(V, E)$ in an Eulerian tour.
- Assign to each vertex $v \in V$ its $\Delta / 2$ out-edges, and partition them into $\left\lceil\frac{\Delta}{2 C}\right\rceil$ stars with (at most) $C$ edges centered at $v$.
- Each vertex $v$ appears as a leaf in stars centered at other vertices exactly $\Delta-\Delta / 2=\Delta / 2$ times.
- The number of occurrences of each vertex in this partition is
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- In DKS , the objective is to maximize the average degree
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## Broad family of problems

## A typical Degree-constrained subgraph problem:

## Input:

- a (weighted or unweighted) graph $G$, and
- an integer $d$.

Output:

- a (connected) subgraph H of G,
- satisfying some degree constraints $(\triangle(H) \leq d$ or $\delta(H) \geq d)$,
$\square$
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## Hardness and approximation

(1) $\mathrm{MSMD}_{d}$ is not in APX for any $d \geq 3$, using the error amplification technique:
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- then we prove that MSMD $_{d}$ does not accept anv constant factor approximation.
(2) $\mathcal{O}(n / \log n)$-approximation algorithm for minor-free classes of graphs, using dynamic programming techniques and a known structural result on graph minors.
(In particular, this applied to planar graphs and graphs of bounded genus.)
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## Second problem

## Maximum $d$-Degree-Bounded Connected Subgraph (MDBCS ${ }_{d}$ ): Input:

- an undirected graph $G=(V, E)$,
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It is one of the classical NP-hard problems of [Garev and Johnson, Computers and Intractabilty, 1979 ].
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Maximum $d$-Degree-Bounded Connected Subgraph (MDBCS ${ }_{d}$ ): Input:

- an undirected graph $G=(V, E)$,
- an integer $d \geq 2$, and
- a weight function $\omega: E \rightarrow \mathbb{R}^{+}$.


## Output:

a subset of edges $E^{\prime} \subseteq E$ of maximum weight, s.t. $G^{\prime}=\left(V, E^{\prime}\right)$

- is connected (except isolated vertices), and
- satisfies $\Delta\left(G^{\prime}\right) \leq d$.
- It is one of the classical NP-hard problems of [Garey and Johnson, Computers and Intractability, 1979].
- If the output subgraph is not required to be connected, the problem is in
$\mathbf{P}$ for any $d$ (using matching techniques). [Lovász, 70's]
- For fixed $d=2$ it corresponds to the LONGEST PATH problem.
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- Idea: given an NP-hard problem, fix one parameter of the input to see if the problem gets more "tractable".

Example: the size of a Vertex Cover.

- Given a (NP-hard) problem with input of size $n$ and a parameter $k$, a fixed-parameter tractable (FPT) algorithm runs in

$$
f(k) \cdot n^{\mathcal{O}(1)}, \text { for some function } f
$$

Examples: $k$-Vertex Cover, $k$-Longest Path.

- Barometer of intractability:

$$
\mathrm{FPT} \subseteq W[1] \subseteq W[2] \subseteq W[3] \subseteq \cdots \subseteq X P
$$
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$$

- Namely, given two integers $d$ and $k$, the problems of finding
(1) a $d$-regular subgraph (induced or not) with at most $\leq k$ vertices.
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- We prove that
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## FPT and subexponential algorithms

Given a (NP-hard) problem with input of size $n$ and a parameter $k$ :

- A fixed-parameter tractable (FPT) algorithm runs in

$$
f(k) \cdot n^{\mathcal{O}(1)}, \text { for some function } f .
$$

Examples: $k$-Vertex Cover, $k$-Longest Path.

- Problem: $f(k)$ can be huge!!! (for instance, $f(k)=2^{3^{4^{5^{6^{*}}}}}$ )
- A subexponential parameterized algorithm is a FPT algo s.t.

$$
f(k)=2^{o(k)} .
$$

- Typically $f(k)=2^{\mathcal{O}(\sqrt{k})}$.
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If $\mathbf{b w}(G)$ is "small", we decide $\mathbf{P}$ by "fast" dynamic programming.

- Catalan structures.
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$\star$ With D.M. Thilikos we have adapted this framework to MDBCS $_{d}$, as well as for a few variants, introducing some general techniques.
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## Surfaces

- Surface: connected compact 2-manifold.



## Handles




## Cross-caps



## Genus of a surface

- The surface classification Theorem: any compact, connected and without boundary surface can be obtained from the sphere $\mathbb{S}^{2}$ by adding handles and cross-caps.
- Orientable surfaces: obtained by adding $g \geq 0$ handles to the sphere $\mathbb{S}^{2}$, obtaining the $g$-torus $\mathbb{T}_{g}$ with Euler genus $\mathbf{e g}\left(\mathbb{T}_{g}\right)=2 g$.
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Given a problem $P$ belonging to Category (C) in a graph $G$ embedded in a surface of Euler genus g , with $\mathrm{bw}(G) \leq k$, the size of the tables of a dynamic programming algorithm to solve $P$ on a surface cut decomposition of $G$ is bounded above by $2^{\mathcal{O}(k)} \cdot k^{\mathcal{O}(g)} \cdot \mathbf{g}^{\mathcal{O}(\mathrm{g})}$.

This fact is proved using topological graph theory and analytic combinatorics, generalizing Catalan structures to arbitrary surfaces.
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## (II) <br> Gràcies! <br> 


[^0]:    This fact is proved using topological graph theory and analytic combinatorics,

