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SUMMARY

This thesis addresses the problem of reactive power scheduling in a power

system with several areas controlled by independent transmission system operators

(TSOs). To design a fair method for optimizing the control settings in the intercon-

nected multi-TSO system, two types of schemes are developed.

First, a centralized multi-TSO optimization scheme is introduced, and it is shown

that this scheme has some properties of fairness in the economic sense.

Second, the problem is addressed through a decentralized optimization scheme

with no information exchange between the TSOs. In this framework, each TSO

assumes an external network equivalent in place of its neighboring TSOs and optimizes

the objective function corresponding to its own control area regardless of the impact

that its choice may have on the other TSOs.

The thesis presents simulation results obtained with the IEEE 39 bus system and

IEEE 118 bus systems partitioned between three TSOs. It also presents some results

for a UCTE-like 4141 bus system with seven TSOs. The decentralized control scheme

is applied to both time-invariant and time-varying power systems. Nearly optimal

performance is obtained in those contexts.

xiv



ACRONYMS

AFF Adaptive forgetting factor

AVR Automatic voltage regulation

CCC Centralized control center

CSVC Coordinated secondary voltage control

ED-ERLS Environment dependent exponential recursive least squares

ERLS Exponential recursive least squares

OPF Optimal power flow

REI Radial equivalent and independent

SVC Secondary voltage control

TSO Transmission system operator

TVC Tertiary voltage control

xv



CHAPTER I

INTRODUCTION

1.1 Background

Secure operation of large-scale power systems requires appropriate coordination of

control actions over the entire system. Despite the development of sophisticated con-

trol schemes [1], several recent incidents raise the problem of steady-state optimization

of those systems [2, 3]. More specifically, a major issue is to coordinate the control

actions of the interconnected entities with respect to their operational objectives and

constraints [4].

The influence that the controls of one transmission system operator (TSO) may

have on the system variables of the neighboring TSOs has led, as discussed in [5],

to two major trends for organization and control of interconnected power systems.

On one hand, one has seen the emergence of some Mega TSOs, resulting from the

merging of several smaller ones. On the other hand, where the regrouping of TSOs

into large entities has not occurred, new strategies to coordinate the actions of the

TSOs have been advocated. Those strategies can be classified into two categories,

using centralized or decentralized control.

Several papers, such as [6, 7] for example, proposed centralized control strategies

for multi-TSO power systems. Those strategies usually rely on the assumption that

the TSOs have agreed to transferring some of their prerogatives to a central entity,

which is in charge of optimizing the entire system with respect to the operational

objectives of the TSOs.

Other research papers also proposed decentralized schemes for multi-TSO power

system operation. Y. Li and V. Venkatasubramanian outline in [8] a scheme for

1



coordinating path transfers with the goal of an increase in transfer capability, while

P. Panciatici et al. describe in [9] the benefits of inter-TSO coordination for tertiary

voltage control. The “UCTE Operation Handbook” [10] also sets some rules for close

cooperation between member companies to make the best possible use of the benefits

offered by an interconnected operation.

1.2 Problem statement

In the context of a hierarchical voltage control scheme, this thesis addresses the

problem of reactive power scheduling. This problem consists of the optimization of

the voltage settings for generators and compensators in the entire system with regard

to the individual operational objective of every TSO.

Prior to agreeing to optimizing its control area in a coordinated manner, each

TSO is likely to require some guarantees regarding the fulfillment of its operational

objective(s). As introduced in [11], a scheme with the ability to simultaneously satisfy

every party can be qualified “fair.” For inter-TSO coordination to be of interest, a

new scheme must then be consistent with the fairness properties, which are identified

in [12, 13].

As emphasized in [6], a central entity might achieve consensus among the different

parties through a specific multi-party optimization scheme. However, this kind of

centralized control scheme usually relies on information exchange between the TSOs

and the central entity, which could make the scheme more vulnerable with respect

to the loss of a communication channel [14]. This vulnerability could raise questions

for the TSOs regarding the robustness of the arbitrage strategy chosen by the central

entity. Therefore, it may also be of interest to study the performance of decentralized

schemes, which would rely less, or not at all, on information exchange.

2



Indeed, while research in decentralized optimization schemes for power systems is

still in its infancy, several papers have already shown the potential outcomes of decen-

tralized optimization schemes in power systems. For example, [15, 16] propose decen-

tralized optimization schemes that can achieve nearly optimal performance through

exchange of information concerning the TSOs’ network topology and intended con-

trol actions. In [17, 18], the decentralized schemes under consideration do not rely

on an explicit exchange of information between the TSOs, since the information is

implicitly exchanged by observing the influence of the TSO’s actions on the other

TSOs of the power network. Also, M. Ilic et al. highlight in [19] the danger that

decentralized optimization may have on power system security, when conflicting local

strategies result in a reduction of each TSO’s own performance criterion.

As one could think of applying decentralized optimization in the context of reactive

power scheduling in multi-TSO power systems, the main issue is therefore to design

a scheme that achieves nearly optimal performance with respect to the operational

objectives of the TSOs with a high level of robustness.

1.3 Objective of the research

The research is partitioned into four main tasks. First, the problem of reactive power

scheduling in a multi-TSO system is formalized. Second, a centralized strategy is

proposed to solve the multi-TSO optimization problem. Third, the decentralized

control scheme is proposed, and optimal settings for the scheme are identified in the

context of two test systems. Fourth, an example of an application to a large-scale

system is detailed.
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1.4 Thesis outline

In Chapter 2, the theoretical motivation of reactive power scheduling is introduced,

practices in the field of voltage control are described and, the need for a higher level

of hierarchical voltage control is highlighted. Chapter 3 formulizes the optimization

problem for a multi-TSO power system and the relevant evaluation criteria.

In the second part of this thesis, multi-party optimization methods are reviewed in

Chapter 4, and Chapter 5 presents a centralized optimization scheme that has some

properties of fairness in the economic sense.

The third part of this thesis is dedicated to the decentralized control scheme that

is introduced in Chapter 6. Chapter 7 presents an evaluation of the decentralized

control scheme in the context of the IEEE 39 bus system and 118 bus system with

three TSOs, and Chapter 8 presents some results in the context of a UCTE-like

4141 bus system with seven TSOs. The evaluation is successively carried out for

time-invariant and time-varying systems.

Finally, Chapter 9 summarizes the thesis, while the contributions of this research

are detailed in Chapter 10, and perspectives for future research are emphasized in

Chapter 11.
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CHAPTER II

ORIGIN AND HISTORY OF THE PROBLEM

In this chapter, the first section introduces the theoretical motivation of voltage con-

trol in power systems. Then, past and current practices in voltage control are ana-

lyzed. Finally, the need for a higher-level control layer is emphasized.

2.1 Theoretical motivation of voltage control

One mission of transmission systems operators is to avoid large disturbances and

system collapses. When such events occur, an exhaustive analysis is carried out

to identify the critical factors, among which voltage stability problems have been

recognized for a long time to be a root cause for system failure [20].

As emphasized in [21], voltage instability occurs when the load dynamics fails to

restore power consumption at the expected level. In practice, voltage instability is

an attribute of a system, whose dynamics does not lead to a constraint-compliant

equilibrium. Whereas this attribute involves both short and long term analysis, it

has been mainly studied through steady-state modeling of power systems. The funda-

mentals of long-term voltage stability are introduced in the first part of this section,

and the associated concepts are illustrated with the problem of automatic load tap

changers. In the second part of this section, the bifurcation theory is detailed, with

a particular attention for the saddle node bifurcation.
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2.1.1 Long-term voltage stability

The long-term voltage stability problem is introduced in [22] by means of the two bus

system that is represented in Figure 1. This system is composed of a generator with a

constant voltage output VG, a transmission line with constant impedance magnitude

ZL and angle ϕL, and a load modeled by an impedance Z, ϕ. In this context, the

active power transmitted to the load P can be written as follows.

P − 3× Z × (VG/ZL)2 × cos(ϕ)

1 + (Z/ZL)2 + 2× Z/ZL × cos(ϕL − ϕ)
= 0 (1)

Figure 2 depicts the steady-state operation conditions for different values of ϕ

when Z varies from ∞ through 0.

When Z =∞, the active power demand P is zero and the load voltage V is equal

to VG. From this point, one should decrease Z to increase load demand P . This

control is effective until a maximum amount of P is reached, which is usually referred

to as bifurcation point. It corresponds to Z = ZL, and Pb can be computed as follows.

Pb =
3× ZL × (VG/ZL)2 × cos(ϕ)

4× cos2(ϕL−ϕ
2

)
(2)

The system is said to be unstable if Z ≤ ZL. Indeed, with this condition, any new

decrease of Z turns into a decrease of P .

To assess power flows in a system where power demands and injections are known,

it is usual to compute the bus voltages that correspond to the given operation con-

ditions. When P < Pb, one can observe on Figure 2 that two solutions exist. The

bifurcation P = Pb is characterized by a single solution for V , and no feasible solu-

tion exists for P > Pb. Hence, the bifurcation corresponds to an infinite sensitivity

of voltage with respect to the power demand [23]. According to [24], this property

can be extended to systems, where the loads are represented by more sophisticated

models.
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Figure 1: Illustrative two bus system for steady-state voltage stability analysis.
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Figure 2: PV curve for the two bus illustrative system with different values of ϕ.
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Figure 3: Illustrative two bus system with a load tap changer.

2.1.2 Impact of load tap changers on voltage stability

As emphasized in the previous section, the system stability is directly related to its

dynamics. A typical example of this relationship is the load tap changers problem,

which was identified as one of the causes of long-term voltage instability in [25]. Those

elements aim to restore load demand during low load voltage magnitude conditions.

A load tap changer can be modeled as a tap changer, whose setting n is controlled to

achieve a specific secondary voltage V0. In the context of the two bus system that is

presented in Section 2.1.1, a load tap changer can be modeled as in Figure 3, where

V and V ′ are the voltage magnitudes at the primary and secondary sides of the load

tap changer, respectively.

In this system, the tap changer dynamics can be modeled by the following equa-

tion,

dn

dt
=
K

T
(V0 − V ′) (3)
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where T is the load tap changer’s time constant, which usually amounts ten sec-

onds [26] and K is a control parameter. Although n is a discrete variable in practice,

a step in the tap position contributes a relatively small amount of voltage correction.

In voltage stability analysis, n is thus considered as a continuous variable [27].

Using the above described model, one can write the steady-state equations of the

system.

V ′ =
n× VG × Z
n2 × ZL + Z

(4)

Based on (3) and (4), the system dynamics is characterized by

dn

dt
=
K

T
(V0 −

n× VG × Z
[n4 × ZL2 + 2× n2 × Z × ZL × cos(φL − φ) + Z2]1/2

) (5)

As emphasized in [27], the stability of this non-linear system can be studied by

local linearization of the system around the possible equilibrium points, i.e., the values

of n, for which dn
dt

= 0. From (5), it can be deduced that two equilibrium points n01

and n02 exist if

(VG
2 × Z2 − 2× V0

2 × Z × Z0 × cos(ϕL − ϕ))2 > 4× Z2 × ZL2 × Z0
4 (6)

Under this condition, one can depict dn
dt

and V ′ as functions of n, as in Figures 4

and 5, respectively. Based on this representation, a stability region 0 ≤ n < n02

can be defined, where n converges toward n01. As emphasized in [27], the definition

of stability region can be extended to the cases of system with multiple load tap

changers.

When the system is operated in conditions where n01 is close to n02, an unexpected

event is likely to deviate the system from stable to unstable state [28]. A curative

approach to maintain long-term voltage stability is then to block load tap changers

under low voltage conditions [29]. In addition, as stability margins, i.e. the distance

between n01 and n02 in the illustrative system, depend on voltage settings, a preventive

approach could be to optimize voltage settings so as to operate the system under

appropriate stability margins.
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Figure 4: Representation of dn
dt

as a function of n for a two bus system with a load
tap changer, where two equilibrium points exist.
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Figure 5: Representation of V ′ as a function of n for a two bus system with a load
tap changer, where two equilibrium points exist.
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2.1.3 Bifurcation model of voltage instability

To represent long-term voltage stability problems in a mathematical model, two types

of variables should be distinguished, state variables1 x ∈ Rn, and parameters λ ∈ Rm.

In power systems, state variables typically include bus voltage magnitude and phase

angle, currents in generator windings, and load tap changers’ settings. Parameter

variations are considered slow compared with the system dynamics. They generally

represent real and/or reactive power demand [30]. Using this notation, the power

system dynamic model (in the form of differential-algebraic set of equations) is char-

acterized by two functions F1 : Rn×Rm 7→ Rn and F2 : Rn×Rm 7→ Rm as follows [24].

ẋ = F1(x, λ) (7)

0 = F2(x, λ) (8)

In this context, an equilibrium point (x∗, λ∗) corresponds to F1(x∗, λ∗) = 0, and

F2(x∗, λ∗) = 0, which will be denoted F(x∗, λ∗) = 0 from now on.

Studying the system dynamics with different values of λ leads to the identification

of bifurcation points, defined as points in the parameter space for which the qualitative

structure of the system changes for a small variation of λ [21]. In [31], a bifurcation

point is defined as an equilibrium state (x∗, λ∗), such that

F(x∗, λ∗) = 0 (9)

det[Fx(x∗, λ∗)] = 0 (10)

where Fx(x∗, λ∗) is the Jacobian matrix of the system model evaluated at point

(x∗, λ∗).

In [32], several types of bifurcations are identified, which differ by the types of

eigenvalues of Fx(x∗, λ∗) and can be classified as follows.

1In this thesis, bold fonts are used to highlight multidimensional variables, functions, or logical
symbols.
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• Saddle node bifurcation corresponds to an equilibrium (x∗, λ∗), where Fx(x∗, λ∗)

has a simple zero eigenvalue with left and right eigenvectors v∗ and w∗, respec-

tively. In practice, in a saddle node bifurcation, a stable equilibrium (every

eigenvalue of Fx(x∗, λ∗) has a negative real part) disappears by coalescing with

the unstable equilibrium, where one eigenvalue of Fx(x∗, λ∗) has a positive real

part.

• Hopf bifurcation corresponds to an equilibrium (x∗, λ∗), where Fx(x∗, λ∗) has

a pair of (non-zero) purely imaginary eigenvalues [21]. This condition yields

that stability of an equilibrium may be lost through its interaction with a limit

cycle. In practice, a system whose parameters are nearing Hopf bifurcation

will often exhibit a slow onset of sustained oscillations due to the fact that

the pair of eigenvalues closest to zero are complex conjugates of each other.

Such phenomena have actually been observed in power system and subsequently

verified by calculations [33].

• Higher order bifurcations are described in [34], and some third and fourth order

bifurcations are discussed in [32]. As power systems dynamic models usually

have a single parameter (such as correlated load increase), those types of bi-

furcations are not generic. This means that they can occur only as isolated

exceptions [21]. Hence, they are generally considered unlikely [30].

The system changes induced by a single parameter variation lead to a codimension

one bifurcation, the onset of which are large sensitivities of the state variables to

parametric changes. As both voltage magnitudes and phase angles compose the

state variables, both voltage and angular stability can be affected, depending on the

eigenvalues of Fx(x∗, λ∗) [24]. When voltage magnitudes are particularly affected

by parametric changes close to a singularity (bifurcation), it is usually said that the

system is close to a voltage collapse.
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2.1.4 Saddle node bifurcation

The system can not stay at the saddle node bifurcation equilibrium because any small

perturbation in the system ∆λ could induce a loss of voltage and/or angular stability.

Indeed, by assuming that the function F is differentiable around every equilibrium

point (x∗, λ∗), and that the system remains in steady-state equilibrium, the following

relation can be derived.

∂F

∂x
(x∗, λ∗)×∆x = −∂F

∂λ
(x∗, λ∗)×∆λ (11)

This implies that, when det[∂F
∂x

(x∗, λ∗)] = 0, the voltage magnitudes are infinitely

sensitive to parameter perturbations.

It is remarkable that, because of the non-linear nature of the systems models, the

saddle node bifurcation might be difficult to identify in large-scale power systems.

System state trajectories around equilibrium points have thus been studied in [32],

so as to design computationally efficient methods to identify stability limits.

Furthermore, to operate power systems more safely, long-term voltage stability

indicators have been developed. They usually depict the loading margin of the sys-

tem, which is defined as the load increase (according to a specific load pattern) that

the system can sustain before reaching a bifurcation [35]. Most of the indicators cor-

respond to a measure of singularity (e.g., determinant, smallest eigenvalue, minimum

singular value), but none of them is linear up to the point of bifurcation, especially

because bifurcation often arises due to hard nonlinearities (such as contingencies or

activation of reactive limiters in generators, which is changing the number of states -

and the size of Jacobian - in the system). The only linear measure of proximity is the

margin itself, which requires more than one evaluation of the system state. Hence, a

variety of techniques have been developed, such as continuous power flow [36], which

iteratively follow a load trajectory to a point of singularity and assess the metric

distance to the point of intersection of the load trajectory in parameter space and the
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stability boundary.

A singularity based technique is used in [35], which proposes a method to com-

pute the influence of system controls (e.g., emergency load shedding, reactive power

support, interarea redispatch) on the loading margin. More specifically, in a system

where parameters λ can be decomposed in (µ, p), with µ the system loading and p

control parameters, linearization of the equilibrium curve around the saddle node

bifurcation (x∗, µ∗, p∗) described by (9) yields.

∂F

∂x
(x∗, µ∗,p∗)×∆x +

∂F

∂µ
(x∗, µ∗,p∗)×∆µ+

∂F

∂p
(x∗, µ∗,p∗)×∆p = 0 (12)

Multiplying by the left hand eigenvector w∗ yields the following equation.

w∗ × ∂F

∂µ
(x∗, µ∗,p∗)×∆µ+ w∗ × ∂F

∂p
(x∗, µ∗,p∗)×∆p = 0 (13)

This leads to the definition of a sensitivity matrix Lp for ∆µ as a function of ∆p.

Lp = −
w∗ × ∂F

∂p
(x∗, µ∗,p∗)

w∗ × ∂F
∂µ

(x∗, µ∗,p∗)
(14)

This matrix can be used to assess optimal settings, so as to maximize loading margin

in power systems. They are, however, subject to limitations because of the linearized

representation of a complex system, among others.

As emphasized in [37], loading margin sensitivities are applied during imminent

situations of voltage collapse to steer away the system from the bifurcation. In such

cases, they are used to assess the most effective control actions, among reactive power

support changes (e.g., from generators and static or dynamic compensators), freezing

of the taps on transformers, reduction of distribution voltage, or load shedding in

the worst cases. Those emergency control actions are applied in extreme situations,

which are rare in large-scale power systems.
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In normal operating conditions, the loading margin is large enough, and reactive

power resources are operated with respect to other objectives, such as minimizing

transmission losses, or maximizing reserves. The following section and most of the

dissertation focus on this aspect of reactive power management, which usually involves

a hierarchical organization of voltage control to nest control actions with respect to

time scales and domains of influence [38]. While this organization is detailed in the

following sections, the remaining of the thesis focuses on the definition of a new layer

of hierarchical control to coordinate long-term control actions over several control

regions in normal operating conditions.

2.2 A historical perspective on voltage control

Voltage control has been progressively automated [39] and upgraded consequent to

new technological developments, further expansion of the network, or more dramati-

cally, some specific incidents, which are reported in [38]. In fact, whereas the voltage

stability theory appeared around 1975, consequences of instability were already well

known, and the need for voltage control appeared in the early power systems. T.

Hughes emphasizes in [40] the existence of a voltage controller in the Pearl Street

station system in New York, which was designed by T. Edison and his associates in

1882. At that time, a power station attendant used to control the field resistance

according to the signal given by an automatic indicator utilizing an electromagnet

connected across the station’s main circuit.

The merging of local utilities in the twenties and thirties obliged electricity utilities

to deal with new transmission system issues such as voltage control in a regional or

national system. The first approaches of automatic voltage control dealing with local

correction of generators’ excitation are reported in [41].

A regional control dimension appeared in the seventies [39] with the objective of

managing a mid-term (10 to 30 min.) dynamic equilibrium within any given area of
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the system.

Finally, methods for nationwide regulation have been proposed for the last 40

years. As emphasized in [42], a large body of work reflects this research toward

a better large-scale optimization of reactive power management. In [43, 44, 45] a

summary of the research activity in this domain is provided. However, reactive power

scheduling remains most often heuristic and empirical [46], as intuitive rule-based

control usually achieves relatively safe and well-performing operation [47].

2.3 Modern practices in voltage control

Nowadays, voltage control strategies are generally hierarchical. This type of control

strategy was introduced in [39] as a three-layer scheme aimed at solving certain issues

on three scales of time and distance.

Automatic voltage control is often referred to as automatic voltage regulation

(AVR). This closed-loop decentralized scheme provides fast control actions (within

several seconds) in the face of local perturbations by adjusting generators’ excitation

depending on their voltages [48].

Secondary voltage control (SVC) is also a closed-loop control that provides voltage

support to an area of the transmission network in a coordinated manner. Its time

constant is around one to five minutes.

Tertiary voltage control (TVC) acts every 15 to 30 minutes or as events occur.

When not empirically assessed, an off-line optimal power flow program is run to set

the reference values of the secondary voltage control.

In some papers, such as [49], secondary and tertiary voltage control are considered

collectively as a unique steady-state voltage control layer referred to as centralized

voltage control. For the sake of simplicity, the three-layer approach, which is illus-

trated in Figure 6, is used in this thesis. The different control levels are extensively

described in this section.
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Figure 6: Time-space delineation of the hierarchical voltage control scheme.

2.3.1 Automatic voltage control

The so-called automatic voltage regulation aims to manage a fast, dynamic response

to fast voltage changes by maintaining the bus voltage at its expected value [49].

It sets the value of the reactive power injection of every individual generating

unit, synchronous condensers, and fast responding static VAr compensators with a

short time response (one millisecond to one minute) [50]. Nevertheless, as emphasized

in [51], distributed generation is not systematically equipped with AVR.

As described in Equation (15), the AVR modifies the excitation of every generator

i under consideration by ∆EGi for any voltage amplitude variation ∆ |Vi| measured at

bus i. The gain of this control loop is K. In this scheme, the reactive power injection

is obviously limited to its maximal and minimal values at each bus.

∆EGi = K ×∆ |Vi| (15)

2.3.2 Secondary voltage control

As emphasized in [52], AVR alone is not sufficient to lead to a steady-state equilibrium

of the system. A regional closed-loop control scheme called secondary voltage control

has thus been developed to maintain the pilot bus voltage at its reference value. The
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time constant of this control scheme is between 1 and 15 min [53].

The choice of control regions and pilot buses is obviously essential for the perfor-

mance of the secondary voltage control. Numerous papers have therefore proposed al-

ternative methods for assessing them. For example, global search algorithms [54], elec-

trical distances and sensitivities [55], simulated annealing algorithms [56], or Greedy

algorithms have been proposed. An exhaustive comparison of these techniques is

provided in [57].

The secondary voltage control sets a reference value for the AVR and acts therefore

on the same controls. But, unlike AVR, which is only applied to dynamic devices,

it can also deal with slower equipment such as certain synchronous condensers and

static VAr compensators. Also, it can act at a substation level and control load tap

changers or voltage transformer taps, for instance.

The two major trends for secondary voltage control are detailed hereafter. The

classical secondary voltage control (SVC) is the most commonly applied. It is based on

complete independence of the control regions. The second scheme, called coordinated

secondary voltage control (CSVC), deals with the inter-area influence but is still rarely

applied. The only reported application is in western France (Region Pays de Loire).

2.3.2.1 Classical secondary voltage control

Secondary voltage control was introduced in [39]. It ensures that each generator pro-

duces, at any loading condition, the same percentage of reactive power with respect

to its MVA ratings. Therefore, all generator units in an area contribute, in a coor-

dinated way, to the areas voltage support under both normal operation and during

contingencies. This scheme regulates the voltage of the pilot node to a pre-specified

value, increasing voltage stability margins.

SVC may be formulated as in Equation (16), where |VP | is the pilot bus voltage

amplitude, |VP r| is its reference value, KSV C is a parameter, and es is the injection
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signal that defines the reactive power injection expected from every bus as expressed

in Equation (17), where QG is the vector of the reactive power injections at every

controlled bus of the region and QGr is its initial value.

es = KSV C ×
∫
|VP | − |VP r| dt (16)

QG = es ×WF×QGr (17)

A weight factor matrix WF may be introduced to amplify the injection signal so

as to preserve fast dynamic reactive power reserves for automatic voltage regulation

purposes [47].

2.3.2.2 Coordinated secondary voltage control

CSVC was introduced by J.P. Paul et al. in [53]. It aims at increasing voltage

stability in highly constrained areas [58]. The influence that one region can have on

its neighboring regions is considered under the conditions defined by M. Ilic et al.

in [59]. In addition, it consists of an optimization problem, which can be written in

the form

min
QG

λp × ‖α(|VP | − |VP r|)−Cp∆ |Vc|‖2

+λq × ‖α(QG −QGr)−Cq∆ |Vc|‖2 (18)

+λv × ‖α(|V| − |Vr|)−∆ |Vc|‖2

where α is the gain of CSVC, Cp the voltage sensitivity matrix, ∆ |Vc| the vector

of stator voltage amplitude variations, Cq the reactive power sensitivity matrix, |V|

and |Vr| the vectors of bus voltage amplitudes and their reference values, respectively,

and finally λp, λq and λv are the weight factors of each criteria. Other optimization

functions have been proposed for CSVC, like the minimization of changes in reactive

power output [60].

The solution of this optimization problem must comply with the security con-

straints such as minimal and maximal bus voltages, reactive power injection, and real
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power flows.

2.3.3 Tertiary voltage control

Tertiary voltage control (TVC), also called “reactive power scheduling,” refreshes the

reference values of bus voltages Vr and their reactive power injections QGr based on

the scheduled operating conditions of the power system. Those operating conditions

are typically characterized by a given load demand, active power generation pattern,

and network topology.

Tertiary voltage control consists therefore of a steady-state optimization of the

control settings, which is most often run every 15 to 30 minutes, or when events

occur. The entire network is therefore considered.

For this optimization problem, the control variables are the vector VPV of voltage

amplitude at every generating unit or compensation device and the vector T of tap

settings. Those two vectors are appended into u, which will be referred to from now

on as the vector of control variables.

The state variables are the voltage amplitude and angle at every bus. They are

denoted by the state variable vector x.

Most often, heuristic and empirical methods are used to assess the control vec-

tor u [46]. Indeed, C. Taylor describes in [47] the empirical method for maximizing

the voltage profile that is employed by the Bonneville Power Administration. How-

ever, recent technical developments have led TSOs to use an off-line optimal power

flow whose specifications are detailed in the following subsection.

2.3.3.1 Objective function

The objective function is based on one or several of the following criteria.

• A possible objective of TVC is to maximize short-term voltage stability mar-

gins, although short-term voltage stability, whose definition is provided in [21],

is principally addressed by the secondary and automatic voltage control. Some
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studies propose solutions for maximizing stability margins through TVC [61, 62].

Prior to this, some TSOs, like the Belgian one [63], have applied a maximiza-

tion of reactive power reserves. This cost function can be expressed as the

minimization of reactive power support, which is defined in [7] as follows.

CQ(u,x) =
∑
i

QGi
2 (19)

• Another possible objective is the minimization of operation costs. Most TSOs

consider only active power losses whose costs are mainly supported by the TSOs

in their objective function [64, 65]. In this case, the TSO minimizes

CL(u,x) =
∑
i

(PGi − PDi) (20)

where PDi is the active power demand at bus i. Some TSOs maximize the

voltage profile across the network [66, 47]. As emphasized in Section 3.2, this

strategy is similar to a minimization of active power losses.

• Other formulations, like the maximization of transmission capacity or long-term

voltage stability margins, could also be used. However, as the set of possible

formulations is extremely large, those have not been considered in this thesis.

2.3.3.2 Constraints

The optimization solution must satisfy load flow Equations (21) and (22). For each

bus i, they are written as follows

PGi − PDi −
∑
j

(|Vi| |Vj| (G(i, j) cos(δi − δk) + B(i, j) sin(δi − δk))) = 0 (21)

QGi −QDi −
∑
j

(|Vi| |Vj| (G(i, j) sin(δi − δk)−B(i, j) cos(δi − δk))) = 0 (22)

where PDi is the actual active power demand at bus i, δi the voltage angle, j can be

any other bus in the power system and, G and B are the real and imaginary parts of

the admittance matrix of the power system, respectively.
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Additional inequality constraints (23) and (24) assure that bus voltages and re-

active power injections are in their normal range, respectively. For any bus i, the

optimization solution must thus satisfy.

Vmini ≤ |Vi| ≤ Vmaxi (23)

QGmini ≤ QGi ≤ QGmaxi (24)

Another inequality constraint assures that real power flows do not exceed the

maximal admitted values. For any pair (i, j), this can be formulated as follows

|Vi|2 |Vj|2 ((G(i, j))2 + (B(i, j))2) ≤ (Smax(i, j))2 (25)

where Smax is the matrix of maximal real power flows in the system. The set of

constraints defined by Equations (21)-(24) is generally referred to as “N constraints.”

These constraints may also have to be satisfied with any contingency or after an

unexpected incident [67]. In this case, the OPF is said to verify “N − 1 constraints.”

2.3.4 A panorama of practices in voltage control

It is remarkable that every TSO has required generators and fast dynamic compen-

sators to be equipped with AVR, even if the gain K may be different from one TSO

to another. However, every TSO has developed its own strategy for SVC and TVC.

Table 1 summarizes the centralized voltage control practices of the following TSOs:

RTE [58, 9], REE [65], ENEL [44], ELIA [63], and RWE [64].

2.4 Need for a higher level of voltage control

The recent past has seen an evolution toward the continental interconnection of power

systems. By way of example, 23 countries and 450 million people are connected to

the UCTE network in Europe. This evolution is motivated by the fact that increasing

the quantity of interconnections should enhance energy supply security, flexibility, and

quality for the entire system [68]. Actually, the globalization process of the economy
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Table 1: Practices in the field of hierarchical voltage control.

TSO RTE REE
Country France Spain

SVC mode SVC or CSVC SVC
SVC controls PV and T PV and T<220kV

TVC mode Manual OPF + Expert System
TVC Controls PV and T PV and T≥220kV

TVC Objective maximize voltage profile CL(u,x)
TVC Constraints N − 1 N , Expert System

TSO ENEL ELIA RWE
Country Italy Belgium Germany

SVC mode SVC SVC SVC
SVC controls PV and T PV and T<150kV PV and T<220kV

TVC mode closed-loop OPF OPF OPF
TVC Controls PV and T PV and T≥150kV PV and T≥220kV

TVC Objective CL(u,x) CQ(u,x) CL(u,x)
TVC Constraints N N N

allows former national utilities to go further with a merging trend that was initiated in

the beginning of the last century [40]. This evolution has not only been profitable for

electricity markets, but also for operating power systems more safely. For instance,

A. Adamson et al. emphasize in [69] that large-scale power systems can be operated

with higher security margins than independent regional ones because active power

reserves are shared.

2.4.1 Coordination issues

However, interconnections may also have some drawbacks when the system is op-

erated by non-coordinated regional utilities. J.W. Bialek states in [2] that poorly

coordinated operation may even increase the risk of blackouts for multi-TSO power

systems. His thesis is also supported by the fact that significant flaws in the German

active and reactive power scheduling were responsible for a large-scale disturbance on
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4 November 2006 in Western Europe [3]. The UCTE official report actually states

that the disturbance was leveraged by the lack of coordination between the TSOs.

Moreover, interconnected independent TSOs may choose different optimization

functions, as in the UCTE network for example, where France, Germany, and Belgium

have different objectives (see Table 1). In [70], it is demonstrated that this case may be

an issue, as the choice of a particular objective function by one TSO can significantly

increase the costs of the interconnected utilities. Some interconnection lines may also

face greater reactive power flows, limiting the transmission capacities and stressing

the entire interconnected power system.

2.4.2 Toward a higher level of voltage control

As discussed in [5], the lack of coordination between strategies developed by in-

dependent TSOs has led to two major trends for the organization and control of

interconnected power systems.

On one hand, one has seen the emergence of some Mega TSOs, resulting from

the merging of several smaller ones (e.g., the regional transmission organization PJM

has gradually expanded its operation in the United States over the last few years and

now ensures the reliability of the electric power supply system in 13 states and the

District of Columbia). On the other hand, where the regrouping of TSOs into large

entities has not occurred, new strategies to coordinate the actions of the TSOs have

been studied and implemented.

Considering that in TVC, the interactions between the TSOs is difficult in practice,

the “UCTE Operation Handbook” [10] proposes basic rules as “good practices”: while

active power exchanges are separately assessed, TSOs are advocated to assume that

there must be no reactive power flow at the interconnections when scheduling their

reactive power dispatch. This rule, however, is difficult to apply, as observations show

that reactive power flows are rarely negligible at interconnections.
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The research presented in this thesis aims to design a suitable method for coordi-

nating TVC in a multi-TSO context. This can be seen as a new layer of hierarchical

voltage control, which can then be presented as in Figure 7.

Figure 7: Time-space delineation of a four-layer hierarchical voltage control scheme.
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CHAPTER III

FORMULATION OF THE PROBLEM

This chapter is dedicated to the formalization of the multi-TSO reactive power

scheduling problem and description of the optimization methodology. It is orga-

nized as follows. First, a mathematical formulation of the single-TSO reactive power

scheduling problem is proposed, its practical implementation is detailed, and the op-

timization tools are presented. Second, a mathematical formulation of the multi-TSO

problem is proposed.

3.1 Formalization of the single-TSO problem

This section provides a mathematical formulation of the single-TSO reactive power

scheduling problem, and details the optimization tools that have been used to run

the simulations.

3.1.1 Single-TSO problem

As introduced in [43], the reactive power dispatch problem refers to the optimization

of a steady-state system, where the load demand, active power generation pattern,

and network topology are considered fixed.

In a real system, operating conditions are constantly varying with respect to time.

As AVR and SVC are supposed to undertake fast variations, those variations are not

considered in TVC. However, slow variations are represented by different operation

conditions from one discrete instant to another. Hence, reactive power scheduling of

a time-varying system can be modeled by the successive optimizations of different

operating conditions.

It is supposed hereafter that the reactive power dispatch is periodically scheduled,
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based on the steady-state operating conditions scheduled for the next iteration. More

specifically, it consists of the computation, at the instant k−1, of the optimal control

settings that will be applied at the next instant k. It is assumed that every TSO

perfectly predicts the operating conditions at the instant k − 1, under which its

control area will be operated at the instant k.

In a single-TSO system, the optimal power flow problem (OPF) faced by the TSO

at the instant k − 1 is usually written as follows [71, 72]

min
u,x

Ck(u,x) (26)

under the equality and inequality constraints

fk(u,x) = 0 (27)

gk(u,x) ≤ 0 (28)

where u and x are vectors of control variables and state variables, respectively,

Ck(u,x) is the objective function and fk(u,x) and gk(u,x) represent the constraint

functions. The superscript k denotes the fact that the associated function depends on

the scheduled operating conditions at the instant k. To ease the reading of this the-

sis, the superscript k will be omitted when dealing with only one particular operating

condition (with k = 0, for example).

In the context of reactive power scheduling, the practical meaning of the different

terms used to formalize the optimization problem is detailed in Section 2.3.3.

3.1.2 Practical formulation

To simplify the practical implementation of the multi-TSO optimization problem,

several assumptions were made. They are related to the formulation of the objective

functions, control variables, and constraints. They are summarized in this section.
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3.1.2.1 Objective functions

While there exists an infinite number of possible formulations for the objective func-

tion, only the formulations relying on a weighted sum of active power losses Ck
L(u) and

reactive power support Ck
Q(u) are considered in this thesis. Actually, as emphasized

in [73], those criteria are the most common for reactive power scheduling.

Therefore, a general formulation for the cost function is adopted

Ck(u) = γ × Ck
L(u) + (1− γ)× Ck

Q(u) (29)

where γ ∈ [0, 1] is supposed as being constant with respect to time.

As the general formulation includes objectives of different natures, Ck(u) will be

expressed with no physical unit.

3.1.2.2 Control variables

To model a real system, some of the control actions should be discrete variables, as

in [74], for example. However, as the use of discrete and continuous variables would

result in a mixed-integer, non-linear programming problem, whose solution is difficult

to compute, only continuous control variables have been considered in the simulations.

Moreover, for the sake of simplicity, phase-shifter settings are considered constant

here. Therefore, in this thesis, u refers only to the voltage settings for generators and

compensation devices, and tap settings.

3.1.2.3 Constraints

As emphasized in [75], in the context of multi-area systems, a new constraint must

be introduced in the equality constraints (27) to set active power export between the

areas at its scheduled level.
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3.2 Optimization methodology

As most traditional power system optimization programs are not able to handle the

specific constraints and objectives of this problem, a new optimization program had

to be developed. AMPL [76] appeared to be an appropriate software since RTE, the

French TSO, uses it for benchmarking in power system analysis. Also, R. Vanderbei

has developed several models for power system optimization [77].

The optimization methodology is based on three files, namely the main file, data

file, and model file. The main file (typically, “problem.run”) details the names of the

data file (“problem.dat”) and model file (“problem.mod”). It also describes the ob-

jective function, and designs the optimization output file (“problem.out”). The main

file can be easily called from the Matlab workspace by using the command “!ampl

problem.run.” A practical example of those AMPL files is provided in Appendix A.

3.3 Validation of the methodology

This section presents some results obtained when applying the single-TSO scheme

to the IEEE 118 bus system. The performance of the solver, and algorithm are also

analyzed. Results of the single-TSO optimization process that corresponds to the

AMPL file “problem.run” are presented hereafter in the case of the single-TSO IEEE

118 bus system, whose numerical data are provided in [78]. It is considered that those

data correspond to the prediction of the operating conditions at the instant k = 0 for

the instant k = 1.

Figures 8 and 9 represent the voltage in the IEEE 118 bus system, where active

power losses and reactive power support have been minimized, respectively. Results

show that a minimization of active power losses tends to maximize the voltage profile,

whose mean value is equal to 1.0432 per unit (p.u.), while a minimization of reactive

power support induces more contrast for the voltage, whose mean value is 1.0139 p.u.
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Figure 8: Voltage (in p.u.) in the IEEE 118 bus system with the minimization of
active power losses. The optimization is run with the solver MINOS in AMPL.

Figure 9: Voltage (in p.u.) in the IEEE 118 bus system with the minimization of
reactive power support. The optimization is run with the solver MINOS in AMPL.
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3.3.1 Validation of the solver

Different solvers are offered in the AMPL student edition package. For the non-linear

optimization problem under consideration, solvers using interior-point methods seem

to be most relevant according to [79]. The following solvers could thus be possibly

chosen.

• MINOS is a solver for sparse linear programming and non-linear programming

problems. Linear models are solved using an efficient reduced gradient tech-

nique, while non-linear models are solved using a method that iteratively solves

subproblems with linearized constraints and an augmented Lagrangian objective

function. It was developed by B.A. Murtagh and M.A. Saunders [80]. MINOS

is described in [81] as the fastest solver for small-scale OPF problems.

• LOQO was developed by R. Vanderbei in 1997, especially for solving linear and

quadratic problems [82].

• SPI is a solver that was developed by RTE for large-scale power system opti-

mization applications.

MINOS and LOQO are compared in the case of the single-TSO optimization

problem for the IEEE 118 bus system. The optimizations are run on a PC with Intel

Core 2 T7200 2.0 GHz P2 processor and 2 GB memory. Computation times and

optimal costs C(u,x) are represented in Table 2.

As MINOS proves a higher speed and better results than LOQO, the optimizations

of small-scale systems (such as the IEEE 118 bus system and the IEEE 39 bus system)

have been run using this solver.
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Table 2: A comparison of different algorithms for the single-TSO optimization of
the IEEE 118 bus system. Computation time for solver SPI is non-significant since
this solver runs on a different machine than MINOS and LOQO.

Solver MINOS LOQO

γ 1 1
computation time (seconds) 1.23 45.50

C(u,x) 115.5696 115.5696

γ 0 0
computation time (seconds) 1.125 27.78

C(u,x) 108.82 123.30

3.3.2 Validation of the algorithm

To check that the optimization algorithm is errorless, the output of the optimization

has been applied to a commercial power flow software, namely Matpower [78]. Af-

terward, the outcome of the power flow has been compared with the optimization

output.

For all cases met, no error has been reported, i.e. the optimization output were

indeed respecting Constraints (27) and (28).

When applying the scheme to a large-scale UCTE-like system, the formulation of

the constraints was checked and the results were compared with measurements on

the real system. No error has been reported in this case.

3.4 Multi-TSO problem

This section details the reactive power scheduling problem formulation in the context

of a system with NbTSO TSOs, referred to as TSO1, TSO2,... , TSONbTSO.

3.4.1 Mathematical formulation

The problem to be addressed is the coordination of voltage settings optimization in

a system, where every TSOi is unaware of the operating conditions in the other
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control areas. In practice, every TSOi can formulate its own objective function

Ĉk
i (uTSOi

,xTSOi
), and constraint functions f̂k

i (uTSOi
,xTSOi

) and ĝk
i (uTSOi

,xTSOi
)

as functions of its internal control and state variables uTSOi
and xTSOi

only1.

As introduced in Section 2.3.3, the type of operational objective is likely to differ

from one TSO to another, since they may be influenced by local topology, system

architecture, generation capacity, or reliance on traditional engineering practices [1].

As for the single-TSO problem, the individual cost functions are characterized by γi,

which weights active power losses with respect to reactive power support in the area

controlled by TSOi. The objective of TSOi will thus be formulated as follows

Ĉk
i (uTSOi

,xTSOi
) = γi × ĈL

k

i (uTSOi
,xTSOi

) + (1− γi)× ĈQ
k

i (uTSOi
,xTSOi

) (30)

where γi ∈ [0, 1] is constant with respect to time.

With knowledge of the scheduled operating conditions in the entire system, one

could formulate the individual objectives and constraint functions as functions of

the control variable u, which appends the individual vectors of control variables

uTSO1 , uTSO2 ,..., uTSONbTSO
, and state variable x, which appends the individual vec-

tors of state variables xTSO1 , xTSO2 ,..., xTSONbTSO
. Those functions will be referred

to as Ck
i (u,x), gk

i (u,x), and hk
i (u,x), ∀i ∈ [1, 2, . . . , NbTSO]. Also, by appending

the NbTSO respective constraint functions, one can define constraints for the en-

tire system fk(u,x), and gk(u,x). One can note that the objective and constraint

functions only depend on the control variables u for the entire system. The state

variable x will therefore be removed from the formulation of the functions Ck
i (u)

∀i ∈ [1, 2, . . . , NbTSO], fk(u), and gk(u). The multi-TSO reactive power scheduling

problem faced at the instant k − 1 can then be written as follows

1The symbolˆon Ci
k, fki , and gk

i specifies that, since a TSOi does not systematically know the
system topology, generation pattern, and load demand in the other areas, it can only formulate its
own objective and constraints as functions of its own system state, defined by uTSOi

and xTSOi
.
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Figure 10: IEEE 118 bus system partitioned into three areas.

min
u

[Ck
1 (u), Ck

2 (u), . . . , Ck
NbTSO(u)] (31)

subject to

fk(u) = 0 (32)

gk(u) ≤ 0 (33)

where fk(u) = 0 represents the equality constraints, and gk(u) ≤ 0 represents the

inequality constraints. From now on, the set of solutions u, such that u verifies

Equality (32) and Inequality (33) will be referred to as U [k].

3.5 Benchmark system

The benchmark power system used herewith is the IEEE 118 bus system partitioned

into three areas referred to as TSO1, TSO2, and TSO3. This system is shown in

Figure 10 and its data is provided in Appendix B.
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To illustrate the description of the centralized and decentralized algorithms, it

will be assumed that TSO1 minimizes reactive power in its control area (γ1 = 0),

TSO2 focuses on a weighted sum of active power losses and reactive power support

(γ2 = 0.9), and TSO3 focuses on active power losses only (γ3 = 1).

The slow changes in load demand are modeled by a discrete-time variation of the

load demand, and it is assumed that the “real” time interval between two successive

discrete instants k − 1 and k is 30 minutes. At each instant k, the active power

demand PDj
(k) and the corresponding reactive power demand QDj

(k) are obtained

by multiplying their respective initial values by a load factor r(k). They can thus be

expressed as follows

PDj
(k) = PDj

(0)× r(k) (34)

QDj
(k) = QDj

(0)× r(k) (35)

where PDj
(0) and QDj

(0) represent the active and reactive power demand as defined

in [78], respectively.

First, to model a time-invariant system, the load factor is chosen as constant,

r(k) = 1 ∀k ≥ 0. Second, for a convenient and realistic modeling of the load demand

variations in the IEEE 118 bus system, the load factor r(k) is associated with real

observations on the French power system during the period January 1st-31st, 2008.

More precisely, the French power demand is averaged over this period and the load

factor r(k) is computed as the ratio between the demand at the instant k and this

average. As emphasized in Section 3.1.1, it is assumed that no prediction error occurs,

and r(k) is to be accurately predicted at instant k−1 using short-term load forecasting

methods. It is also assumed that the active power injections homothetically grow with

the load factor. Moreover, a decentralized slack bus is used in our simulations, which

may slightly change the generation pattern depending on active power losses.
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CHAPTER IV

MULTI-OBJECTIVE OPTIMIZATION

As emphasized in Chapter 3, the reactive power scheduling problem can be formalized

as a particular type of multi-objective optimization. This chapter is dedicated to the

theory of multi-objective optimization, and investigate qualitative criteria to evalu-

ate potential coordination schemes. It is organized as follows. First, the theoretical

background on multi-objective optimization is presented, and a basic two-party prob-

lem is introduced. Second, a classification of multi-objective optimization methods is

outlined. Finally, the evaluation criteria are described.

4.1 Theoretical background

Let us assume that a single decision maker must design a control action u with

knowledge of the entire system so as to minimize a set of N objectives Ci(u) ∀i ∈

[1, . . . , N ]. This problem can be formalized as follows

min
u∈U

[C1(u), C2(u), . . . , CN(u)] (36)

where U is the set of control actions that are consistent with the system constraints.

Every control action u ∈ U can be represented in a N -dimensional cost space by

a vector [C1(u), C2(u), . . . , CN(u)]. Hence, the representation function v, U 7→ V ,

where V is the N -dimensional space of the cost vectors [C1(u), . . . , CN(u)] ∀u ∈ U ,

is defined as follows

v(u) = [C1(u), C2(u), . . . , CN(u)] (37)

By definition, a control action un ∈ U is non-dominated, if there exists no other

action u ∈ U such that, ∀i ∈ [1, 2, . . . , N ], Ci(u) ≤ Ci(un) and Ci(u) < Ci(un)

36



for at least one i ∈ [1, 2, . . . , N ]. In the N -dimensional cost space, the set of non-

dominated control actions represents the Pareto-front of the multi-objective problem.

4.2 Illustrative example

To illustrate multi-objective optimization methods, a two-party optimization problem

is introduced in this section. The two objective functions are defined as follows

Cmo1(x, y) = 2× x+ y (38)

Cmo2(x, y) = x+ 2× y (39)

with (x, y) ∈ [0, 2]2 such that (x − 1)2 + (y − 1)2 ≤ 1. It is supposed that party 1

has Cmo1(x, y) for objective and controls x. Reciprocally, party 2 has Cmo2(x, y) for

objective and controls y.

The illustrative problem is characterized by a continuous set of control variables

U and a convex set of solution representations V , i.e., every element m on a segment

between two elements m1 ∈ V and m2 ∈ V is also in V .

4.3 Multi-objective optimization methods

As emphasized in [83], there exist three main trends to solve multi-objective opti-

mization problems, namely a posteriori, interactive, and a priori approaches. Those

categories are described hereafter, and the associated techniques are presented.

4.3.1 A posteriori methods

A posteriori methods are to provide a set of non-dominated solutions, or a graphical

representation of the Pareto-front, so that the independent decision maker can choose

one of these solutions. As a variety of a posteriori methods have been developed, the

most popular of them are described hereafter.
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4.3.1.1 Scalar method

Continuous optimization methods have been developed to identify non-dominated

solutions of multi-objective problems. Many of these techniques (e.g., [84, 85]) consist

of weighting the individual objectives to optimize a single scalar objective

Cscalar(u) =
N∑
i=1

αi × Ci(u) (40)

where u ∈ U , and (α1, . . . , αN) ∈ RN such that αi ≥ 0,∀i ∈ [1, . . . , N ] and
∑N

i=1 αi = 1.

As emphasized in [86], for a particular distribution of weight factors (α1, . . . , αN),

solving the multi-objective optimization problem is equivalent to minimizing C ∈ R

such that there exists a solution u ∈ U such that v(u) belongs to the hyperplane

defined by
N∑
i=1

αi × Ci + C = 0 (41)

In the context of the two-objective example introduced in Section 4.1, the scalar

objective can be written

Cscalarmo(x, y) = αmoCmo1(x, y) + (1− αmo)Cmo2(x, y) (42)

with αmo ∈ [0, 1]. In the N -dimensional cost space, the hyperplane equation corre-

sponds to a line such that

Cmo2 = − αmo
(1− αmo)

Cmo1 − C (43)

Figure 11 represents both the set of solutions (x, y) ∈ [0, 2]2 such that (x− 1)2 + (y−

1)2 ≤ 1 and a hyperplane L0.5 that corresponds to αmo = 0.5 in Equation (43).

This technique has two main flaws. First, its outcome may be composed of so-

lutions that are unevenly distributed, which might induce missing a potential com-

promise between the objectives. Second, as shown in Figure 12, the scalar technique

may fail to identify some Pareto solutions in a non-convex vector space V .
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L0.5

V

Figure 11: Representation of the set of solution vectors V and hyperplane L0.5 in
the two-dimensional cost space for the basic two-objective problem.

L0.5

L0.33

(x,y)

(x
,y

)

V

Figure 12: Representation of a Pareto-front and hyperplanes L0.5 and L0.33 in the
two-dimensional for a non-convex set of solutions.
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Lext

Figure 13: Solutions obtained with the normal boundary intersection approach
applied to the basic two-objective problem.

4.3.1.2 Normal boundary intersection method

To address those issues, the so-called normal boundary intersection approach, which

is presented in [87], is used to obtain evenly-distributed non-dominated solutions.

This method is applied to a two-objective OPF problem in [88]. It is based on the

identification of the extreme points of the Pareto-front, i.e. the solutions of the N

single objective optimization problems min
u
Ci(u) ∀i ∈ [1, . . . , N ]. To identify Np

particular solutions, Np −N evenly-distributed points are defined in the hyperplane

Lext that contains the N extreme points. For every point p ∈ Lext, a single objective

(typically the algebraic sum of the N objective functions) is minimized subject to

the extended constraint u ∈ U such that the vector [C1(u), C2(u), . . . , CN(u)]− p is

orthogonal to the hyperplane Lext.

For example, Figure 13 depicts the application of the normal boundary intersection

approach to the illustrative two-objective problem that is presented in Section 4.2.

As emphasized in [87], an additional step must be included in the normal boundary
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(x,y)

(x
,y

)

Lext V

Figure 14: Set of solution vectors V for a non-convex problem. The area, where the
normal boundary intersection approach could elect dominated solutions is depicted
as a thick red line.

intersection approach to avoid designing dominated solutions. This could happen in

the case of non-convex sets V , whose boundary contains dominated solutions, as

represented in Figure 14. In this case, the optimization scheme must include a final

test to state whether the intersections are dominated.

4.3.1.3 Metaheuristic approaches

A number of research papers investigate metaheuristic algorithms to design the set of

non-dominated solutions of multi-objective problems. For example, a simulated an-

nealing approach is proposed in [89] and a tabu search technique is presented in [90].

Multi-objective optimization methods based on genetic algorithms have also been de-

veloped to take advantage of the heuristic process to identify non-dominated solutions.

In [91], a sorting technique is developed to obtain evenly-distributed Pareto-optimal

solutions. This approach is applied to multi-objective reactive power planning in [92].
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4.3.2 Interactive methods

Interactive methods involve interactions between an optimization process and a de-

cision maker [93]. In practice, the decision maker alternatively receives potential

solutions and gives directions for further improvement, until the most preferred solu-

tion is identified. Because of the interactions, this optimization approach is usually

avoided for short term optimization [94].

A comprehensive review of interactive methods is provided in [93]. This book

provides a classification of those methods, among which the trade-off based, reference

point, and classification-based methods. Because of the subjectivity of the decision

maker, it is usually agreed that no interactive method is better than the others.

4.3.3 A priori methods

A priori solution methods have been designed to elect a single solution based on pre-

specified preferences. While a posteriori methods could be used with an arbitrary

weight [95] or priority [96] assignment for the objectives, specific methods have also

been proposed. Those are detailed hereafter.

4.3.3.1 ε-constraint method

The ε-constraint was introduced in [97]. It is based on the formulation of objectives

as constraints, so as to reduce the multi-objective optimization to a single-objective

problem.

In particular, in the case of Problem (36), the ε-constraint would lead to the

following optimization

min
u∈U

Ck(u) (44)

subject to

Ci(u) ≤ εi,∀i ∈ [1, . . . , N ], i 6= k (45)

with εi ∀i ∈ [1, . . . , N ], i 6= k, a priori defined.
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This method is subjective in essence, as it involves a prioritization of the objective

and the choice of specific constraints εi,∀i ∈ [1, . . . , N ] such that i 6= k, which must

be relaxed enough to guarantee the existence of a solution.

In the illustrative example, the optimal solution with ε2 = 1 is x∗ = 0.2 and

y∗ = 0.4, which yields Cmo1(x
∗, y∗) = 0.8 and Cmo2(x

∗, y∗) = 1.

4.3.3.2 Goal attainment methods

The goal attainment method was proposed in [98]. The approach is based on the

minimization of the distance between a solution and a reference point V 0, along a

pre-specified direction w = [w1, . . . , wN ]. In this case, the decision maker is to solve

the following single-objective problem.

min
u∈U

λ (46)

subject to

Ci(u)− λ× wi = V 0
i ,∀i ∈ [1, . . . , N ] (47)

In the illustrative example, the optimal solution with V 0 = [0, 0] and w = [1.2, 1]

is x∗ = 0.379 and y∗ = 0.216, which yields Cmo1(x
2, y∗) = 0.974 and Cmo2(x

2, y∗) =

0.811.

4.3.3.3 Compromise methods

The compromise methods consist of minimizing the distance to a reference point in

the cost space. This approach is described in [99]. It is remarkable that the outcome

of those approaches obviously depends on the reference point and metrics chosen. A

comprehensive review of those criteria is presented in [100], and [83] comments on

the influence of the distance metrics.

In the case of multi-party optimization, the reference point and metrics are likely

to be the outcome of a preliminary negotiation between the parties. The application
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of the optimization method is then straightforward, and does not require additional

input from the decision maker.

In the illustrative example, minimizing the Euclidean distance to V 0 = [0, 0] leads

to x∗ = 0.293 and y∗ = 0.293, which yields Cmo1(x
2, y∗) = 0.879 and Cmo2(x

2, y∗) =

0.879.

4.4 Evaluation criteria

As introduced in Section 2.4, making the best use of the resources offered by an inter-

connected system requires a coordination scheme to pick a control action u ∈ U , which

can be compared to the solutions of the multi-objective optimization problem (31).

As emphasized in Section 4.3, a number of multi-objective optimization methods

could be used to achieve a non-dominated solution. In addition, decentralized coordi-

nation schemes that do not involve transferring some control prerogatives to a single

decision maker could be advocated, although they might lead to dominated control

actions. As it was shown with the illustrative example, every coordination scheme

leads to a different control action, which can be more a less favorable to one party

or the others. Hence, this section proposes some qualitative criteria to evaluate the

outcome of coordination methods.

4.4.1 Pareto-optimality

It is commonly adopted in the multi-objective optimization literature that the solution

of a multi-objective problem should be on, or as close as possible to its Pareto-front

[101]. Thus, one can evaluate a particular coordination with respect to its ability to

constantly lead to a solution that is close to the Pareto-front. As the notion of distance

is subjective in essence, different Pareto-optimality measures may be proposed.

In practice, the Pareto-optimality indexes usually rely on the computation of a

large number of evenly-distributed non-dominated solutions. The Pareto-optimality

of a control action u ∈ U can then be computed as the minimum Euclidean distance
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between v(u) and every point of the Pareto-front.

4.4.2 Fairness criteria

As introduced in [11], Pareto-optimality is not sufficient to lead to consensus among

different parties. Indeed, a resource allocation scheme must also have some prop-

erties of fairness to be of potential interest for all parties. The notion of fairness is

doubtlessly subjective [102] and relies on multiple criteria. Hence, different arbitrages

can be simultaneously qualified as fair for any given situation. As discussed in [12],

freedom from envy is an important property of fairness. In addition, the classification

proposed by J. Konow in [13] provides some criteria for assessing the fairness of a

particular allocation, namely “efficiency,” “accountability,” and “altruism.” Those

latter criteria have been defined by analyzing experimental data obtained by polling

people on their opinions concerning fairness of different types of allocations. The

above mentioned fairness criteria are detailed in this section.

4.4.2.1 Freedom from envy

As introduced in [12], freedom from envy is a necessary condition of fairness for

an allocation scheme. Indeed, an envy-free procedure makes no a priori difference

between the different parties, such that no party would prefer to be in the place

of another. In practice, all individual objectives must be treated through the same

procedure that does not rely on any specific preference among the TSOs.

4.4.2.2 Efficiency

According to J. Konow, an arbitrage can not be qualified as fair if it is poorly efficient,

i.e. if considerable resources are not allocated. While the level of efficiency of a given

arbitrage for a multi-objective problem is not explicitly defined in [13], efficiency is

assumed maximal if there exists no control action in U that leads to a better outcome

for all parties. As suggested in Section 4.4.1, in the case of individual objectives
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expressed by real-valued functions, the efficiency of an arbitrage may be related to

a specific distance in a well-defined cost-space between a solution vector and the

Pareto-front of the problem.

4.4.2.3 Accountability

In the context of multi-party resource allocation, a scheme is accountable if the party

investing more effort earns its superior position. An example of an accountable arbi-

trage is given in [13]: consider two individuals with the same abilities and a global

earning that should be divided between them. If one chooses to work less, an account-

able notion of fairness would allocate less earnings to him than the other individual.

4.4.2.4 Altruism

The notion of “altruism” is defined by J. Konow in [13]. He states that what parties

can not influence should not affect the allocation, and proposes the following example

of altruism: if two individuals having different abilities each work at 100% of their

capabilities, an altruist notion of fairness would allocate them the same share of the

global earnings. This notion is also developed by M. Rabin, who associates fairness

with “reciprocity,” in [103].

Hence, altruism reflects two properties. On the one hand, a parameter that does

not depend on the TSOs’ actions should not affect the allocation. On the other hand,

the allocations should not be biased toward the TSOs with the greatest “abilities.”
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CHAPTER V

CENTRALIZED APPROACH

Designing a higher-level entity to solve the multi-TSO reactive power scheduling prob-

lem in a centralized manner is emphasized in [6] as an intriguing alternative. This

approach relies on the creation of a centralized control center (CCC), which would

be in charge of scheduling the reactive power dispatch in the multi-TSO system.

In fact, even with the creation of a CCC, it is expected that every TSO will pre-

serve some prerogatives of its own system operation. More specifically, as introduced

in Chapter 3, operational objectives are likely to remain defined by the TSOs. In

this context, prior to agreeing to transferring some of their competencies to a higher

decision level, the TSOs may require some guarantees regarding the fulfillment of

their own objectives by the CCC. There may be a conflicting issue, as satisfying the

objective of a single TSO may adversely affect other TSOs.

Negotiations are usually advocated to reach a fair solution for multi-party resource

allocation problems [104]. In the case of multi-TSO reactive power scheduling, as

the optimization scheme should handle short-term operation, negotiating can not

be considered a suitable solution. However, the choice of a multi-TSO optimization

procedure that would satisfy every party may be subjected to negotiations between

the different TSOs.

As introduced in Section 4.1, a posteriori and interactive methods involve an ar-

bitrary choice at each iteration. As this could be questioned by the different parties,

those strategies are inappropriate for multi-TSO operation. A priori methods that

depend on an arbitrary prioritization between the different objectives may also not be

acceptable for every party. Therefore, a new compromise method is proposed in this
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chapter, which could be used by the CCC to solve the multi-party optimization prob-

lems, where the objective of every TSO can be represented by a real-valued function.

The scheme relies on the formulation of the problem as a multi-objective optimization

problem and picks a solution that could, at least in principle, bring consensus among

the different TSOs. Indeed, besides the fact that the solution minimizes a specific

distance from the utopian minimum in a normalized multi-dimensional space, it is

shown that the scheme has some properties of fairness. In addition, it is also shown

that the scheme is robust with respect to certain biased behavior by the different

parties.

This chapter is organized as follows. In Section 5.1, a normalization of the multi-

objective problem and a procedure for identifying the best solution in the normalized

space are proposed. Section 5.2 shows that the scheme has some properties of fairness

in an economic sense, while Section 5.3 analyzes certain biased behaviors, which can

be adopted by the TSOs to turn the optimization scheme in their favor. Finally,

Section 5.4 emphasizes the technical issues that need to be addressed prior to applying

the scheme to real systems.

5.1 Proposed method

In this section, an approach for electing the point on the Pareto-front that could

satisfy the different parties is proposed. The optimization procedure was designed as

follows. First, it is supposed that every TSOi provides the CCC with its objective and

constraint functions Ĉi(uTSOi
,xTSOi

), f̂i(uTSOi
,xTSOi

), and ĝi(uTSOi
,xTSOi

). After

receiving the information from every TSOi on its objective and constraint functions

Ĉi(uTSOi
,xTSOi

), f̂i(uTSOi
,xTSOi

), and ĝi(uTSOi
,xTSOi

), the CCC defines the multi-

objective problem (Ci(u), ∀i ∈ [1, 2, . . . , NbTSO], f(u), and g(u)), and, afterward,

faces the problem of electing the fairest solution on its Pareto-front.

The proposed approach relies on finding a solution as close as possible to the
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“utopian minimum” Cut defined in [87] as

Cut = [C1(u
∗
1), C2(u

∗
2), . . . , CNbTSO(u∗NbTSO)] (48)

where u∗i is the solution of Problem (49), which optimizes the entire system with the

unique objective Ci(u) under constraints (32)-(33), that is

u∗i = arg min
u∈U

Ci(u) (49)

It is supposed hereafter that Problem (49) admits a unique solution u∗i that is different

for every i ∈ [1, . . . , NbTSO]. If several solutions minimize Problem (49), a secondary

optimization step, with respect to the sum of individual objectives for example, could

be run. Nevertheless, this case is not detailed in this thesis.

The approach is based on the compromise principle introduced in [100]: should a

“utopian minimum” exist, it would then be chosen as the solution since each one

of the TSOs’ objectives are minimized with that solution. However, except for

the case where the Pareto-front is reduced to a single element, there is no u ∈ U

that corresponds to the “utopian minimum.” Hence, the solution u∗ ∈ U is cho-

sen so as to minimize the distance − related to an Euclidean norm − between

[C1(u
∗), C2(u

∗), . . . , CNbTSO(u∗)] and the “utopian minimum” Cut. The method is

also based on a normalization of the cost space that has fairness properties.

The procedure for normalizing the cost functions is presented in Section 5.1.1.

Section 5.1.2 describes the procedure for computing the solution that is closest to

the utopian minimum in the normalized space. Finally, the approach is illustrated in

Section 5.2 with the benchmark system presented in Section 3.5.

5.1.1 Normalization of the cost space

The normalization process that can be adopted to obtain a fair arbitrage is explained

hereafter. Its rationale is twofold. First, every local objective can be of a different

nature (e.g., minimization of active power losses, maximization of reactive power
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reserves, etc). This problem should naturally be addressed by the normalization

process. Second, it also makes sense to normalize the cost functions to penalize the

TSOs whose objective fulfillment is detrimental to other TSOs’ objectives and favor

those whose objectives are particularly compatible with the others.

For a particular cost function Ci(u), the normalization factor will be the product

of the two terms C◦i and χi. The normalized cost function Ci(u) will thus be computed

using the following equation

Ci(u) =
Ci(u)

C◦i × χi
(50)

One can note that − since the solution that stands closest to the utopian minimum

will be picked after the normalization of the cost-space − a small normalization factor

for TSOi will have the effect of giving more weight to its own objective function Ci

and then favoring it. Moreover, as it will be demonstrated hereafter, C◦i and χi are

null only if the utopian minimum corresponds to a solution uut ∈ U . In this case, uut

should be elected as a solution to the centralized problem.

The term C◦i is defined as follows.

C◦i =
NbTSO∑
j=1

Ci(u
∗
j)− Ci(u∗i )
NbTSO

(51)

It has been introduced for two main reasons. First, it is expressed in the same unit

as Ci and will therefore make the comparison possible between objective functions

having different natures. In particular, it will make the approach independent of any

scaling factor that may affect the different cost functions Ci. Second, the term C◦i will

also favor a TSO whose objective fulfillment is weakly penalized by the fulfillment of

the other objectives. Indeed, C◦i being the average value of the overcosts1 supported

by TSOi for the NbTSO control variables u∗1, u∗2, . . ., u∗NbTSO, this term will be

particularly small if the overcosts induced by other objective fulfillments Ci(u
∗
j) are

small.

1The term “overcosts” refers, in this thesis, to the difference between the actual costs Ci(u) and
their minimal value Ci(u∗

i ).
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The term χi is defined as follows.

χi =
NbTSO∑
j=1

Cj(u
∗
i )− Cj(u∗j)
C◦j

(52)

It has been introduced to penalize the detrimental impact of TSOi’s objective achieve-

ment on the other TSOs’ costs, represented by the term Cj(u
∗
i ) − Cj(u∗j). One can

note that this difference term is divided by C◦j . Thus, this division allows to sum

up overcosts having different natures. Also, this normalization aims to leverage the

penalization that TSOi endures when its optimal control variables are detrimental

to the objective of another TSOj, which is itself compatible with the other TSO’s

objectives.

By anticipating the results of Section 5.2, it is found that, by using the normal-

ization factor C◦i ×χi, the solution of the arbitrage has some properties of fairness in

the economic sense.

5.1.2 Optimization of the normalized problem

As mentioned earlier, the presented approach will elect the solution u∗, for which the

cost vector C(u∗) minimizes (in the normalized cost space) the Euclidean distance to

the “utopian minimum” under Constraints (32)-(33). This problem can be formulated

as follows

u∗ = arg min
u∈U

NbTSO∑
i=1

(Ci(u)− Ci(u∗i ))2 (53)

Solving this problem is indeed equivalent to finding the point on the Pareto-front

that minimizes the distance to the utopian minimum. As a proof, suppose that u∗

is not on the Pareto-front but solution of (53) under Constraints (32)-(33). Then,

there would exist a solution u′ such that Ci(u
′) ≤ Ci(u

∗) for every i ≤ NbTSO.

In this case, for every area i, one could write the inequality Ci(u
′) ≤ Ci(u

∗), and

consequently
∑NbTSO

i=1 (Ci(u
′)− Ci(u∗i ))2 ≤

∑NbTSO
i=1 (Ci(u

∗)− Ci(u∗i ))2. Therefore,

u∗ would not be the solution of (53), and the equivalence is proved.
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Table 3: An algorithm for identifying a fair solution of the multi-objective optimiza-
tion problem.

Input: For every TSOi, a real-valued objective function Ĉi(uTSOi
,xTSOi

)

and the constraint functions f̂i(uTSOi
,xTSOi

), ĝi(uTSOi
,xTSOi

).
Output: A vector of control variables u∗.
Step 1: Define the objective and constraint functions
Ci(u), ∀i ∈ [1, 2, . . . , NbTSO], f(u), and g(u), respectively.
Step 2: For every TSOi, compute u∗i , solution of
arg min

u∈U
Ci(u).

Step 3: Compute the solution u∗ of

arg min
u∈U

∑NbTSO
i=1 (Ci(u)− Ci(u∗i ))2

where Ci(u) = Ci(u)
C◦i ×χi

with C◦i =
∑

j

Ci(u
∗
j )−Ci(u

∗
i )

NbTSO

and χi =
∑

j

(Cj(u
∗
i )−Cj(u

∗
j ))

C◦j
.

Table 3 summarizes the procedure for computing, according to the proposed strat-

egy, the point on the Pareto-front that could displease the different TSOs the least.

This procedure implies solving the optimization problem (53) under Constraints (32)-

(33), which can be solved using a standard single-TSO optimal power flow algorithm,

as described in Section 3.1.1.

5.1.3 Example

The proposed method is illustrated here with the benchmark system presented in Sec-

tion 3.5. Table 4 gives the different costs Ci(u
∗
j), the normalized overcosts Ci(u

∗
j)− Ci(u∗i )

and the terms involved in the computation of the normalization factors. The bottom

of the table also gives the costs Ci(u
∗) and the normalized overcosts Ci(u

∗) − Ci(u
∗
i )

supported by each TSO. As one can see, those overcosts are particularly small. Fig-

ure 15 represents the localization of the normalized costs corresponding to u∗ on the

normalized Pareto-front.
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Table 4: Values of the different costs Ci(u) and normalized overcosts Ci(u)−Ci(u∗i )
for every solution u∗j of the single objective optimizations and for the solution u∗

of the centralized decision making scheme. Values of C◦i and χi for TSOi are also
reported.

i = 1 i = 2 i = 3

Ci(u
∗
1) 4.36 134.82 44.40

Ci(u
∗
2) 1381.00 34.64 47.97

Ci(u
∗
3) 1278.28 302.00 37.92

C◦i 883.52 122.51 5.51
χi 1.99 3.38 3.62

Ci(u
∗
1)− Ci(u∗i ) 0 0.2418 0.3245

Ci(u
∗
2)− Ci(u∗i ) 0.7815 0 0.5032

Ci(u
∗
3)− Ci(u∗i ) 0.7232 0.6453 0

Ci(u
∗) 20.01 37.7 38.13

Ci(u
∗)− Ci(u∗i ) 0.0089 0.0071 0.0106

C (u)1

C (u)2

C (u)
3

D (u)

Figure 15: Localization of the centralized scheme’s solution on the normalized
Pareto-front for the IEEE 118 bus system partitioned between three TSOs. The
color mapping represents the Euclidean distance D(u) (in the normalized cost space)
between each solution u and the utopian minimum.
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5.2 Fairness evaluation

In Section 5.1, a new method was presented for choosing a single solution of the multi-

TSO optimization problem described in Chapter 3. As introduced in Section 4.4, this

method must have some properties of fairness to be potentially adopted by the TSOs,

namely freedom from envy, efficiency, accountability, and altruism. This section as-

sesses whether the optimization scheme proposed in Section 5.1 satisfies those criteria

in the context of reactive power dispatch in a multi-TSO system.

5.2.1 Freedom from envy

As introduced in Section 4.4.2.1, with an envy-free procedure, all individual objectives

of the TSOs must be treated through the same procedure, which must not rely on

any specific information on the TSOs. This is obviously the case with the proposed

approach. Indeed, since the procedure has been designed independently of any specific

information related to the TSOs, every TSO is equally treated.

5.2.2 Efficiency

As described in Section 4.4.2.2, the efficiency of an arbitrage is related to a distance

measure (e.g., the Euclidean distance in the normalized cost space) between an out-

come and the Pareto-front of the problem. In practice, as proved in Section 5.1.2, the

solution of the optimization scheme is on the Pareto-front. Consequently, the elected

solution has the property of maximum efficiency, regardless of the objective functions

and the constraints.

5.2.3 Accountability

In the context of multi-party resource allocation, a scheme is accountable if the party

investing more effort earns its superior position. With the interpretation of account-

ability proposed in [7], an “effort” of TSOi could be to make the constraints gi(u) ≤ 0

less strict. It can be considered, for example, that an effort from one TSO would be
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the increase of the range of possible bus voltages in its entire control area (say, from

[0.94, 1.06] to [0.92, 1.08]).

To study the accountability of the arbitrage strategy, the benchmark system was

optimized with no effort and with an effort from each TSO, successively. Table 5

presents the costs and normalized overcosts supported by each TSO in every case.

Those simulation results confirm the observations in [7] that the final allocation is

generally more profitable for the TSO that makes more effort, at least in the original

cost space. This “accountability” can also be observed in the normalized space, where

the overcosts Ci(u
∗) − Ci(u∗i ) tend to decrease when TSOi makes an effort (except

for TSO1 in this example).

However, those observations can not be generalized since there are some cases in

which the final allocation is not accountable. For example, one can consider the case

where a TSOi makes an effort from which it does not directly benefit (Ci(u
∗
i ) does

not significantly decrease). In such a context, its effort could allow the other TSOs

to increase their possible benefits by increasing their use of TSOi’s resources. This

could change the normalization factors, especially C◦i , and the location of the utopian

minimum so that the final allocation could be less profitable for TSOi. In particular,

this situation happens when TSO1 increases the range of possible bus voltages within

its control area. For such a case, the decrease of C1(u
∗
1) is limited, as u∗1 is not really

constrained by the bus voltage limits. In the meantime, C1(u
∗
2) and C1(u

∗
3) increase

significantly, as the effort made by TSO1 can be exploited by TSO2 and TSO3 in a

detrimental way for TSO1. Consequently, C◦1 increases (from 883.52 to 1469.2), while

χ1 does not significantly decrease (from 1.99 to 1.56), and the other normalization

factors tend to decrease. Hence, despite its higher effort, TSO1 is penalized - C1(u
∗)

increases from 20.01 to 30.80.
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Table 5: Values of the cost functions Ci(u
∗) and normalized overcosts Ci(u

∗)−Ci(u∗i )
in every area of the test system. Four cases have been studied: no extra effort, effort
from TSO1, effort from TSO2, and effort from TSO3.

Effort C1(u
∗) C2(u

∗) C3(u
∗)

None 20.01 37.70 38.13
TSO1 30.80 37.02 37.91
TSO2 15.65 36.71 38.12
TSO3 19.61 36.95 36.96

C1(u
∗)− C2(u

∗)− C3(u
∗)−

Effort C1(u
∗
1) C2(u

∗
2) C3(u

∗
3)

None 0.0089 0.0071 0.0106
TSO1 0.0125 0.0067 0.0172
TSO2 0.0087 0.0061 0.0120
TSO3 0.0070 0.0101 0.0059

The allocation is also non-accountable if applied to a system with only two parties.

The normalization factors for TSO1 and TSO2 would then be C◦1 × χ1 = C1(u
∗
2) −

C1(u
∗
1) and C◦2 × χ2 = C2(u

∗
1) − C2(u

∗
2), respectively. Therefore, one TSO would be

rewarded if its objective fulfillment is highly penalizing its neighbor and the arbitrage

could not be accountable. This flaw disappears, however, when considering systems

with three TSOs or more. Indeed, the more TSOs participate in the process, the

more importance is given to a local objective that only slightly affects the other

TSOs’ objectives.

5.2.4 Altruism

As introduced in Section 4.4.2.4, one property of altruism is that a parameter that

does not depend on TSOs’ actions should not affect the allocations. The interpreta-

tion made here is that an optimal control settings for a TSOi, whose control variables

have much influence on the objective fulfillment of the other TSOs, should be consis-

tent with the other TSOs’ objectives, regardless of the objective function Ci(u). It

is, however, difficult to check whether this concept is indeed satisfied.
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Another property of altruism is that the allocations should not be biased toward

the TSOs with the greatest “abilities.” Indeed, as written in Chapter 1, the overcosts

should rather be shared according to the effort made by the different TSOs. In the

context of reactive power scheduling, it can be considered that the ability of a TSO

is related to its influence on the costs of the other TSOs. Thus, the TSOs that have a

strong influence on the system should not have a highly negative impact on the other

TSOs. In this respect, the allocation scheme clearly has some altruism properties

since the terms χi and C0
i penalize TSOi, when its objective is not compatible with

the other objectives.

5.3 Sensitivity to biased information

If a CCC were to apply the proposed resource allocation scheme, some TSOs might be

tempted to exercise strategic behavior to turn the scheme in their favor. This section

discusses how sensitive the optimization scheme is with respect to biased information

concerning the constraints (e.g., limitations on voltage or reactive power injections)

and objective functions.

5.3.1 Biased formulation of the constraints

A way for the parties to bias the arbitrage scheme in their favor is to report ac-

countable efforts only. In particular, every TSOi may be interested in declaring more

restrictive constraints gi(u) than those faced in reality, when it does not directly ben-

efit from the relaxation of those constraints. A numerical example of the outcome for

a TSO, when it provides wrong information about its voltage constraints, is presented

in Section 5.2.3.

Although the lack of accountability of the scheme with respect to certain types

of effort may induce such types of gaming, this non-collaborative strategy might be

avoided by continuous monitoring of the power system state by the CCC. For example,

a statistical analysis of the bus voltages could inform the CCC about real voltage
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control abilities of every generator in the power system. The practical implementation

of such a policy is, however, particularly complex, and is not discussed in this thesis.

5.3.2 Biased formulation of the objectives

Finally, a TSOi may be tempted to declare a biased formulation of its cost function.

More precisely, a TSOi could provide the CCC with a function Ĉw
i (u) rather than

Ĉi(u).

If Cw
i (u) = a × Ci(u) + b with a, b ∈ <, the allocation strategy is not affected

since, as emphasized in Section 5.1.2, the arbitrage strategy has the property of being

immune to any linear transformation of the objective functions2.

One can also consider the case where Cw
i (u) = Ci(u)×Ci(u). Intuitively, with such

a biased formulation of its objective function, TSOi could obtain a better allocation,

since it may give the CCC the impression that a deviation from u∗i is worse for it than

it is in reality. However, such a strategy is not systematically beneficial for a TSO.

For example, if TSO1, which focuses on the minimization of reactive power support

in its control area, asks the CCC to minimize the square of
∑

j∈TSO1
Q2
j , the arbitrage

leads to a solution were C1(u
∗) = 97.07 rather than 20.01 if TSO1 were to provide

its true objective function. Hence, such a strategy of overestimating its costs may be

counter-productive.

Even if it is clear that, by truncating their objective function, the TSOs might

bias the allocation in their favor, such a problem could be avoided in practice by

constraining the TSOs to select their cost function in a set of reasonable formulations

for the objectives, and report data and constraints truthfully.

2The independence of the arbitrage with respect to a translation +b is due to the fact that only
overcosts are used to define the normalization factors.
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5.4 Limitations of the method

Previous sections demonstrate that the proposed method has some properties of fair-

ness in an economic sense and robustness with respect to some types of strategic

behavior from the interconnected TSOs. Those observations should be considered

with care since they have been limited to a single case and counter examples have

been identified. However, one could think of applying the proposed scheme to sched-

ule reactive power in a multi-area power system, where every TSO has real-valued

objective function.

Prior to applying the proposed scheme to real systems, some practical issues need

to be addressed. In particular, the computational costs of the scheme may be higher

than those needed for a single-objective optimal power flow. Indeed, as emphasized

in [105], a sophisticated formulation of the objective may induce more computational

complexity, which could be critical, when the scheme is applied to large-scale systems.

One may also consider other issues in relation to the application of the scheme to

real systems. By way of example, with large-scale systems, the individual objectives

of the TSOs may almost be independent of a large number of control variables, such

as those located very far from the area under consideration. This could induce a

high sensitivity of the normalization factors with respect to some small changes in

the system operating conditions, which could be questioned by the different parties.

While the number of potential applications of the proposed method is large (any al-

location that can be formulated as a multi-objective problem could be solved through

the centralized method), its Achilles’ heel is related to the way the “fairest alloca-

tion” is defined and, more specifically, to the cost functions normalization procedure.

In essence, this definition is subjective. It may perhaps even be naive to assess the

fairness of an allocation without consulting the different parties.

59



CHAPTER VI

DECENTRALIZED APPROACH

Decentralized optimization schemes may appear as another promising solution for

multi-area power system scheduling, as their intrinsic accountability and freedom

from envy make them easily accepted by all parties. Moreover, their implementation

may be easier, since decentralized control schemes usually involve a restricted amount

of information exchange. However, some decentralized schemes may be less effective

in terms of altruism and efficiency. Hence, there seems to be an overall consensus

that decentralized optimization control schemes should exhibit several characteristics

such as simplicity and robustness with respect to various configurations of the power

system and loss of communication channels. They should also give close-to-optimal

performance with the optimal performance being achieved when the solution of the

scheme is on the Pareto-front of the problem.

This chapter presents an iterative control scheme, where the different TSOs con-

currently schedule, at each iteration, the reactive power dispatch within their own

control area, while representing the neighboring areas with external network equiva-

lents. Afterward, the TSOs apply the locally optimized control actions in their own

control area, and, before the next iteration, the TSOs update the parameters of the

external network equivalents used to represent their neighboring areas based on the

observations made at the interconnections. The scheme is obviously simple since,

among others, it requires no need for communication between the different TSOs

or for a centralized authority to coordinate their actions. Two key elements of this

iterative control scheme are the type of equivalents used by each TSO to represent
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its neighboring areas, and the procedure the TSOs adopt to refresh, in every itera-

tion, the parameters of those equivalents to “best” fit the observations made at the

interconnections.

The goal of this chapter is to provide a mathematical formulation of the scheme,

while its performance and robustness are analyzed in Chapter 7. While the set of

a priori plausible equivalents may be extremely large, the study will mainly focus

on the cases, where every TSO models its neighboring areas by associating to ev-

ery interconnection line an equivalent that can be formulated as a set of parametric

equality constraints depending only on the current and the voltage at the interconnec-

tion. Those equivalents will be referred to as single interconnection-based equivalents.

Similarly, while many mechanisms could be thought of to compute the parameters of

those equivalents from the observations, the study will be limited to procedures that

fit the parameters of an equivalent associated with a particular interconnection to the

past measurements of the current and voltage at this interconnection. Also, the type

of equivalent used as well as the mechanism to fit their parameters will be constrained

to be identical everywhere, regardless of the interconnection under consideration.

The chapter is organized as follows. First, the outline of the iterative decentralized

control scheme is provided in Section 6.1. Second, in Section 6.2, the mathematical

formulation of the equivalents under consideration is detailed. Third, Section 6.3

proposes three adaptive fitting procedures.

6.1 Outline of the algorithm

The main features of the decentralized control scheme are sketched on Figure 16.

The scheme is iterative in nature, and every TSO concurrently solves at instant k− 1

the scheduling problem corresponding to its own area, and then, applies its control

actions on the system at instant k.
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Figure 16: The role of TSOi in the decentralized optimization scheme. The four
steps of the decentralized optimization scheme are marked in brackets. A tabular
version of the algorithm is provided in Section 6.4

The coordination relies on the fact that every TSO is recommended to model the

external system with a set of parametric equality constraints ĥki (uTSOi
,xTSOi

, zkTSOi

∗
),

which correspond to an external network model, whose parameters are denoted by

zkTSOi

∗
. Then, every TSO solves the optimization problem corresponding to its control

area in a greedy way. The scheme is obviously simple since, among others, it requires

no need for communication between the different TSOs or for a centralized authority

to coordinate their actions.

While different types of external network models could be advocated, this thesis

only focuses on three single interconnection-based equivalents, namely the PQ, PV,

and PQ(V) equivalents. The practical formulation of ĥki (uTSOi
,xTSOi

, zkTSOi

∗
) and

the components of the parameter vector zkTSOi

∗
are described in Section 6.2.

At instant k − 1, every TSOi thus solves the following optimization problem

min
uTSOi

,xTSOi

Ĉk
i (uTSOi

,xTSOi
) (54)
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under the inequality and equality constraints

f̂ki (uTSOi
,xTSOi

) ≤ 0 (55)

ĝki (uTSOi
,xTSOi

) = 0 (56)

ĥki (uTSOi
,xTSOi

, zkTSOi

∗
) = 0 (57)

The solutions ukTSO1

∗
, ukTSO2

∗
,..., ukTSONbTSO

∗
are appended onto uk

∗
, which is

applied to the interconnected system at instant k. To model the impact of those

control actions on real-time system operation, it is considered here that operation

conditions are as steady with the same values as predicted. Nevertheless, it may

happen that those actions ukTSO1

∗
, ukTSO2

∗
,..., ukTSONbTSO

∗
correspond to a state that

does not satisfy1 Constraints (32) and (33). Usually, as shown in [106], the constraints,

if violated, are only slightly passed over, and, in practice, the secondary voltage control

may accordingly change the operation conditions of the system to make sure that the

constraints are satisfied. In this thesis, the assumption of a hierarchical voltage control

scheme implies the existence of such control actions. Moreover, it is considered that

their combined action is equivalent to choosing, instead of uk
∗
, a vector of control

variables uk
m

solution of

min
u

∣∣∣∣∣∣uk∗ − u
∣∣∣∣∣∣ (58)

under Equality (32) and Inequality (33). One can note that this definition is slightly

different from the definition of SVC that is detailed in Section 2.3.2. This results

from the steady-state modeling of this dynamic control, which here allows to assess

the secondary voltage control effort at instant k as the value
∣∣∣∣uk∗ − uk

m∣∣∣∣.
Among the state variables xk

m
, the values of power flows and voltage at each

interconnection are then measured by each TSO, and the record of measurements

Hxk is updated.

1This may be checked in a simulation environment by running a load flow.
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It will be supposed in this thesis that every TSO proceeds fairly, according to

the recommended procedure, and uses the same type of equivalent and procedure to

compute its parameters zkTSOi

∗
.

6.2 Mathematical formulation of the equivalents

In this section, the practical formulation of ĥki (uTSOi
,xTSOi

, zkTSOi

∗
) is detailed for

three types of external network models, namely the PQ, PV, and PQ(V) equivalent.

An evaluation of the equivalents is proposed in Section 7.2.

6.2.1 PQ equivalent

A PQ equivalent replaces the power system beyond an interconnection l of TSOi by

a bus, whose active and reactive power demand is constant. Figure 17 illustrates the

use of three PQ equivalents by TSOi.

The set of parametric equality constraints ĥki (uTSOi
,xTSOi

, zkTSOi

∗
)= 0 correspond-

ing to this equivalent can be written in the form2

<(Vi,l · conj(Ii,l))− ZP k
i,l = 0 (59)

=(Vi,l · conj(Ii,l))− ZQk
i,l = 0 (60)

where V k
i,l and Iki,l are the voltage and current at the interconnection l of TSOi at

instant k. Their values depend on xTSOi
. Also, the two parameters ZP k

i,l and ZQk
i,l

represent the scheduled active and reactive power consumption of the PQ equivalent.

This information is included into zkTSOi

∗
.

6.2.2 PV equivalent

The PV equivalents are used to represent the power system areas beyond the inter-

connections as buses, whose voltage magnitudes and active power consumptions are

constant. Figure 18 illustrates the use of three PQ equivalents by TSOi.

2conj(a) denotes the conjugate of the complex number a, <(a) its real part, and =(a) its imaginary
part.
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TSOi TSOj
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ZP k
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ZP k
i,3 ZQ k
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Figure 17: A TSOi relying on PQ equivalents to model a neighboring area controlled

by TSOj, with which it has three interconnections.

TSOi TSOj

ZP k
i,1 ZV ki,1

ZP k
i,2 ZV ki,2

ZP k
i,3 ZV ki,3

TSOi TSOj

ZP k
i,1 ZV ki,1

ZP k
i,2 ZV ki,2

ZP k
i,3 ZV ki,3

Figure 18: A TSOi relying on PV equivalents to model a neighboring area controlled

by TSOj, with which it has three interconnections.
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The set of parametric equality constraints ĥki (uTSOi
,xTSOi

, zkTSOi

∗
)= 0 correspond-

ing to this equivalent can be written in the form

<(Vi,l · conj(Ii,l))− ZP k
i,l = 0 (61)

‖Vi,l‖ − ZV k
i,l = 0 (62)

Those equality constraints have two parameters ZP k
i,l and ZV k

i,l that represent the

active power and voltage magnitude related to the PV equivalent. This information

is included into zkTSOi

∗
.

6.2.3 PQ(V) equivalent

A PQ(V) equivalent replaces the power system seen beyond an interconnection l of

a TSOi by a bus, whose reactive power injection is proportional to the bus voltage.

Figure 19 illustrates the use of those equivalents by a TSOi.

The set of parametric equality constraints ĥki (uTSOi
,xTSOi

, zkTSOi

∗
)= 0 correspond-

ing to this equivalent can be written in the form

<(Vi,l · conj(Ii,l))− ZP k
i,l = 0 (63)

=(Vi,l · conj(Ii,l))− ZAki,l × Vi,l = ZBk
i,l (64)

where ZPthki,l, ZAth
k
i,l, and ZBthki,l are the parameters of the PQ(V) equivalent.

They represent the active power, and the Q(V) linear coefficients related to the in-

terconnection i, l, respectively. This information is included into zkTSOi

∗
.
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Figure 19: A TSOi relying on PQ(V) equivalents to model a neighboring area

controlled by TSOj, with which it has three interconnections.

6.3 Parameter fitting procedures

Another key element of the decentralized control scheme is the procedure to best fit

the parameters of the equivalents to past measurements at the interconnection so that

the final allocation leads to nearly optimal performance.

As represented in Figure 16, several types of inputs may be considered in the design

of parameter tracking procedure. Those are, for example, the past observations of the

power system, load predictions, and past values of the equivalents’ parameters. In

this thesis, for computing the parameters of a PQ equivalent related to a particular

interconnection, only the past measurements of active and reactive power at this

interconnection will be considered as input. The parameter tracking issue is tackled

by using three different adaptive parameter fitting approaches, which are detailed

hereafter. As outlined in [107, 108], those tracking strategies have already been widely

used to design adaptive control schemes for power systems. In particular, they have

led to the design of efficient control strategies for damping inter-area oscillations

[109, 110].
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6.3.1 Exponential recursive least squares approach

The exponential recursive least squares (ERLS) strategy computes zki
∗

by solving the

following minimization problem

min
z

k−1∑
j=0

β1+j−k ×
∣∣∣∣zjm − z

∣∣∣∣2 (65)

where β is a memory factor such that β ∈ [0, 1], and zji
m

the parameters’ on-site

measurement at instant j. As the choice of the memory factor β affects the value

of zki
∗
, this choice may be subject to some tuning. This choice is thus discussed in

Section 7.3.

6.3.2 Environment-dependent exponential recursive least squares approach

While the ERLS approach emphasizes the importance of recent measurements, those

measurements may correspond to a power system state that is particularly different

from the scheduled one. A solution could be to use an environment-dependent expo-

nential recursive least squares approach (ED-ERLS), where the memory factor ξ(k, j)

would weight the measurements at instant j according to the similarity between the

power system state at instant j and the one scheduled for instant k. For the sake of

simplicity, the state at instant j is assumed to be similar to the state at instant k if

the associated load factor r(j) is close to r(k).

The term ξ(k, j) can thus be typically written as follows

ξ(k, j) = Nσ
r(k)(r(j)) (66)

where Nσ
r(k)(·) is a Gaussian function with mean r(k) and variance σ.

In this context, zki
∗

is the solution of the following problem

min
z

k−1∑
j=0

[ξ(k, j)]1+j−k ×
∣∣∣∣zjm − z

∣∣∣∣2 (67)
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6.3.3 Adaptive forgetting factor approach

The previous approaches do not allow a fast tracking of specific changes in the system

configuration (e.g. change in the system topology), which could significantly affect

the steady-state values of the parameters at the interconnections. Therefore, an

adaptive forgetting factor (AFF) approach, which is introduced in [111], is proposed

for tracking non-linear systems in both slow and fast time-varying environments. The

rationale of this method is to use, as a weighting factor, the product of two terms

ψ(k) × ξ(k, j), where ξ(k, j) is defined by Equation (66), and where ψ(k) ∈]0, 1[ is

close to 1, when there is no fast change in the system between instants k − 1 and k,

and close to 0 otherwise.

More specifically, ψ(k) depends on the prediction error observed at instant k− 1,

εi(k − 1) =
∣∣∣∣∣∣zk−1

i

m − zk−1
i

∗
∣∣∣∣∣∣, in the following way

ψ(k) = exp(−τ × εi(k − 1)) (68)

where τ is a forgetting factor.

Therefore, zki
∗

is the solution of the following problem

min
z

k−1∑
j=0

[ψ(k)× ξ(k, j)]1+j−k ×
∣∣∣∣zjm − z

∣∣∣∣2 (69)

6.4 A tabular version of the decentralized control scheme

In this thesis, it is assumed that every TSOi computes, at the instant k − 1, the

values of the control actions it will apply to the system at time k by solving the

optimization problem described by Equations (54)-(57). Those values are denoted

by ukTSOi

∗
. At the next instant k, after implementation of the control actions and,

if necessary, actions by the SVC controllers, TSOs measure the state variables again

within their control area to update the parameters of their equivalents. This update

is realized by adding the values of xkTSOi

m
to the record of the state variables Hxk−1

TSOi
.
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After having updated the record of state variables, the TSOs solve their respective

optimization problems and update their control actions as depicted in the tabular

version of the algorithm that is given in Table 6.

Table 6: A generic algorithm for simulating the decentralized control scheme. The

expression a = b ⊕ c sets first the vector a equal to the vector b, and then, adds at

the end of a the element c.

1. Set k = 1.

2. For every TSOi, do the following operations:

Step 1: Measure uk−1
TSOi

m
, and xk−1

TSOi

m
.

Step 2: Update of the record of the measurements: HukTSOi
= Huk−1

TSOi
⊕uk−1

TSOi

m

and HxkTSOi
= Hxk−1

TSOi
⊕ xk−1

TSOi

m
.

Step 3:Compute the values of zkTSOi

∗
based on a weighted least squares ap-

proach.

Step 4: Solve the optimization problem defined by Equations (54)-(57), and

let ukTSOi

∗
denote its solution.

3. Simulate secondary voltage control by using uk
∗

as input of a power flow algo-

rithm min
u∈U [k]

∣∣∣∣uk∗ − u
∣∣∣∣ subject to Constraints (32) and (33).

4. Set k←k + 1, and go back to Step 2.
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CHAPTER VII

EVALUATION OF THE DECENTRALIZED APPROACH

This chapter is dedicated to the evaluation of the decentralized control scheme. It also

aims to design the pair equivalent-fitting procedure that constantly leads to close to

optimal solutions. The chapter is organized as follows. First, the evaluation criteria

are designed. Second, the performance of the scheme is detailed for a time-invariant

power system. Third, the robustness of the scheme is studied for a time-invariant

system. Fourth, the performance of the scheme is analyzed in the context of a time-

varying power system.

7.1 Evaluation criteria

To study the influence of the equivalents and fitting procedures described in Chap-

ter 6, Section 7.1.1 introduces some performance evaluation criteria. In the second

part of the section, additional criteria are introduced for time-invariant systems.

7.1.1 Definition of the performance indexes

As introduced in Section 4.4, a performance analysis for a particular coordination

scheme should take several criteria into account, namely, freedom from envy, efficiency,

accountability, and altruism. Assessing the efficiency of an allocation as a distance

measure (according to a specific metric) to the Pareto-front of the problem could

be difficult in practice due to the large number of Pareto-solutions that would then

need to be computed. Therefore, it is proposed here to run the performance analysis

based on the fairness index that is used in the centralized control scheme presented in

Chapter 5. More precisely, the performance of the decentralized scheme is related to

the euclidean distance to the utopian minimum of the problem, in the normalized cost
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space. At instant k, the performance of the scheme can thus be assessed as follows

D(k) =

√√√√NbTSO∑
i=1

(Ck
i (ukm)− Ck

i (u∗i ))
2 (70)

It may be observed that the normalization factors depend on the operating condi-

tions. They are thus computed at each instant k. Also, as a large period of time may

be considered, only the average (AD) and variance (V D) of D(k) will be reported.

Obviously, the scheme will be said to perform well, when AD is small.

As one could argue that the performance criteria is subjective in nature (see

Section 5.4), it must be recalled at this stage that, even if the objective of every TSOi

has the same nature (for instance, every TSO seeks to minimize active power losses),

summing the individual costs into a single objective function would also be subjective.

Nevertheless, this latter approach has been chosen in [106, 112], for example.

Another evaluation criterion relies on the secondary voltage control effort that

is necessary to change the actions uk
∗

to make them satisfy the Constraints (32)

and (33) (see Stage 3 of the algorithm of Table 6). In particular, the performance of

the decentralized scheme is higher, when the corresponding SVC effort is small. The

effort will be denoted by E(k), which is computed as follows

E(k) =
∣∣∣∣∣∣ukm − uk

∗
∣∣∣∣∣∣ (71)

The maximum value Emax of E(k) will be reported. The scheme will be said to

perform well, when Emax is small.

7.1.2 Evaluation criteria for a time-invariant system

First, the decentralized control scheme will be applied to a time-invariant system,

where the load demand does not change with respect to time. In this particular

context, additional evaluation criteria can be defined. As these criteria may depend

on the evolution of the control actions over the iterations, two classes of evolution have
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been designed. These two classes and the associated evaluation criteria are defined

hereafter.

7.1.2.1 Convergent

When considering a time-invariant system, the process is said to be convergent if

there exists a set of control actions uA ∈ U such that lim
k→∞

∥∥ukm − uA
∥∥→ 0, i.e. the

sequence of actions taken by the different TSOs converges toward uA.

In such a case, the following criteria are reported.

• Average performance AD

• Maximum SVC effort Emax

• Time to convergence (TC), which is defined as the highest value of k for which

D(k) ≤ 0.9× AD or 1.1× AD ≤ D(k).

7.1.2.2 Non-convergent

A process is said to be non-convergent if it does not converge. If one of the optimiza-

tions involved in the scheme is singular (i.e., the optimization does not converge),

then the simulation process is stopped and the evaluation criteria are automatically

assigned an infinite value. However, as emphasized in Section 7.2.4.1, this case is

particularly unlikely. Otherwise, if no singular case is reported, the following criteria

are reported.

• Average performance AD

• Performance variance V D

• Time to convergence TC, which is computed as for convergent cases despite

the fact the process is non-convergent. A small value of TC shows that the

performance is almost stationary in the long term.

• Maximum SVC effort Emax
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7.1.2.3 Classification in practice

To limit computation time, a maximum number of iterations equal to 500 has been

used in the simulations as a substitute for k → ∞. If D(k) is not constant over

the last iterations, it is considered that the process is non-convergent. With such a

relatively high limit on the number of iterations, it is likely that very few cases have

been misclassified in the simulation results.

7.1.2.4 Illustration of the process classification through didactic examples

To illustrate the criteria defined in Section 7.1.1, simulations have been run on the

benchmark system presented in Section 3.5.

Figure 20 represents the simulation results, when the interconnections are repre-

sented by PV equivalents together with a ERLS fitting procedure with β = 0.5, and

[γ1, γ2, γ3] = [0, 0, 0]. For this convergent process, AD is equal to 0.0651, the time to

convergence index (TC) is 22, the maximum SVC effort (Emax) is 0.00035.

Figure 21 represents the simulation results, when the interconnections are repre-

sented by PQ(V) equivalents together with a ERLS fitting procedure with β = 0.75,

and [γ1, γ2, γ3] = [0, 0, 0]. This case illustrates a typical non-convergent behavior,

where the AD is equal to 0.067. Also, the maximum SVC effort is 0.0012.

7.1.3 Evaluation criteria in a time-varying system

The above defined classification may not be meaningful for time-varying power sys-

tems. In this particular context, a “training period” of 26 days is used to set a

consistent record of measurements so as to provide insightful input into the fitting

procedure. After that training period, simulation results only focus on a specific

“test period,” during which the average performance AD and its variance V D are

reported. In addition, the average effort AE and its variance V E over the test period

are presented.
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TC

AD

Emax

Figure 20: The decentralized optimization scheme is run on the IEEE 118 bus
system with three TSOs. The cost functions represent only reactive power support
for each TSOi. PV equivalents are used. The memory factor is chosen equal to 0.5.
The top figure represents the evolution of D(k) with respect to k. The bottom figure
plots the evolution of E(k) with respect to k.
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AD

Emax

Figure 21: The decentralized optimization scheme is run on the IEEE 118 bus
system with three TSOs. The cost function represents only reactive power support
for each TSOi. PQ(V) equivalents are used. The memory factor is chosen equal to
0.75. The top figure represents the evolution of D(k) with respect to k. The bottom
figure plots the evolution of E(k) with respect to k.
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7.2 Application to a time-invariant system

This section analyzes the performance of the decentralized control scheme introduced

in Chapter 6 in the particular context of a time-invariant power system. It aims at

evaluating the performance that can be obtained with the different equivalents, and

assessing the influence of simulation parameters. The study considers four types of

equivalents with an ERLS Fitting procedure, for which three values of the memory

factor β are evaluated. To assess the performance of a specific pair, two power systems

were chosen to be considered, 27 sets of objective functions, and three types of initial

conditions (i.e., the state of the system at t = 0). For each pair “equivalent-fitting

procedure,” this amounts to analyzing 162 cases.

The remainder of this section is organized as follows. First the equivalents and

fitting functions are detailed. Then, the different study cases are described, and,

finally, the results are discussed.

7.2.1 Equivalents and fitting functions

7.2.1.1 Equivalents

The performance evaluation considers three “single-interconnection based equiva-

lents,” namely the PQ, PV, and PQ(V). Their description, together with the for-

mulation of Constraint (57), is given in Section 6.2. Additionally, one more advanced

equivalent, namely the non-reduced power system (NPS), has been considered. Its

description and mathematical formulation is provided in [106].

Other types of equivalents could be evaluated. Indeed, the Thévenin-like equiv-

alent, which is introduced in [113], and the REI equivalent [114, 115] could be seen

as potentially interesting alternatives. However, simulation results have shown that

such equivalents usually induce relatively high SVC efforts [106]. Indeed, those equiv-

alents set voltage angle differences between interconnections, and it was found that

those voltage angle differences “predicted” at time t by the fitting procedure are
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significantly different from those that can be measured at time t + 1, when local

controls ut+1
1

m
, ut+1

2
m

,. . ., ut+1
NbTSO

m
are applied to the power system. As emphasized

in [106], this strong difference may be the root cause for the volatility induced by the

Thévenin-like and REI equivalents. To avoid such variations, those equivalents are

qualified inappropriate for use with the decentralized control scheme and will not be

evaluated hereafter.

7.2.1.2 Fitting functions

In this section, the decentralized approach is applied to a time-invariant power system.

In this context, the ERLS fitting procedure, which is described in Section 6.3, is used

with different values of the memory factor β ∈ [0, 1]. Hence, a past observation

obtained at instant k is weighted with respect to the current observation at instant t

by a factor βt−k. The following values of β are considered hereafter.

• β = 0.5 (low memory factor)

• β = 0.75 (medium memory factor)

• β = 0.95 (high memory factor)

Values of β = 0 and β = 1 have not been considered on purpose. Indeed, if β

= 0, that is only the last measurements are taken into account, then the solution of

the ERLS problem is undefined for the PQ(V) equivalent. On the other hand, with

a value of β = 1, the function to be minimized using the ERLS procedure can not be

bounded. Thus, β = 1 is not considered in this thesis.
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7.2.2 Conditions of simulations

To assess the influence of the simulation conditions, the evaluation has been run with

two power systems. With each power system, three types of objective function were

applied for each TSOi. In each case, three initial operation states were considered.

7.2.2.1 Benchmarks

Two power system benchmarks have been considered, namely:

• the IEEE 118 bus system with three different TSOs, which is introduced in

Section 3.5 and detailed in Appendix B.

• the IEEE 39 bus New England system with three different TSOs. This system

is depicted in [17] and its numerical data is provided in Appendix C.

7.2.2.2 Optimization functions

For every TSOi, three types of optimization functions have been considered. As

described in Section 3.4, the type of objective function of TSOi depends on the value

of the weight factor γi. The results for nine combinations of weight factors [γ1, γ2, γ3],

with γi equal to 0, 0.9, or 1 for each i ∈ [1, 2, 3] are presented in Section 7.2.3.4.

7.2.2.3 Initial state

The state of the system at time t = 0 may influence the outcome of the first opti-

mization problem solved by the TSOs. Subsequently, every action uk
m

results from

the initial state since uk
m

is a function of u0m,u1m, . . . ,uk−1m. The influence of three

types of initial states is thus studied.

• High-voltage state: The initial state is the solution of an optimization problem,

whose objective is to maximize the average bus voltage under Constraints (27)-

(28).
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• Medium-voltage state: The initial state is the solution of an optimization prob-

lem, whose objective is to bring the average bus voltage as close as possible to

1 p.u.

• Low-voltage state: The initial state corresponds to the minimum average bus

voltage.

7.2.3 Simulation Results

This section presents the simulation results in the context of a time-invariant system.

After analyzing the performance of each pair equivalent-fitting procedure, the impact

of the simulation conditions is studied.

7.2.3.1 Average performance of each pair “equivalent-fitting function”

To analyze the average performance of every pair “equivalent-fitting function” over

the 162 simulation cases, the frequency of each type of dynamics (convergent, non-

convergent) and the relevant evaluation indexes (introduced in Section 7.1.2) are

reported in Table 7.

The processes induced by the PQ, PV, PQ(V), and NPS equivalents can be either

classified as convergent or non-convergent. Convergence is almost always observed

with PQ and PV equivalents, and in almost 80% of the cases with NPS equivalents.

Non-convergence is almost systematic with PQ(V) equivalents. Within the classifica-

tion of dynamics, a certain influence of β was observed. Also, with the investigated

values, it was found that increasing β could either increase or decrease the amount

of convergent cases.

In terms of the performance index, the PQ equivalent offers the best performance

with a low AD (average distance to the utopian minimum) of around 0.19. It is

followed by the NPS equivalent, for which the AD is around 0.25 for convergent cases

and varies between 0.66 and 0.70 for non-convergent ones. The PV equivalent leads

to the highest distances to the utopian minimum, which are in average more than
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ten times higher than with the PQ equivalent. This result can be explained by the

fact that the competition between different TSOs is stronger when they have more

accurate information on other TSOs’ network and past actions. Here, the stronger

competition leads to local optimization relying more on external TSOs’ control ac-

tions, which results in a less efficient state after several iterations.

As for the SVC effort associated with different types of equivalents, it is remark-

able to observe that, even if the TSOs choose actions only by considering their own

constraints, violations induced by the decentralized control schemes are small. Also,

the required SVC effort strongly depends on the equivalent. PQ equivalents lead to a

maximum effort of 0.0001p.u., while PV equivalents and NPS equivalents are around

0.0020p.u.. The higher volatility obtained with PQ(V) equivalents induces a superior

effort of around 0.0100p.u..

The parameter β, which weights long term measurements with respect to short-

term ones, was not found to strongly influence the performance of the different

schemes, at least for the values under consideration. However, it can be observed

that for PQ equivalents, which offer the best performance, large values of β lead to

more convergent cases, even if the time to convergence increases with β. In the rest

of this section, only a single value of β equal to 0.75 will be considered.
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Table 7: An analysis of the dynamics induced by 12 pairs of “equivalents/fitting
functions.” For each pair, 162 cases are studied (2 power systems× 27 sets of objective
functions × 3 initial states). The classification and the average values of the indexes
introduced in Section 7.1.2 are reported. Also, the performance obtained with the
centralized control scheme proposed in Chapter 5 is presented.
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7.2.3.2 Impact of the initial state

Table 8 represents the collection of mean values of the main evaluation indexes for PQ,

PV, PQ(V), and NPS equivalents with a memory factor β = 0.75. Every benchmark

power system and optimization function has been considered when computing those

values.

Simulation results show that the initial state does not impact the final result,

when considering decentralized schemes based on PQ equivalents. Indeed, with PQ

equivalents, an average value for AD equal to 0.189 is obtained for every initial state

considered. The initial state impacts, however, the time to convergence. Hence,

a lower initial voltage induces a longer time to convergence. Some non-convergent

processes are also observed.

With PV, PQ(V), and NPS equivalents, the initial state slightly impacts the

process classification: the percentage of convergent cases is a bit lower with a low-

voltage, or a medium-voltage initial state, than with a high-voltage initial state. The

average performance index AD does not significantly depend on the initial state. For

the PV equivalent, it should be stressed that comparing the average values of AD for

the convergent cases is not meaningful since they have been computed for different

cases. If the average value of AD for the non-convergent cases were integrated into

the average values of AD for the convergent case, it would not depend on initial state.
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Table 8: An analysis of the influence of three initial states on the performance
obtained with four pairs of “equivalents/fitting functions.” For each equivalent, the
fitting function corresponds to a memory factor β = 0.75. For each pair, 54 cases are
studied (2 power systems × 27 sets of objective functions). The classification and
the average value of the indexes introduced in Section 7.1.2 are reported. Also, the
performance obtained with the centralized control scheme proposed in Chapter 5 is
presented.
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7.2.3.3 Impact of the power system

Table 9 illustrates the influence of the power system on the performance obtained

with different types of equivalents.

On the one hand, with the IEEE 118 bus system with three TSOs, the best

performance is observed with the PV equivalent (AD = 0.155), but at a higher cost in

terms of SVC effort. The distance obtained with the PQ equivalent is slightly greater

(AD = 0.165), with a smaller SVC effort. On the other hand, the PQ equivalent leads

to similar performance when applied to the IEEE 39 bus system with three TSOs,

while the PV equivalent leads to a much greater distance to the utopian minimum

(AD = 0.86).

In general, the performance of the scheme depends on the ratio between the num-

ber of interconnections divided by the size of the power system. The higher that ratio

is, the more difficult it is to design a solution that can satisfy every TSO.
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Table 9: An analysis of the performance obtained on two power systems, while
using three different equivalents, a memory factor β = 0.75, and a medium-voltage
initial state. For each case, 27 sets of objective functions are considered. Also, the
performance obtained with the centralized control scheme proposed in Chapter 5 is
presented.
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7.2.3.4 Impact of the optimization function

The influence of the optimization functions on the performance of the control scheme

has also been studied. As introduced in Section 3.4, the optimization function of a

TSOi is characterized by the value of γi ∈ [0, 1], which weights active power losses

with respect to reactive power support. Thus, Table 10 presents the main evaluation

indexes for different sets of objective functions in the IEEE 118 bus system with three

TSOs. As the evaluation index AD refers to the normalized cost space instead of the

real values of the individual objectives, it induces some slight changes with respect

to the observations in [106].

One can note that the maximum SVC effort does not strongly depend on the set

of objective functions. However, it is remarkable that the set of objective functions

has a significant impact on the performance obtained. Indeed, when the objective

of TSO1 is only focused on active power losses, best performance is observed with

NPS and PV equivalents. PQ equivalents are better when the objective of TSO1 also

considers reactive power support.
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Table 10: An analysis of the performance obtained for eight sets of objective func-
tions, while using three different equivalents, a memory factor β = 0.75, and a
medium-voltage initial state. For each TSOi, two values of γi are considered (γi = 0
or γi = 1). Also, the performance obtained with the centralized control scheme
proposed in Chapter 5 is presented.

Objective Convergent cases

Equiv. γ1 γ2 γ3 AD TC Emax

PQ 0 0 0 0.2301 2 0.0000

PQ 0 0 1 0.1800 2 0.0000

PQ 0 1 0 0.2395 2 0.0000

PQ 0 1 1 0.2050 3 0.0000

PQ 1 0 0 0.2062 1 0.0000

PQ 1 0 1 0.0603 4 0.0000

PQ 1 1 0 0.2870 1 0.0000

PQ 1 1 1 0.1050 3 0.0000

PV 0 0 0 0.2830 18 0.0025

PV 0 0 1 0.8150 16 0.0025

PV 0 1 0 0.5948 18 0.0025

PV 0 1 1 0.9831 17 0.0025

PV 1 0 0 0.7936 170 0.0001

PV 1 0 1 0.8163 163 0.0001

PV 1 1 0 0.7414 172 0.0001

PV 1 1 1 0.7367 161 0.0001

NPS 0 0 0 0.3552 1 0.0093

NPS 0 0 1

NPS 0 1 0 0.6113 5 0.0027

NPS 0 1 1 0.5357 2 0.0000

NPS 1 0 0 0.2631 3 0.0011

NPS 1 0 1 0.3671 3 0.0011

NPS 1 1 0

NPS 1 1 1
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7.2.4 Convergence properties of the scheme

The existence of different classes of processes raises the issue of robustness of the

decentralized control scheme. More specifically, the convergence properties of the

decentralized scheme may be questioned in the particular context of a time-invariant

system. This section aims to provide useful information to identify the conditions

that can lead to a convergent process. It is organized as follows. First, the conditions

for singularity of the scheme are detailed. Second, the conditions for the convergence

of the scheme are analyzed.

7.2.4.1 Potential singularity of the scheme

Whereas modeling the SVC by a second OPF should avoid the singular processes

identified in [106], it is remarkable that restricting the set of possible control values

Uk for the SVC could induce singular cases at Step 3 of the algorithm presented in

Table 6. This might occur in real systems, where the SVC is managed as described

in Section 2.3.2.1. Indeed, the voltage settings of the generators within one area may

vary only in a coordinated manner based on the pilot bus voltage amplitude regardless

of the needs of the interconnected system. Hence, this could result in non-sustainable

control settings, and eventually load-shedding or line-tripping. However, simulation

results tend to show that the SVC effort is limited when using adequate equivalents

and fitting procedures, which reduces the risk of a singular process.

Furthermore, using a decentralized control scheme with simple equivalents should

ease the computation of the OPF, as it involves less computation resource than a

large-scale OPF that considers the entire system. Indeed, as described in [105], the

computation costs strongly increase with the size of the system. Under the assumption

of sustainable constraints at the interconnections, using the decentralized optimiza-

tion scheme instead of the centralized scheme proposed in Chapter 5 should thus

reduce the risk of singularity in the system optimization.
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7.2.4.2 Conditions for convergence

The existence of non-convergent processes for every pair of equivalent/fitting proce-

dure tends to show that the decentralized scheme does not systematically converge

to a single solution. It may thus be of interest to identify the convergence properties

of a time-invariant system controlled with the iterative decentralized optimization

schemes, which can be formalized as follows

uk+1m

= fsys(u
km

,Huk
m

) (72)

where uk
m ∈ Uk is the control action (after SVC correction) that is applied at iteration

k, Huk
m

is the record of such actions at previous iterations, and fsys(u
km
,Huk

m

)

characterizes the evolution of the control actions from an iteration to ananother.

The existence of control settings for which the system is stable is a necessary

condition for convergence of the iterative process. In control theory, the stability

analysis is usually based on the state representation of a system [116, 117]. This

approach is, however, hardly applicable in the case of the decentralized optimization

scheme, as the system dynamics is characterized by a discrete time process that

involves the record of actions at previous iterations. Furthermore, as fsys(u
km
,Huk

m

)

can not be explicitly formalized, most available analysis methods are inappropriate.

In the context of an iterative multi-party optimization, a stable equilibrium is

usually referred to as “Nash equilibrium.” In game theory, this refers to a so-

lution uN ∈ U , such that Ĉi
N

(uTSOi
) ≥ Ĉi

N
(uNTSOi

) for all uTSOi
∈ UTSOi

and

i ∈ [1, 2, ..., NbTSO], where Ĉi
N

corresponds to the objective function of TSOi, when

considering uN as the initial state to define the parameters of the equivalents, uTSOi
is

the vector of control settings for TSOi, and uNTSOi
is the set of control settings in uN

that corresponds to TSOi. In [118, 119], it is proved that a single Nash equilibrium

exists when U is convex and Ci(u) is concave ∀i ∈ [1, ..., NbTSO]. Other assumptions

on U and Ci(u),∀i ∈ [1, ..., NbTSO], such as local convexity or weak interconnection,
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may be sufficient to guarantee the existence of a Nash equilibrium [120].

In a large-scale multi-TSO system operated with a decentralized optimization

scheme, those conditions are unlikely, and hard to check, as the dimension of the sys-

tems under consideration makes the stability analysis uncertain. In addition, even if

stability conditions were satisfied with a particular control setting u ∈ U , it would not

be sufficient to guarantee that the decentralized optimization scheme converges to-

ward this solution. In this matter, the dimension of the system and non-deterministic

nature of reactive power scheduling makes the convergence analysis strenuous.

7.3 Application to a time-varying system

In the previous section, it has been assumed, mostly for the sake of simplicity, that

the load consumption, generation dispatch and network topology remain constant

from one instant k to another. With such an assumption, it has been shown that the

performance of the decentralized control scheme with PQ equivalents and an ERLS

fitting procedure is nearly optimal. Before adopting such a scheme for implementation

in a large scale power system, its performance should be analyzed in “time-varying”

systems.

The relatively fast convergence properties of the control scheme shown in the

previous section suggest that such an application could be feasible. Indeed, suppose

that at one instant, a sudden change of topology occurs (e.g., loss of a transmission

line). Then, due to its fast convergence properties, the scheme should converge again

within a few iterations to new control settings that correspond to a nearly optimal

solution for the new configuration of the system. Moreover, if the time between

two iterations is small, the transient period during which the system operates in

higher suboptimal conditions is short. However, it is important to mention that,

as shown in the previous section (and more particularly in Table 7), the time to

convergence may depend on the memory factor β (or more generally on the parameter
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fitting procedure). This weights past observations with respect to the current ones

in the parameter fitting procedure. In the case of a “time-varying” system, choosing

a consistent fitting procedure is important in addressing the trade-off between the

adaptivity of the scheme and the efficiency of the values of control variables.

To design an appropriate fitting procedure, this section presents some simulation

results in the context of a time-varying power system. Simulations focus on three

adaptive parameter tracking procedures, which are presented in Section 6.3. They

are evaluated on the IEEE 118 bus system with three TSOs, where the load demand

r(k) changes at each discrete time instant k (see Section 3.5 for more details). The

objectives of the TSOs are defined as follows: γ1 = 0, γ2 = 0.9, and γ3 = 1. A

“training period” (from January 1 to January 27, 2008) is used to initialize the history

of measurements and control variables. Therefore, only results corresponding to the

period January 28-31, 2008 are presented. To consider rapid changes in the system

configuration, a line outage is introduced for the branch between bus 19 and 20 on

January 28 at 12.00 am. The line is reconnected on January 28 at noon.

Although it is informative to study the evolution of D(k) and E(k) with respect to

k, the performance analysis of the control scheme will only focus on the average per-

formance measure AD, and the maximum SVC effort Emax over the period January

27th-31st, 2008. The AD obtained with the different parameter fitting techniques will

be compared with the average performance measurements that would be obtained if

the centralized control scheme proposed in Chapter 5 were applied at every instant k.

With the centralized control scheme proposed in Chapter 5, this index has the fol-

lowing values AD = 0.0272. By definition, Emax = 0 with the centralized control

scheme.
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7.3.1 Performance with ERLS-algorithm

Figure 22 depicts the performance index AD obtained with the exponential recursive

least squares algorithm presented in Section 6.3 on the 118 bus benchmark system.

It can be observed that the memory factor β has a significant influence on AD. The

lowest AD is reported for β = 0.575, i.e. the equivalents’ parameters are set at a

value that is close to the three last measurements at the interconnections. Even with

such a memory factor, the AD is higher than the one that would be obtained with

the centralized control scheme (0.0871 vs 0.0272).

Figure 23 presents the maximal value of the SVC effort during the evaluation

period with an ERLS-algorithm. As for the performance index, it can be observed

that the memory factor β impacts the SVC effort. The lowest effort Emax = 0.3e−3

is obtained with β = 0.6. It is noticeable that AD and Emax are strongly correlated.
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â

AD

Figure 22: Average performance index as a function of β on the time-varying 118
bus benchmark system with an ERLS fitting algorithm.

â

Emax

Figure 23: Maximum SVC effort as a function of β on the time-varying 118 bus
benchmark system with an ERLS fitting algorithm.
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7.3.2 Performance with ED-ERLS-algorithm

The performance of the decentralized control scheme with the environment dependent

exponential recursive least squares algorithm presented in Section 6.3 is reported in

Figure 24. The impact of the similarity factor σ is significant, and one can observe

that the best performance is reached with σ ' 0.025. In this case, the average

performance index, AD, is around 0.875, which represents no improvement over the

performance observed with the ERLS algorithm.

Figure 25 presents the maximal value of SVC effort during the evaluation period

with an ED-ERLS parameter fitting procedure. As for the performance index, it can

be observed that the similarity factor σ impacts the SVC effort. The lowest effort

Emax = 8e−6 is obtained with σ = 0.095. It is also noticeable that AD and Emax are

slightly correlated.
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ó

AD

Figure 24: Average performance index as a function of σ on the time-varying 118
bus benchmark system with an ED-ERLS fitting algorithm.

Emax

ó

Figure 25: Maximum SVC effort as a function of σ on the time-varying 118 bus
benchmark system with an ED-ERLS fitting algorithm.
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7.3.3 Performance with AFF-algorithm

The performance of the decentralized control scheme with the adaptive forgetting fac-

tor algorithm presented in Section 6.3 is reported on Figure 26. This figure highlights

the impact of the similarity factor σ and deviation factor τ on the performance of the

control scheme. More specifically, in this case, the best performance is reached with

σ = 0.095 and τ = 0.35. Those values of σ and τ lead to an average performance

index AD equal to 0.0860, which is better when compared to the ED-ERLS fitting

procedure.

Figure 27 presents the maximal value of an SVC effort during the evaluation

period with an AFF parameter fitting procedure. As for the performance index it

can be observed that the similarity factor σ and deviation factor τ impact the SVC

effort. The lowest effort Emax = 1e−5 is obtained with σ = 0.095 and τ = 0.0001. It

is also noticeable that AD and Emax are correlated.
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AD

ô

Figure 26: Average performance index as a function of σ and τ on the time-varying
118 bus benchmark system with an AFF fitting algorithm.

ó

E

ô

max

Figure 27: Maximum SVC effort as a function of σ and τ on the time-varying 118
bus benchmark system with an AFF fitting algorithm.
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7.3.4 Robustness of the decentralized control scheme

This section aims to evaluate the decentralized scheme when the benchmark system is

subjected to a severe disturbance or demand prediction error. Although these types

of events would also affect a system controlled through a centralized optimization

scheme, this section aims to illustrate the robustness properties of the decentralized

control scheme with respect to these two types of unexpected events.

First, it is supposed that a transmission line is disconnected on January 28, 2008

and reconnected 12 hours later. Two cases are considered, the loss of the transmission

line between bus 1 and bus 2 (case 1), and between bus 3 and bus 4 (case 2). This

kind of disturbance may affect the performance and robustness of the scheme as the

parameter fitting procedures rely on the measurements at the interconnections, which

were made with other network configurations.

Second, it is supposed that one of the TSOs incorrectly predicts the load de-

mand r(k + 1) and optimizes its control settings with an inexact knowledge on the

future state of the power system. Two types of prediction errors are considered for

TSO1 during the period January 28-31, 2008: a 5% underestimation (case 3) and 5%

overestimation (case 4) of the load demand.

Simulations were run for the four cases presented above. The three types of param-

eter fitting procedures were applied using the values of β, σ, and τ that are leading to

the best performance in the time-varying system studied in Section 7.3. More specif-

ically, β = 0.575 for the ERLS fitting procedure, σ = 0.025 for the EDERLS fitting

procedure, and σ = 0.095 and τ = 0.35 for the VFF fitting procedure. The evolution

of the performance index D(k) and SVC effort E(k) with the ERLS, ED-ERLS, and

AFF fitting procedures are displayed for each case under consideration.
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7.3.4.1 Change in the system configuration

Figures 28 and 29 display the performance index D(k) and the SVC effort E(k) over

the evaluation period, when the IEEE 118 bus is subjected to case 1. Figures 30

and 31 display the same indexes, respectively, with case 2.

It can be observed that the decentralized control scheme with VFF fitting proce-

dure leads to the best performance and the smallest SVC effort, although the per-

formance remains slightly worse than with the centralized control scheme that is

presented in Chapter 5. However, case 2 shows that an unexpected event could in-

duce poorer performance and higher SVC effort (see D(k) and E(k) on Figures 30

and 31 with k from 1300 through 1330, for example).

Theoretically, it can be noticed that an important change in the system configura-

tion might lead, with too selective parameter fitting procedures, to parameters for the

external network equivalents that cause non-convergent local optimizations. In that

particular case, the decentralized control scheme faces some robustness issues, which

could be tackled by refreshing the measurements at the interconnections several times

before running the local optimizations.
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Figure 28: Evolution of the performance index D(k) with the 118 bus benchmark

system subjected to case 1.

Figure 29: Evolution of the performance index E(k) with the 118 bus benchmark

system subjected to case 1.
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Figure 30: Evolution of the performance index D(k) with the 118 bus benchmark

system subjected to case 2.

Figure 31: Evolution of the performance index E(k) with the 118 bus benchmark

system subjected to case 2.
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7.3.4.2 Misprediction of the load demand

Figures 32 and 33 display the performance index D(k) and the SVC effort E(k) over

the evaluation period, when the IEEE 118 bus is subjected to case 3 (5% underesti-

mation of the load demand). Figures 32 and 33 display the same indexes with case 4

(5% overestimation of the load demand).

It can be observed that a misprediction of the load demand by one TSO does not

significantly affect the performance in terms of the index D(k) for the entire system.

On the contrary, it may even lead to a better performance. However, a misprediction

induces higher SVC effort. By comparing Figure 29 and Figure 33, one can observe

an SVC effort increase of 200%. On the other hand, it must be recalled that such a

misprediction would also affect the performance and the SVC effort obtained with a

centralized control scheme.
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Figure 32: Evolution of the performance index D(k) with the 118 bus benchmark
system subjected to case 3.

Figure 33: Evolution of the performance index E(k) with the 118 bus benchmark
system subjected to case 3.
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Figure 34: Evolution of the performance index D(k) with the 118 bus benchmark
system subjected to case 4.

Figure 35: Evolution of the performance index E(k) with the 118 bus benchmark
system subjected to case 4.
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CHAPTER VIII

APPLICATION TO A LARGE-SCALE SYSTEM

This chapter proposes an evaluation of the performance that can be obtained when the

decentralized control scheme is applied to a large-scale system. Simulations are run

on a UCTE-like system with 4141 buses and seven TSOs, whose data were provided

by RTE, the French TSO. As computation costs are significantly higher than for the

IEEE 39 and 118 bus systems, only PQ and PV equivalents with the ERLS fitting

procedure are evaluated.

This chapter is organized as follows. First, the test power system is described.

Second, the performance of the scheme for a time-invariant power system is detailed.

Third, the performance of the scheme is analyzed in the context of a time-varying

power system.

8.1 Benchmark system

The time-invariant large-scale test system under consideration is a reduction of the

UCTE system that focuses on the western part of the UCTE system (including Spain,

France, Belgium, Netherlands, Germany, Switzerland, and Italy) on December 17,

2007 at 10.30 a.m. It is composed of 4141 buses, 624 generators, 6419 branches, and

seven TSOs. Due to higher computation complexity, the specific solver SPI developed

by RTE has been used to run the optimizations. The simulation time is around 40

seconds for a load flow over the interconnected system and 50 seconds for an optimal

power flow.
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As minimizing reactive power support requires more computation resources, new

objective formulations have been defined. More precisely, the objective of each TSOi

can either be the minimization of active power losses or voltage profiles with respect

to a reference value Vref . This latter type of objective is defined as follows.

CVref
(u,x) =

∑
i∈[1,...,NG]

(VGi
− Vref )2 (73)

The type of objective of each TSO is arbitrarily chosen as detailed in Table 11.

Table 11: Objective function of every TSOi in the test power system.

i 1 2 3 4 5 6 7

Ci CVref
CVref

CVref
CVref

CVref
CL CL

Vref (p.u.) 0.97 0.97 1.01 1.01 1.01

8.2 Evaluation for a time-invariant large-scale system

Figures 36 and 37 present the evolution of the performance index D(k) and SVC

effort E(k), respectively, for PQ and PV equivalents with an ERLS parameter fitting

strategy with β = 0.575.

On the one hand, the SVC effort is large with PV equivalents (EPVmax = 0.0468),

while it remains almost null with PQ equivalents (EPQmax = 0.0350, for the first

iteration that starts from a non-optimized state and AEPQ = 0.0005).

One the other hand, as for the smaller test systems, it can be observed that

the PQ equivalent performs better than the PV equivalent and leads to close to op-

timal performance. Indeed, the average distance AD is equal to 0.2875 with PQ

equivalents, 0.6835 with PV equivalents, and 0.1319 with the centralized optimiza-

tion scheme. Hence, whereas the performance index is higher with the large-scale

benchmark system, the decentralized optimization schemes leads to nearly optimal

operation conditions. The time to convergence TC is equal to 12 with PQ equivalents,

and 1 with PV equivalents.
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Figure 36: Evolution of the performance index D(k) with the 4141 bus benchmark

system under time-invariant operation conditions.

Figure 37: Evolution of the SVC effort index E(k) with the 4141 bus benchmark

system under time-invariant operation conditions.
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8.3 Evaluation for a time-varying large-scale system

To model a time-varying large-scale system, each region has been allocated a different

time-varying load factor ri(k). As for the IEEE 39 and 118 bus system used in

Chapter 7, it is assumed that those load factors ri(k) are perfectly predicted by each

TSOi at the instant k−1. The values of ri(k) are selected from the ETSO (European

Transmission System Operators) website [121]. They correspond to the period April

1, 2008 through April 30, 2008.

In addition, the system configuration evolves on a daily basis based on four snap-

shots of the UCTE system on December 17, 2007 at 3.30 a.m., 10.30 a.m., 12.30 p.m.,

and 7.30 p.m.

The time delay between two iterations is defined equal to one hour, and simulations

are run for a one month period, where the training period corresponds to the first 15

days and the evaluation period corresponds to the last 15 days.

Figures 38 and 39, display the evolution of the performance index D(k) and SVC

effort E(k), respectively, with the PQ and PV equivalents and an ERLS fitting pro-

cedure with β = 0.575. It can be observed that the average performance index is

ADcent = 0.1139 with the centralized scheme, ADPQ = 0.0570 with PQ equivalents,

and ADPV = 0.5112 with PV equivalents. In addition, the maximum SVC effort is

EPVmax = 0.0562 with PV equivalents and EPQmax = 0.0072 with PQ equivalents.

Those figures suggest that, for time-varying large-scale systems, the decentralized

optimization scheme leads to nearly optimal performance while inducing low addi-

tional SVC effort. Moreover, according to the observations made in Chapter 7, more

sophisticated parameter fitting strategies could slightly improve the performance of

the proposed optimization scheme.
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Figure 38: Evolution of the performance index D(k) with the 4141 bus benchmark
system under time-varying operation conditions.

Figure 39: Evolution of the SVC effort index E(k) with the 4141 bus benchmark
system under time-varying operation conditions.
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CHAPTER IX

CONCLUSIONS

In this thesis, the problem of reactive power dispatch in a multi-TSO system has been

formalized as a multi-TSO optimization problem, where each TSO focuses on its own

objective. It was shown that a new scheme to coordinate the control actions of the

different TSOs should exhibit some properties of fairness, and a centralized optimiza-

tion scheme was proposed in this respect. As a centralized control scheme inherently

raises some issues of robustness, a decentralized scheme with no information exchange

has also been proposed.

The principle of this new scheme is as follows. Every TSO assumes an external

network equivalent for its neighboring areas at the interconnections and optimizes

at every iteration its control actions in a greedy way, i.e. without taking into con-

sideration the impact that its actions may have on the other TSOs’ objectives. The

communication is done implicitly, by measuring voltage and current values at the

interconnections, which depend on the actions taken by different TSOs. Those data

are used later to fit the parameters of the equivalents through adaptive parameter

fitting procedures.

The study has mainly focused on the single interconnection based equivalents,

which model a particular interconnection with a set of equality constraints between

the voltage and the current at this interconnection. Also, the adopted fitting proce-

dures assesses the parameters of the equivalents by using only local measurements.

Several power system models, types of equivalents, and parameter fitting procedures

have been considered. Simulations in time-invariant and time-varying systems have

shown that the performance of the decentralized control scheme is strongly dependent
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on the functional form of the equality constraints and the fitting procedure. However,

one pair of equivalent/fitting procedure, namely a PQ equivalent and an adaptive for-

getting factor procedure were identified as consistently performing well in the context

of voltage optimization, regardless of the benchmark or the objective functions used.

More precisely, that pair was always leading to a decentralized optimization scheme

that converged rapidly to a nearly optimal solution while, at the same time, ensuring

a good compliance with the system constraints.

Those results suggest on the one hand that a decentralized coordination based on

PQ equivalents and adaptive parameter fitting procedure could be a close to optimal

solution, easy to implement because it does not add complexity to actual practices of

TSOs for reactive power scheduling. On the other hand, results also show that fair

settings would be obtained with the centralized coordination scheme. But this scheme

may involve large computational complexity, and incentives for TSOs to adopt biased

strategies, and would thus require the design of appropriate optimization tools for

large-scale systems.
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CHAPTER X

CONTRIBUTIONS

As of today, the contributions of the presented research are emphasized below:

• First, a methodology was developed for identifying issues related to MVAr

scheduling in multi-TSO systems with poor coordination. Simulation results

have been presented in the Strategic Energy Initiative poster session at Geor-

gia Tech in 2006 and in the student poster session of the IEEE PES General

Meeting 2006 with a poster entitled “Global coordination of MVAr planning.”

• Second, the multi-TSO MVAr scheduling has been formalized as an OPF prob-

lem on the basis of a scheduled generation/demand dispatch. New constraints

were introduced such as constant active power export for each TSO and the

OPF problem was programmed in Matlab and AMPL. The consistency of the

optimization scheme was verified by comparing its outcome with industrial soft-

ware. Based on this program, it was shown that a lack of coordination in the

choice of the local objective functions may be a concern in a multi-TSO power

system. This study has been presented in the session on ancillary services of

the IEEE PES General Meeting 2007 in Tampa, Fl. The associated paper is

entitled “Impact of non coordinated MVAr scheduling strategies in multi-area

power systems” [70].

• A decentralized coordination algorithm based on single-interconnection based

equivalents was proposed, and presented in the Power Tech Conference 2007 in

Lausanne, Switzerland. The associated paper is “External network modeling

for MVAr scheduling in multi-area power systems” [75].
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• This coordination scheme has been further developed through the mathematical

formulation of simple equivalents as analytical constraints in the OPF problem.

The associated fitting procedures were also developed. This iterative scheme

was proposed in the paper entitled “Evaluation of network equivalents for volt-

age optimization in multi-area power systems,” which published in the IEEE

Transactions on Power Systems in May 2009 [106].

• Adaptive parameter fitting procedures were developed and applied to the above

mentioned decentralized optimization scheme. In addition, the performance

obtained with such parameter fitting procedures was analyzed and commented

on in a paper entitled “Decentralized reactive power dispatch for a time-varying

multi-TSO system” [112], which was presented at the HICSS 2009, in Waikoloa,

HI. The robustness of this new scheme has been analyzed in Section 7.3.4 of

this thesis.

• A method for fairness analysis of a multi-party optimization scheme in an eco-

nomic sense was developed. This was presented in the PSCC 2008 in Glasgow,

Scotland, in a paper entitled “ On the fairness of centralized decision-making

strategies for multi-TSO power systems” [7]. This paper was selected among

the best papers of the PSCC 2008 for further publication in a special issue of

the International Journal of Electric Power and Energy Systems (IJEPES).

• Based on the fairness criteria defined in [7], a fair scheme for centralized opti-

mization of a multi-party system was developed and a journal paper entitled

“A fair method for centralized optimization of multi-TSO power systems” [122]

was submitted to the IJEPES. This paper was accepted in March 2009.

• In addition, a fairness index for evaluating multi-TSO coordination schemes

was developed in collaboration with D. Marinakis and T. Van Cutsem, from

the University of Liège. This index will be discussed in a transactions letter
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entitled “Fairness and optimization of power systems operated by several system

operators.” This letter will be submitted shortly to the IEEE Transactions on

Power Systems.

• Finally, an advanced decentralized coordination scheme was applied to a large-

scale system. Simulation results obtained in this context and some recommen-

dations for an effective implementation of the proposed coordination technique

will be submitted for publication in a journal paper in the forthcoming weeks.

The contributions of the presented research are detailed hereafter.
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CHAPTER XI

FUTURE RESEARCH

This thesis emphasizes that centralized optimization of multi-TSO power systems

may achieve settings that could satisfy every TSO. While new types of control centers

are created to co-ordinate emergency control actions among several TSOs [123], this

scheme is clearly of interest for implementing long-term control actions at the scale

of the interconnected system. However, appropriate optimization tools need to be

developed to handle optimization of settings for the entire system with respect to

an individual objective that covers a single area of the system. In addition, further

work should study the potential biased behaviors that TSOs could adopt to turn the

optimization scheme in their favor.

The contributions of this research in terms of decentralized coordination could lead

to new rules for operating large-scale power systems. For example, one could propose

to incorporate the use of PQ equivalents in the operation handbook of interconnected

power systems. There are, however, two main issues that should be investigated

before using the outcome of this work as a guideline for optimizing power systems in

a decentralized way.

The first issue is about the robustness of the proposed control scheme. Indeed,

as emphasized in this thesis, the ability of the scheme to constantly lead to secure

operation conditions mostly relies on the secondary reactive power reserves quantity

and location. Whereas those resources are also explored with traditional practices

in reactive power management to compensate for local inconsistencies of the control

settings, they are mainly intended to track fast variations of the operation conditions.

Therefore, it would be very interesting to compare the different optimization schemes
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with regard to an evaluation index that can reflect the location of secondary voltage

control reserves. Further research should thus investigate the design of such an index.

The second issue concerns the parameter tracking procedure. This issue is twofold.

First, as the amount of data to be taken into account within the parameter fitting

process may exceed the computation resources for local optimization of the reac-

tive power dispatch, the computational burden involved by the decentralized scheme

should be studied. While the record of the measurements at the interconnections

could be truncated to limit the number of cases under consideration, this could also

limit the effectiveness of the scheme. Second, the optimal settings identified in this

thesis are those that minimize the performance index over certain scenarios. One

could thus attempt to design a systematic method to assess settings that would be

optimal in any case.

While those new issues may open new research directions, it would also be inter-

esting to investigate other aspects of this research, for example, to set up functional

forms of equality constraints that would define optimal types of equivalents. One way

to address this problem would be to cast it as an optimization problem. The objective

function would then use some of the criteria dealt with in this paper to assess the

performance of the control schemes, and a search space composed of a large set of

functional equality constraints (based on current and voltage measurements at the

interconnections). Another possible research direction is to compare the proposed

decentralized optimization scheme with other types of coordination, such as multi-

agent model predictive control [124] for example, in the context of reactive power

scheduling of multi-area power systems. The comparison could then be extended to

other types of coordination problems, such as the setting of phase changers located

at interconnections, for example.
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APPENDIX A

AMPL FILES FOR A SINGLE-TSO REACTIVE POWER

SCHEDULING PROBLEM

This section details the ampl files “problem.run,” “problem.dat,” and “problem.mod”

that are used for a single-TSO optimization. As described in [76], comments are

preceded by the symbol #.

A.1 Main file “problem.run”

# List of the associated files

model problem.mod; #name of the model file

data problem.dat; #name of the data file

# Resolution of the problem

solve objective optim; #name of the objective variable

# Printing the output file (bus voltage magnitudes and angles in this case)

printf “%s \n”,’# no: bus phase: bus voltage:’> problem.out;

for {i in BUS : i > 0 }{

printf “%4d %6.6f %6.6f\n”,i,bus angle[i],bus voltage[i] >> problem.txt;};
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A.2 Data file “problem.dat”

# Introduction

data;

# Description of the organization of the data files

param: BUS: bus type bus voltage0 bus angl0 bus p gen bus q gen bus q min

bus q max bus v min bus v max := include bus.txt; #bus parameters

param: BRANCH: branch type branch r branch x branch c branch tap 0

branch tap max branch def 0 branch def min branch def max

:= include branch.txt;#branch parameters

param: OBJ: objectif tso := include objectif.txt; #objective of the TSO

A.3 Model file “problem.mod”

# Definition of the sets of data

set BUS; # set of buses

set BRANCH within {1..4000} cross BUS cross BUS; # set of branches

set OBJ; # set of objectives

# Definition of the bus parameters

param bus type {BUS}; #bus type

param bus voltage0 {BUS}; #initial bus voltage magnitude

param bus angl0 {BUS}; #initial bus voltage angle

param bus p load {BUS}; #initial active power demand at the bus

param bus q qload {BUS}; #initial reactive power demand at the bus

param bus p gen {BUS}; #initial active power generation at the bus

param bus q gen 0 {BUS}; #initial reactive power generation at the bus
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param bus q min {BUS}; #minimum reactive power generation at the bus

param bus q max {BUS}; #maximum reactive power generation at the bus

param bus v min {BUS}; #minimum bus voltage magnitude

param bus v max {BUS}; #maximum bus voltage magnitude

#Definition of the branch parameters

param branch type {BRANCH}; #branch type

param branch r {BRANCH}; #branch resistance (in p.u.)

param branch x {BRANCH}; #branch reactance (in p.u.)

param branch c {BRANCH}; #branch capacitance (in p.u.)

param branch tap 0 {BRANCH}; #initial tap setting of the branch (if applicable)

param branch tap min {BRANCH}; #minimum tap setting of the branch

param branch tap max {BRANCH}; #maximum tap setting of the branch

param branch def 0 {BRANCH}; #initial angle shift of the branch (if applicable)

param branch def min {BRANCH}; #minimum angle shift of the branch

param branch def max {BRANCH}; #maximum angle shift of the branch

param branch g {(l,k,m) in BRANCH} :=

branch r[l,k,m]/(branch r[l,k,m]∧2+branch x[l,k,m]∧2);

param branch b {(l,k,m) in BRANCH} :=

-branch x[l,k,m]/(branch r[l,k,m]∧2+branch x[l,k,m]∧2);

# Definition of the objective weight factor

param objectif tso {OBJ}; #value of γ for the TSO

# Definition of the state variables

var bus voltage {i in BUS} ≥ bus v min[i], ≤ bus v max[i];
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var bus q gen {i in BUS} ≥ bus q min[i], ≤ bus q max[i];

var bus angle {i in BUS};

var branch tap {(l,k,m) in BRANCH}

≥ branch tap min[l,k,m], ≤ branch tap max[l,k,m];

var branch def {(l,k,m) in BRANCH}

≥ branch def min[l,k,m], ≤ branch def max[l,k,m];

# Definition of auxiliar variables

# matrix YBUS

set YBUS := setof{i in BUS} (i,i) union

setof {(l,k,m) in BRANCH} (k,m) union

setof {(l,k,m) in BRANCH} (m,k);

var G{(k,m) in YBUS} =

if(k == m) then (sum{(l,k,i) in BRANCH}

branch g[l,k,i]*branch tap[l,k,i]∧2 + sum{(l,i,k) in BRANCH} branch g[l,i,k])

else if(k != m) then (sum{(l,k,m) in BRANCH}

(-branch g[l,k,m]*cos(branch def[l,k,m])

-branch b[l,k,m]*sin(branch def[l,k,m]))*branch tap[l,k,m]

+sum{(l,m,k) in BRANCH} (-branch g[l,m,k]*cos(branch def[l,m,k])

+branch b[l,m,k]*sin(branch def[l,m,k]))*branch tap[l,m,k]);

var B{(k,m) in YBUS} =

if(k == m) then (sum{(l,k,i) in BRANCH}

(branch b[l,k,i]*branch tap[l,k,i]∧2 + branch c[l,k,i]/2)

+ sum(l,i,k) in BRANCH (branch b[l,i,k]+branch c[l,i,k]/2))

else if(k != m) then (sum{(l,k,m) in BRANCH}
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(branch g[l,k,m]*sin(branch def[l,k,m])

-branch b[l,k,m]*cos(branch def[l,k,m]))*branch tap[l,k,m]

+sum{(l,m,k) in BRANCH} (-branch g[l,m,k]*sin(branch def[l,m,k])

-branch b[l,m,k]*cos(branch def[l,m,k]))*branch tap[l,m,k]);

# Definition of the objective variables

var losses = sum{(l,k,m) in BRANCH} (branch g[l,k,m]*

(bus voltage[k]∧2*branch tap[l,k,m]∧2+bus voltage[m]∧2

-2*bus voltage[k]*bus voltage[m]*branch tap[l,k,m]*cos(bus angle[k]-bus angle[m])));

#active power losses

var support reactif = sumk in BUS : bus type[k] == 2 —— bus type[k] == 3

( bus q load[k] + sum(k,m) in YBUS (bus voltage[k]*bus voltage[m]*

(G[k,m]*sin(bus angle[k]-bus angle[m])-B[k,m]*cos(bus angle[k]-bus angle[m]))))∧2;

var objective = (1-objectif tso[1])*support reactif+objectif tso[1]*losses;

# Definition of the objective name

minimize objective optim : objective;

# Definition of the constraints

subject to bus Ref : bus angle[1]=0;

#sets the phase reference

subject to Sum Active {k in BUS}:

bus Compen*bus p gen[k] - bus p load[k]- sum{(k,m) in YBUS}

(bus voltage[k]*bus voltage[m]*(G[k,m]*cos(bus angle[k]-bus angle[m])

+B[k,m]*sin(bus angle[k]-bus angle[m]))) = 0;

#sets the sum of active power flows = 0, for each bus

subject to Sum Reactive {k in BUS}:
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bus q gen[k] - bus q load[k] - sum{(k,m) in YBUS}

(bus voltage[k]*bus voltage[m]*(G[k,m]*sin(bus angle[k]-bus angle[m])

-B[k,m]*cos(bus angle[k]-bus angle[m]))) = 0;

#sets the sum of reactive power flows = 0, for each bus
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APPENDIX B

NUMERICAL DATA FOR THE IEEE 118 BUS

BENCHMARK SYSTEM

Table 12: Bus data for the IEEE 118 bus system with three TSOs.

i Pi (MW) Qi (MW) Vmaxi (p.u.) Vmini (p.u.) TSO
1 51 27 1.06 0.94 2
2 20 9 1.06 0.94 2
3 39 10 1.06 0.94 2
4 39 12 1.06 0.94 2
5 0 0 1.06 0.94 2
6 52 22 1.06 0.94 2
7 19 2 1.06 0.94 2
8 28 0 1.06 0.94 2
9 0 0 1.06 0.94 2
10 0 0 1.06 0.94 2
11 70 23 1.06 0.94 2
12 47 10 1.06 0.94 2
13 34 16 1.06 0.94 2
14 14 1 1.06 0.94 2
15 90 30 1.06 0.94 2
16 25 10 1.06 0.94 2
17 11 3 1.06 0.94 2
18 60 34 1.06 0.94 2
19 45 25 1.06 0.94 2
20 18 3 1.06 0.94 2
21 14 8 1.06 0.94 2
22 10 5 1.06 0.94 2
23 7 3 1.06 0.94 2
24 13 0 1.06 0.94 1
25 0 0 1.06 0.94 2
26 0 0 1.06 0.94 2
27 71 13 1.06 0.94 2
28 17 7 1.06 0.94 2
29 24 4 1.06 0.94 2
30 0 0 1.06 0.94 2
31 43 27 1.06 0.94 2
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i Pi (MW) Qi (MW) Vmaxi (p.u.) Vmini (p.u.) TSO
32 59 23 1.06 0.94 2
33 23 9 1.06 0.94 1
34 59 26 1.06 0.94 1
35 33 9 1.06 0.94 1
36 31 17 1.06 0.94 1
37 0 0 1.06 0.94 1
38 0 0 1.06 0.94 1
39 27 11 1.06 0.94 1
40 66 23 1.06 0.94 1
41 37 10 1.06 0.94 1
42 96 23 1.06 0.94 1
43 18 7 1.06 0.94 1
44 16 8 1.06 0.94 1
45 53 22 1.06 0.94 1
46 28 10 1.06 0.94 1
47 34 0 1.06 0.94 1
48 20 11 1.06 0.94 1
49 87 30 1.06 0.94 1
50 17 4 1.06 0.94 1
51 17 8 1.06 0.94 1
52 18 5 1.06 0.94 1
53 23 11 1.06 0.94 1
54 113 32 1.06 0.94 1
55 63 22 1.06 0.94 1
56 84 18 1.06 0.94 1
57 12 3 1.06 0.94 1
58 12 3 1.06 0.94 1
59 277 113 1.06 0.94 1
60 78 3 1.06 0.94 1
61 0 0 1.06 0.94 1
62 77 14 1.06 0.94 1
63 0 0 1.06 0.94 1
64 0 0 1.06 0.94 1
65 0 0 1.06 0.94 1
66 39 18 1.06 0.94 1
67 28 7 1.06 0.94 1
68 0 0 1.06 0.94 1
69 0 0 1.06 0.94 1
70 66 20 1.06 0.94 1
71 0 0 1.06 0.94 1
72 12 0 1.06 0.94 1
73 6 0 1.06 0.94 1
74 68 27 1.06 0.94 3
75 47 11 1.06 0.94 3

126



i Pi (MW) Qi (MW) Vmaxi (p.u.) Vmini (p.u.) TSO
76 68 36 1.06 0.94 3
77 61 28 1.06 0.94 3
78 71 26 1.06 0.94 3
79 39 32 1.06 0.94 3
80 130 26 1.06 0.94 3
81 0 0 1.06 0.94 3
82 54 27 1.06 0.94 3
83 20 10 1.06 0.94 3
84 11 7 1.06 0.94 3
85 24 15 1.06 0.94 3
86 21 10 1.06 0.94 3
87 0 0 1.06 0.94 3
88 48 10 1.06 0.94 3
89 0 0 1.06 0.94 3
90 163 42 1.06 0.94 3
91 10 0 1.06 0.94 3
92 65 10 1.06 0.94 3
93 12 7 1.06 0.94 3
94 30 16 1.06 0.94 3
95 42 31 1.06 0.94 3
96 38 15 1.06 0.94 3
97 15 9 1.06 0.94 3
98 34 8 1.06 0.94 3
99 42 0 1.06 0.94 3
100 37 18 1.06 0.94 3
101 22 15 1.06 0.94 3
102 5 3 1.06 0.94 3
103 23 16 1.06 0.94 3
104 38 25 1.06 0.94 3
105 31 26 1.06 0.94 3
106 43 16 1.06 0.94 3
107 50 12 1.06 0.94 3
108 2 1 1.06 0.94 3
109 8 3 1.06 0.94 3
110 39 30 1.06 0.94 3
111 0 0 1.06 0.94 3
112 68 13 1.06 0.94 3
113 6 0 1.06 0.94 2
114 8 3 1.06 0.94 2
115 22 7 1.06 0.94 2
116 184 0 1.06 0.94 1
117 20 8 1.06 0.94 2
118 33 15 1.06 0.94 3
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Table 13: Generator data for the IEEE 118 bus system with three TSOs.

j Bus # PG
0
j (MW) QGmaxj (MVAr) QGminj (MVAr) V 0

j (p.u.)

1 1 0.00 15.00 -5.00 0.96
2 4 0.00 300.00 -300.00 1.00
3 6 0.00 50.00 -13.00 0.99
4 8 0.00 300.00 -300.00 1.02
5 10 450.00 200.00 -147.00 1.05
6 12 85.00 120.00 -35.00 0.99
7 15 0.00 30.00 -10.00 0.97
8 18 0.00 50.00 -16.00 0.97
9 19 0.00 -8.00 -8.00 0.96
10 24 0.00 300.00 -300.00 0.99
11 25 220.00 140.00 -47.00 1.05
12 26 314.00 1000.00 -1000.00 1.02
13 27 0.00 300.00 -300.00 0.97
14 31 7.00 300.00 -300.00 0.97
15 32 0.00 -14.00 -14.00 0.96
16 34 0.00 -8.00 -8.00 0.98
17 36 0.00 24.00 -8.00 0.98
18 40 0.00 300.00 -300.00 0.97
19 42 0.00 300.00 -300.00 0.99
20 46 19.00 100.00 -100.00 1.01
21 49 204.00 210.00 -85.00 1.03
22 54 48.00 300.00 -300.00 0.96
23 55 0.00 23.00 -8.00 0.95
24 56 0.00 15.00 -8.00 0.95
25 59 155.00 0.00 0.00 0.99
26 61 160.00 300.00 -100.00 1.00
27 62 0.00 20.00 -20.00 1.00
28 65 391.00 200.00 -67.00 1.01
29 66 392.00 200.00 -67.00 1.05
30 69 513.87 300.00 -300.00 1.04
31 70 0.00 32.00 -10.00 0.98
32 72 0.00 100.00 -100.00 0.98
33 73 0.00 100.00 -100.00 0.99
34 74 0.00 9.00 -6.00 0.96
35 76 0.00 23.00 -8.00 0.94
36 77 0.00 70.00 -20.00 1.01
37 80 477.00 280.00 -165.00 1.04
38 85 0.00 23.00 -8.00 0.99
39 87 4.00 1000.00 -100.00 1.02
40 89 607.00 300.00 -210.00 1.01
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j Bus # PG
0
j (MW) QGmaxj (MVAr) QGminj (MVAr) V 0

j (p.u.)

41 90 0.00 300.00 -300.00 0.99
42 91 0.00 100.00 -100.00 0.98
43 92 0.00 -3.00 -3.00 0.99
44 99 0.00 100.00 -100.00 1.01
45 100 252.00 155.00 -50.00 1.02
46 103 40.00 40.00 40.00 1.01
47 104 0.00 23.00 -8.00 0.97
48 105 0.00 -8.00 -8.00 0.97
49 107 0.00 200.00 -200.00 0.95
50 110 0.00 23.00 -8.00 0.97
51 111 36.00 1000.00 -100.00 0.98
52 112 0.00 1000.00 -100.00 0.98
53 113 0.00 200.00 -100.00 0.99
54 116 0.00 1000.00 -1000.00 1.01

Table 14: Branch data for the IEEE 118 bus system with three TSOs.

k From bus # To bus # rk (p.u.) xk (p.u.) gk (p.u.) ρk

1 1 2 0.0303 0.0999 0.0254 0
2 1 3 0.0129 0.0424 0.01082 0
3 4 5 0.00176 0.00798 0.0021 0
4 3 5 0.0241 0.108 0.0284 0
5 5 6 0.0119 0.054 0.01426 0
6 6 7 0.00459 0.0208 0.0055 0
7 8 9 0.00244 0.0305 1.162 0
8 8 5 0 0.0267 0 0.985
9 9 10 0.00258 0.0322 1.23 0
10 4 11 0.0209 0.0688 0.01748 0
11 5 11 0.0203 0.0682 0.01738 0
12 11 12 0.00595 0.0196 0.00502 0
13 2 12 0.0187 0.0616 0.01572 0
14 3 12 0.0484 0.16 0.0406 0
15 7 12 0.00862 0.034 0.00874 0
16 11 13 0.02225 0.0731 0.01876 0
17 12 14 0.0215 0.0707 0.01816 0
18 13 15 0.0744 0.2444 0.06268 0
19 14 15 0.0595 0.195 0.0502 0
20 12 16 0.0212 0.0834 0.0214 0
21 15 17 0.0132 0.0437 0.0444 0
22 16 17 0.0454 0.1801 0.0466 0
23 17 18 0.0123 0.0505 0.01298 0
24 18 19 0.01119 0.0493 0.01142 0
25 19 20 0.0252 0.117 0.0298 0
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k From bus # To bus # rk (p.u.) xk (p.u.) gk (p.u.) ρk
26 15 19 0.012 0.0394 0.0101 0
27 20 21 0.0183 0.0849 0.0216 0
28 21 22 0.0209 0.097 0.0246 0
29 22 23 0.0342 0.159 0.0404 0
30 23 24 0.0135 0.0492 0.0498 0
31 23 25 0.0156 0.08 0.0864 0
32 26 25 0 0.0382 0 0.96
33 25 27 0.0318 0.163 0.1764 0
34 27 28 0.01913 0.0855 0.0216 0
35 28 29 0.0237 0.0943 0.0238 0
36 30 17 0 0.0388 0 0.96
37 8 30 0.00431 0.0504 0.514 0
38 26 30 0.00799 0.086 0.908 0
39 17 31 0.0474 0.1563 0.0399 0
40 29 31 0.0108 0.0331 0.0083 0
41 23 32 0.0317 0.1153 0.1173 0
42 31 32 0.0298 0.0985 0.0251 0
43 27 32 0.0229 0.0755 0.01926 0
44 15 33 0.038 0.1244 0.03194 0
45 19 34 0.0752 0.247 0.0632 0
46 35 36 0.00224 0.0102 0.00268 0
47 35 37 0.011 0.0497 0.01318 0
48 33 37 0.0415 0.142 0.0366 0
49 34 36 0.00871 0.0268 0.00568 0
50 34 37 0.00256 0.0094 0.00984 0
51 38 37 0 0.0375 0 0.935
52 37 39 0.0321 0.106 0.027 0
53 37 40 0.0593 0.168 0.042 0
54 30 38 0.00464 0.054 0.422 0
55 39 40 0.0184 0.0605 0.01552 0
56 40 41 0.0145 0.0487 0.01222 0
57 40 42 0.0555 0.183 0.0466 0
58 41 42 0.041 0.135 0.0344 0
59 43 44 0.0608 0.2454 0.06068 0
60 34 43 0.0413 0.1681 0.04226 0
61 44 45 0.0224 0.0901 0.0224 0
62 45 46 0.04 0.1356 0.0332 0
63 46 47 0.038 0.127 0.0316 0
64 46 48 0.0601 0.189 0.0472 0
65 47 49 0.0191 0.0625 0.01604 0
66 42 49 0.0715 0.323 0.086 0
67 42 49 0.0715 0.323 0.086 0
68 45 49 0.0684 0.186 0.0444 0
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k From bus # To bus # rk (p.u.) xk (p.u.) gk (p.u.) ρk
69 48 49 0.0179 0.0505 0.01258 0
70 49 50 0.0267 0.0752 0.01874 0
71 49 51 0.0486 0.137 0.0342 0
72 51 52 0.0203 0.0588 0.01396 0
73 52 53 0.0405 0.1635 0.04058 0
74 53 54 0.0263 0.122 0.031 0
75 49 54 0.073 0.289 0.0738 0
76 49 54 0.0869 0.291 0.073 0
77 54 55 0.0169 0.0707 0.0202 0
78 54 56 0.00275 0.00955 0.00732 0
79 55 56 0.00488 0.0151 0.00374 0
80 56 57 0.0343 0.0966 0.0242 0
81 50 57 0.0474 0.134 0.0332 0
82 56 58 0.0343 0.0966 0.0242 0
83 51 58 0.0255 0.0719 0.01788 0
84 54 59 0.0503 0.2293 0.0598 0
85 56 59 0.0825 0.251 0.0569 0
86 56 59 0.0803 0.239 0.0536 0
87 55 59 0.04739 0.2158 0.05646 0
88 59 60 0.0317 0.145 0.0376 0
89 59 61 0.0328 0.15 0.0388 0
90 60 61 0.00264 0.0135 0.01456 0
91 60 62 0.0123 0.0561 0.01468 0
92 61 62 0.00824 0.0376 0.0098 0
93 63 59 0 0.0386 0 0.96
94 63 64 0.00172 0.02 0.216 0
95 64 61 0 0.0268 0 0.985
96 38 65 0.00901 0.0986 1.046 0
97 64 65 0.00269 0.0302 0.38 0
98 49 66 0.018 0.0919 0.0248 0
99 49 66 0.018 0.0919 0.0248 0
100 62 66 0.0482 0.218 0.0578 0
101 62 67 0.0258 0.117 0.031 0
102 65 66 0 0.037 0 0.935
103 66 67 0.0224 0.1015 0.02682 0
104 65 68 0.00138 0.016 0.638 0
105 47 69 0.0844 0.2778 0.07092 0
106 49 69 0.0985 0.324 0.0828 0
107 68 69 0 0.037 0 0.935
108 69 70 0.03 0.127 0.122 0
109 24 70 0.00221 0.4115 0.10198 0
110 70 71 0.00882 0.0355 0.00878 0
111 24 72 0.0488 0.196 0.0488 0
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k From bus # To bus # rk (p.u.) xk (p.u.) gk (p.u.) ρk
112 71 72 0.0446 0.18 0.04444 0
113 71 73 0.00866 0.0454 0.01178 0
114 70 74 0.0401 0.1323 0.03368 0
115 70 75 0.0428 0.141 0.036 0
116 69 75 0.0405 0.122 0.124 0
117 74 75 0.0123 0.0406 0.01034 0
118 76 77 0.0444 0.148 0.0368 0
119 69 77 0.0309 0.101 0.1038 0
120 75 77 0.0601 0.1999 0.04978 0
121 77 78 0.00376 0.0124 0.01264 0
122 78 79 0.00546 0.0244 0.00648 0
123 77 80 0.017 0.0485 0.0472 0
124 77 80 0.0294 0.105 0.0228 0
125 79 80 0.0156 0.0704 0.0187 0
126 68 81 0.00175 0.0202 0.808 0
127 81 80 0 0.037 0 0.935
128 77 82 0.0298 0.0853 0.08174 0
129 82 83 0.0112 0.03665 0.03796 0
130 83 84 0.0625 0.132 0.0258 0
131 83 85 0.043 0.148 0.0348 0
132 84 85 0.0302 0.0641 0.01234 0
133 85 86 0.035 0.123 0.0276 0
134 86 87 0.02828 0.2074 0.0445 0
135 85 88 0.02 0.102 0.0276 0
136 85 89 0.0239 0.173 0.047 0
137 88 89 0.0139 0.0712 0.01934 0
138 89 90 0.0518 0.188 0.0528 0
139 89 90 0.0238 0.0997 0.106 0
140 90 91 0.0254 0.0836 0.0214 0
141 89 92 0.0099 0.0505 0.0548 0
142 89 92 0.0393 0.1581 0.0414 0
143 91 92 0.0387 0.1272 0.03268 0
144 92 93 0.0258 0.0848 0.0218 0
145 92 94 0.0481 0.158 0.0406 0
146 93 94 0.0223 0.0732 0.01876 0
147 94 95 0.0132 0.0434 0.0111 0
148 80 96 0.0356 0.182 0.0494 0
149 82 96 0.0162 0.053 0.0544 0
150 94 96 0.0269 0.0869 0.023 0
151 80 97 0.0183 0.0934 0.0254 0
152 80 98 0.0238 0.108 0.0286 0
153 80 99 0.0454 0.206 0.0546 0
154 92 100 0.0648 0.295 0.0472 0
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k From bus # To bus # rk (p.u.) xk (p.u.) gk (p.u.) ρk
155 94 100 0.0178 0.058 0.0604 0
156 95 96 0.0171 0.0547 0.01474 0
157 96 97 0.0173 0.0885 0.024 0
158 98 100 0.0397 0.179 0.0476 0
159 99 100 0.018 0.0813 0.0216 0
160 100 101 0.0277 0.1262 0.0328 0
161 92 102 0.0123 0.0559 0.01464 0
162 101 102 0.0246 0.112 0.0294 0
163 100 103 0.016 0.0525 0.0536 0
164 100 104 0.0451 0.204 0.0541 0
165 103 104 0.0466 0.1584 0.0407 0
166 103 105 0.0535 0.1625 0.0408 0
167 100 106 0.0605 0.229 0.062 0
168 104 105 0.00994 0.0378 0.00986 0
169 105 106 0.014 0.0547 0.01434 0
170 105 107 0.053 0.183 0.0472 0
171 105 108 0.0261 0.0703 0.01844 0
172 106 107 0.053 0.183 0.0472 0
173 108 109 0.0105 0.0288 0.0076 0
174 103 110 0.03906 0.1813 0.0461 0
175 109 110 0.0278 0.0762 0.0202 0
176 110 111 0.022 0.0755 0.02 0
177 110 112 0.0247 0.064 0.062 0
178 17 113 0.00913 0.0301 0.00768 0
179 32 113 0.0615 0.203 0.0518 0
180 32 114 0.0135 0.0612 0.01628 0
181 27 115 0.0164 0.0741 0.01972 0
182 114 115 0.0023 0.0104 0.00276 0
183 68 116 0.00034 0.00405 0.164 0
184 12 117 0.0329 0.14 0.0358 0
185 75 118 0.0145 0.0481 0.01198 0
186 76 118 0.0164 0.0544 0.01356 0
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APPENDIX C

NUMERICAL DATA FOR THE IEEE 39 BUS

BENCHMARK SYSTEM

Table 15: Bus data for the IEEE 39 bus system with three TSOs.

i Pi (MW) Qi (MW) Vmaxi (p.u.) Vmini (p.u.) TSO

1 0 0 1.06 0.94 1
2 0 0 1.06 0.94 2
3 322 2.4 1.06 0.94 2
4 500 184 1.06 0.94 1
5 0 0 1.06 0.94 1
6 0 0 1.06 0.94 1
7 233.8 84 1.06 0.94 1
8 522 176.6 1.06 0.94 1
9 0 0 1.06 0.94 1
10 0 0 1.06 0.94 1
11 0 0 1.06 0.94 1
12 8.5 88 1.06 0.94 1
13 0 0 1.06 0.94 1
14 0 0 1.06 0.94 1
15 320 153 1.06 0.94 3
16 329.4 32.3 1.06 0.94 3
17 0 0 1.06 0.94 2
18 158 30 1.06 0.94 2
19 0 0 1.06 0.94 3
20 680 103 1.06 0.94 3
21 274 115 1.06 0.94 3
22 0 0 1.06 0.94 3
23 247.5 84.6 1.06 0.94 3
24 308.6 -92.2 1.06 0.94 3
25 224 47.2 1.06 0.94 2
26 139 17 1.06 0.94 2
27 281 75.5 1.06 0.94 2
28 206 27.6 1.06 0.94 2
29 283.5 26.9 1.06 0.94 2
30 0 0 1.06 0.94 2
31 9.2 4.6 1.06 0.94 1
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i Pi (MW) Qi (MW) Vmaxi (p.u.) Vmini (p.u.) TSO
32 0 0 1.06 0.94 1
33 0 0 1.06 0.94 3
34 0 0 1.06 0.94 3
35 0 0 1.06 0.94 3
36 0 0 1.06 0.94 3
37 0 0 1.06 0.94 2
38 0 0 1.06 0.94 2
39 1104 250 1.06 0.94 1

Table 16: Generator data for the IEEE 39 bus system with three TSOs.

j Bus # PG
0
j (MW) QGmaxj (MVAr) QGminj (MVAr) V 0

j (p.u.)

1 30 250 9999.00 -9999.00 1.05
2 31 573.2359 9999.00 -9999.00 0.98
3 32 650 9999.00 -9999.00 0.98
4 33 632 9999.00 -9999.00 1.00
5 34 508 9999.00 -9999.00 1.01
6 35 650 9999.00 -9999.00 1.05
7 36 560 9999.00 -9999.00 1.06
8 37 540 9999.00 -9999.00 1.03
9 38 830 9999.00 -9999.00 1.03
10 39 1000 9999.00 -9999.00 1.03

Table 17: Branch data for the IEEE 39 bus system with three TSOs.

k From bus # To bus # rk (p.u.) xk (p.u.) gk (p.u.) ρk

1 1 2 0.0035 0.0411 0.6987 0
2 1 39 0.001 0.025 0.75 0
3 2 3 0.0013 0.0151 0.2572 0
4 2 25 0.007 0.0086 0.146 0
5 3 4 0.0013 0.0213 0.2214 0
6 3 18 0.0011 0.0133 0.2138 0
7 4 5 0.0008 0.0128 0.1342 0
8 4 14 0.0008 0.0129 0.1382 0
9 5 6 0.0002 0.0026 0.0434 0
10 5 8 0.0008 0.0112 0.1476 0
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k From bus # To bus # rk (p.u.) xk (p.u.) gk (p.u.) ρk
11 6 7 0.0006 0.0092 0.113 0
12 6 11 0.0007 0.0082 0.1389 0
13 7 8 0.0004 0.0046 0.078 0
14 8 9 0.0023 0.0363 0.3804 0
15 9 39 0.001 0.025 1.2 0
16 10 11 0.0004 0.0043 0.0729 0
17 10 13 0.0004 0.0043 0.0729 0
18 13 14 0.0009 0.0101 0.1723 0
19 14 15 0.0018 0.0217 0.366 0
20 15 16 0.0009 0.0094 0.171 0
21 16 17 0.0007 0.0089 0.1342 0
22 16 19 0.0016 0.0195 0.304 0
23 16 21 0.0008 0.0135 0.2548 0
24 16 24 0.0003 0.0059 0.068 0
25 17 18 0.0007 0.0082 0.1319 0
26 17 27 0.0013 0.0173 0.3216 0
27 21 22 0.0008 0.014 0.2565 0
28 22 23 0.0006 0.0096 0.1846 0
29 23 24 0.0022 0.035 0.361 0
30 25 26 0.0032 0.0323 0.513 0
31 26 27 0.0014 0.0147 0.2396 0
32 26 28 0.0043 0.0474 0.7802 0
33 26 29 0.0057 0.0625 1.029 0
34 28 29 0.0014 0.0151 0.249 0
35 12 11 0.0016 0.0435 0 1.006
36 12 13 0.0016 0.0435 0 1.006
37 6 31 0 0.025 0 1.07
38 10 32 0 0.02 0 1.07
39 19 33 0.0007 0.0142 0 1.07
40 20 34 0.0009 0.018 0 1.009
41 22 35 0 0.0143 0 1.025
42 23 36 0.0005 0.0272 0 1
43 25 37 0.0006 0.0232 0 1.025
44 2 30 0 0.0181 0 1.025
45 29 38 0.0008 0.0156 0 1.025
46 19 20 0.0007 0.0138 0 1.06
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