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UNIVERSITÉ DE NICE-SOPHIA ANTIPOLIS
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Introduction

My main research topic is about developing new domain decomposition algorithms for the
solution of systems of partial differential equations. This was mainly applied to fluid dy-
namics problems (as compressible Euler or Stokes equations) and electromagnetics (time-
harmonic and time-domain first order system of Maxwell’s equations). Since the solution
of large linear systems is strongly related to the application of a discretization method, I
was also interested in developing and analyzing the application of high order methods (such
as Discontinuos Galerkin methods) to Maxwell’s equations (sometimes in conjuction with
time-discretization schemes in the case of time-domain problems).

As an active member of NACHOS project (besides my main affiliation as an assis-
tant professor at University of Nice), I had the opportunity to develop certain directions
in my research, by interacting with permanent et non-permanent members (Post-doctoral
researchers) or participating to supervision of PhD Students. This is strongly reflected in
a part of my scientific contributions so far. This memoir is composed of three parts: the
first is about the application of Schwarz methods to fluid dynamics problems; the second
about the high order methods for the Maxwell’s equations and the last about the domain
decomposition algorithms for wave propagation problems.

Schwarz algorithms/preconditioning methods for fluid dynamics problems.

This work is the concretization of a long time collaboration with Frédéric Nataf (DR
CNRS, University Paris VI) and Stéphane Lanteri (DR INRIA, Sophia Antipolis). We need
to underline that there were few contributions on the application of Schwarz methods to
complex systems of PDEs, such as compressible Euler system. We have studied the con-
struction of non-overlapping domain decomposition methods for the Euler equations. These
methods lead to very fast resolution using parallel computers.

Different points of view have been approached in this study. The first one was the anal-
ysis of classical Schwarz type algorithms [3, 6]; The second was the construction of even
faster algorithms using more sophisticated interface conditions [4, 5]. Nevertheless, in order
to have a sufficiently simple and general method, another approch has been studied in [9]
using a more general flux decomposition at the interface between subdomains.
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Another aspect of these methods is concerned with the developpement of preconditoning
methods using symbolic algebra tools such as Smith factorization (Smith normal forms).
This completely original approach in the scientific computing community, allows a more in-
trinsic study of the systems of PDEs and the derivation of new methods which are more
robust that the simple extensions of those applied to the scalar ones. This work was ac-
complished in collaboration with Frédéric Nataf (DR CNRS, Université Paris VI) and Gerd
Rapin (University of Göttingen). Using ideas from the preconditioning methods for the
scalar equations and more precisely of Robin-Robin preconditionner, one can easily extend
these methods to systems of equations using the Smith factorization. The Euler system has
been studied in [11] and a more general principle has been shown in [8] and presented in
detail for the Stokes equations in [19].

The last aspect that has been considered in collaboration with Stéphane Lanteri (DR
INRIA, Sophia Antipolis) was the study of different aspects of parallelism when solving a
problem by a domain decomposition method. Questions of scalability, speed-up, choice of
local solvers have been studied in [7] for the resolution of compressible flows.

DG-Pp (Discontinuous Galerkin of order p) methods for time-harmonic and time-
domain Maxwell’s equations

DG-Pp methods for time-harmonic problems
In the context of the PhD thesis of Hugo Fol, which I co-supervised (from October 2003
to September 2006), we have developed a finite volume method DGFD-P0 (DGFD -Pk
= Discontinuous Galerkin Frequency Domain method with local approximations of order
k) formulation and a discontinuous Galerkin formulation based on a linear interpolation
method (DGFD-P1 formulation) for the numerical resolution of the time-harmonic Maxwell
equations on unstructured tetrahedral meshes. Initially, the DGFD-P0 and DGFD-P1 for-
mulations that we have developed rely on the use of a centered scheme for the evaluation
of fluxes between neighboring elements are applied to the discretization of the first-order
form (or mixed form) of the Maxwell equations. In ulterior works, in collaboration with
Ronan Perrussel (former Post-doctoral researcher of NACHOS team, now CNRS researcher
at Ampère Laboratory from the École Centrale de Lyon) we performed an extensive numer-
ical study of the use of different fluxes for our DGFD-Pp formulations for the first-order
time-harmonic Maxwell equations (see [15]) which proved that the centered scheme is not
necessarily the best choice for the time-harmonic problem.

Hybrid explicit/implicit time integration strategies
Nowadays, a variety of methods exist for the numerical treatment of the time-domain
Maxwell equations, ranging from the well established and still prominent finite difference
time-domain (FDTD) methods based on Yee’s scheme to the more recent finite element time
domain (FETD) and discontinuous Galerkin time domain (DGTD) methods. Explicit time
integration schemes such as the leap-frog scheme adopted in the DGTD methods that have
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been developed so far are subjected to stability conditions that become very restrictive when
the underlying mesh is locally refined since the global time step is deduced from the vol-
ume of the smallest mesh element. Two main strategies can be considered to improve this
situation: local time stepping and implicit time integration. We have recently completed
a preliminary work on the design of implicit time integration schemes for solving the time-
domain Maxwell equations. In this work, an implicit version of the centered finite volume
method previously proposed by Remaki is developed by resorting to a Crank-Nicolson time
integration scheme in place of the leap-frog scheme. The resulting implicit discontinuous
Galerkin time-domain (IDGTD) method is non-dissipative and unconditionally stable how-
ever, it is also more dispersive than the original, explicit, version. In the framework of the
PhD thesis of Adrien Catella (October 2005-September 2008), we have extended this work
to IDGTD-Pp formulations (see [24] for details). While doing so, we have studied high or-
der time integration schemes since a numerical dispersion analysis of the IDGTD-P0 and
IDGTD-P1 methods in 1D shows that the second-order Crank-Nicolson scheme is the source
of a temporal dispersion error term.

Domain decomposition methods for wave propagation problems

This research theme consists in the formulation, analysis and concrete evaluation of
Schwarz type domain decomposition methods in conjunction with discontinuous Galerkin
approximation methods on unstructured meshes for the calculation of time-domain and
time-harmonic wave propagation problems in heterogeneous media. In these algorithms, a
first order absorbing condition is imposed at the interfaces between neighboring subdomains.
This interface condition is equivalent to a Dirichlet condition for characteristic variables asso-
ciated to incoming waves. For this reason, it is often referred as a natural interface condition.
From the discretization viewpoint, this interface condition gives rise to a boundary integral
term which is treated using a flux splitting scheme similar to the one applied at a physical
absorbing boundary where a Silver-Müller condition is applied. Whatsoever is the overlap-
ping strategy, the Schwarz algorithm can be used as a global solver or it can be reformulated
as a Richardson iterative method acting on an interface system. In the latter case, the it-
erative resolution of the interface system can be performed in a more efficient way using a
Krylov method. This approach has been implemented in the context of low order discontin-
uous Galerkin methods (finite volume method and discontinuous Galerkin method based on
linear interpolation) in [16] (in collaboration with Ronan Perrussel and Stéphane Lanteri)
after a preliminary study of the use of the different fluxes in [15].

Beside Schwarz algorithms based on natural interface conditions, we also studied algo-
rithms that make use of more effective transmission conditions. From the theoretical point
of view, this represents a much more challenging goal since most of the existing results on
optimized Schwarz algorithms have been obtained for scalar PDEs. We extended the tech-
niques for obtaining optimized Schwarz methods previously developed for the scalar PDEs to
systems of PDEs by using appropriate relationships between systems and equivalent scalar
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problems. For the time-harmonic Maxwell equations, we can derive Schwarz algorithms in a
similar way. As for the time-domain Maxwell equations, similar ideas of equivalence between
scalar problems and systems can be applied, the main differences lying in the fact that the
classical corresponding algorithms may not converge. The use of more sophisticated, opti-
mized boundary conditions is then mandatory. Interface conditions of this kind (optimized
Schwarz methods) for the time-harmonic Maxwell equations were extensively studied in [20]
(in collaboration with Martin J. Gander from University of Geneva and Luca Gerardo-Giorda
from University of Trento) and tested in conjuction with a Discontinuous Galerkin method
in [18] (in collaboration with Ronan Perrussel and Stéphane Lanteri).

This memoir is organized as follows:

• In Chapter 1, the main results concerning the application of Schwarz algorithms or
preconditionning methods to fluid dynamics problems, are presented. For details or
proofs, refer to the following papers: [6], [11] and [19]. Other works in relation with
this topic (but not presented here) are: [7] , [8], [9] and [10].

• In Chapter 2, the main results concerning the application of Discontinuous Galerkin
methods to Maxwell’s equations are presented. For details refer to the following papers:
[15] , [21]. Other works in relation to these topics (but not presented here) are [24]
and [18].

• In Chapter 3, the main results concerning the application of domain decomposition
methods to Maxwell’s equations are presented. For details refer to the following papers:
[20] and [16] . Another work in relation to these topics (but not presented here) is [18].

The works that cannot be included in one of the above categories: [13] (behavior of Schwarz
algorithms applied to Cauchy-Riemann equations) and [14] (p-Multigrid applied to triangular
spectral element methods).
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Chapter 1

Schwarz algorithms/preconditioning
methods for fluid dynamics problems

As it is already known, the numerical simulation relies heavily on solving linear systems of
equations. For the large scale problems we deal with in today’s standard applications, it is
necessary to rely on iterative Krylov methods, interesting because of their limited memory
requirements and scalability properties. They are preconditioned by domain decomposition
methods, incomplete factorizations, or multigrid preconditioners. These methods are well
understood and efficient for scalar symmetric equations (Laplacian, biLaplacian, ...), and
to some extent for non symmetric equations (convection-diffusion, ...). But they exhibit
poor performance and lack robustness when they are used for systems of PDEs, especially
for the non symmetric case (fluid mechanics, porous media, ...). In the following, several
attempts to solve non-trivial systems, such as Euler, Stokes or Oseen equations, by domain
decomposition methods are presented. To start with, a very simple idea to define a Schwarz
algorithm is presented and analyzed in section 1.1. Afterwards, an algebraic idea to design
new preconditioners is shown in section 1.2 with illustration of application on Euler and
Stokes equations.

1.1 Convergence analysis of a Schwarz algorithm for

the Euler equations

This work is concerned with the convergence analysis of the method adopted in [1] . When
dealing with supersonic flows, whatever the space dimension is, imposing the appropriate
characteristic variables as interface conditions leads to a convergence of the algorithm which
is optimal with regards to the number of subdomains. This property is generally lost for
subsonic flows except for the case of one-dimensional problems, when the optimality is again
expressed as the number of iterations being equal to the number of subdomains (see Bjørhus
[Bjø95b] and Quarteroni [Qua90] for more details). For higher space dimensions, one cannot
analyze the convergence of the algorithm in the same way. Therefore, a new kind of approach
is required in the latter case. In a similar context, Clerc [Cle98] gives a convergence proof for
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the additive Schwarz algorithm applied to the solution of a general linear hyperbolic system
of PDEs, in the two- and three-dimensional cases, based on an energy estimate. We note that
this proof is limited to a non-overlapping decomposition of the computational domain and no
quantitative results on the convergence rate are provided. Here, we study the convergence of
the proposed algorithm from a quantitative point of view in the two- and three-dimensional
cases, and for overlapping and non-overlapping decompositions, by applying a Fourier anal-
ysis. For the sake of simplicity, we limit the analysis to decompositions into two- and three
subdomains and we provide analytical expressions of the convergence rate of the Schwarz
algorithm applied to the linearized equations. Surprisingly, there exist flow conditions for
which the asymptotic convergence rate is equal to zero. Moreover, this result is independent
of the spatial dimension. The same convergence analysis is performed on the discretized
equations by means of the finite volume formulation considered in [1] but adapted here to
a quadrangular mesh. We obtain the discrete counterpart of the convergence rate which is
now a function of the mesh size. We observe that its expression is similar to the one char-
acterizing an overlapping Schwarz algorithm in the continuous case with a one cell overlap.
In other words, the cell-based partitioning and the vertex centered finite volume formulation
adopted in [1] naturally corresponds to a discrete formulation of an overlapping continuous
Schwarz algorithm (although we use a non-overlapping element-based partitioning).

We introduce here the additive Schwarz algorithm which is at the heart of our study and
we mention an existing result concerning the convergence of the algorithm. To begin with,
we consider a general system of hyperbolic conservation laws of the form

∂W

∂t
+

d
∑

i=1

∂Fi(W )

∂xi

= 0 where W ∈ R
p, (1.1)

where d denotes the spatial dimension and p the dimension of the system. The flux vectors
(or flux functions) Fi(W ) are assumed differentiable with respect to the state vector W =
W (x, t). In the general case, these flux vectors are non-linear functions of W . Under the
hypothesis that the solution is regular, we can also write a non-conservative (or quasi-linear)
equivalent form of equation (1.1),

∂W

∂t
+

d
∑

i=1

Ai(W )
∂W

∂xi

= 0, (1.2)

where the Ai are the Jacobian matrices of the flux vectors. We first integrate (1.1) in time
using a backward Euler implicit scheme involving a linearization of the flux functions. This
operation results in the linearized system

L(δW ) ≡ 1

∆t
δW +

d
∑

i=1

Ai
∂δW

∂xi

= f, (1.3)

where δW ≡ W n+1 −W n, W n+1 = W (x, (n + 1)∆t), and Ai is a shorthand for Ai(W
n).
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We recall below a well known result (see for instance Clerc [Cle98]) for the boundary value
problem (BVP) associated with system (1.3).

Theorem 1 Let f ∈ L2(Ω)p and g ∈ L2
A(∂Ω) with

L2
A(∂Ω) = {U such that

∫

∂Ω

|An|U ·Udσ <∞}, L2
A′(∂Ω) = {U such that

∫

∂Ω

|An|−1U ·Udσ <∞}

Then, the following BVP problem is well posed











L(U) =
Id

∆t
U +

d
∑

i=1

Ai
∂U

∂xi

= f in Ω,

A−
nU = A−

ng on ∂Ω,

(1.4)

where An =
∑d

i=1 Aini is diagonalizable (since the original system (1.1) is hyperbolic) and
whose diagonalization writes as An = TΛT−1 = Tdiag(λi)T

−1. In these expressions, n =
(n1, . . . , nd) denotes the outward normal vector at any point of ∂Ω while the negative and
absolute parts of An are respectively defined by A−

n = TΛ−T−1 = Tdiag(min{λi, 0})T−1 and
|An| = T |Λ|T−1 = Tdiag(|λi|)T−1. The unique solution U of (1.4) lies in H̃ defined by

H̃ = {U ∈ L2(Ω)p such that
d
∑

i=1

Ai∂xi
U ∈ L2(Ω)p and U |∂Ω ∈ L2

A(∂Ω)}.

Furthermore, if f = 0 we have the estimate

C0‖U‖2L2(Ω) + ‖A+
nU‖2L2

A′
(∂Ω) ≤ ‖A−

ng‖2L2
A′

(∂Ω), (1.5)

where A+
n = TΛ+T−1 = Tdiag(max{λi, 0})T−1.

In the following, we are interested in solving the BVP problem (1.4) in a domain decom-
position framework by using an additive Schwarz algorithm based on transmission conditions
at subdomain interfaces that consist of Dirichlet conditions for the characteristic variables
corresponding to incoming waves (a formulation already considered by Bjørhus [Bjø95b] and
by Quarteroni and Stolcis [QS96]). In other words, the treatment of the boundary condition
on the physical boundary in eq. (1.4) is extended to the artificial boundaries defined by in-
terfaces between neighboring subdomains. We note that this algorithm has been previously
studied from the numerical point of view in Dolean and Lanteri [1] in the context of the calcu-
lation of steady compressible inviscid flows governed by the two-dimensional Euler equations.

We consider a decomposition of the domain Ω into N overlapping or non-overlapping
subdomains Ω =

⋃N
i=1 Ωi. We denote by nij the outward normal to the interface between Ωi

and a neighboring subdomain Ωj. Let W
(0)
i denote the initial approximation of the solution

in subdomain Ωi. A general additive Schwarz algorithm for computing (W
(k+1)
i )1≤i≤N from

(W
(k)
i )1≤i≤N (where k defines the iteration of the Schwarz algorithm) is
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









LW
(k+1)
i = f in Ωi,

CijW
(k+1)
i = CijW

(k)
j on Γij = ∂Ωi ∩ Ωj,

A−
nW

(k+1)
i = A−

ng on ∂Ω ∩ ∂Ωi,

(1.6)

where the Cij are interface transmission operators and g is given. Note that in equation (1.6)
we have used that L and Cij are linear operators. Similar algorithms have been extensively
studied by Nataf [Nat96], Nataf et al. [NRdS95], Japhet et al. [JNR01] and Japhet and Nataf
[JN00] for convection-diffusion problems and by Engquist and Zhao [EHK98] and Gander et
al. [GMN02] for some elliptic problems. In particular, these authors have considered the use
of high-order optimized interface conditions, inspired by the concept of absorbing boundary
conditions for unbounded domains [EM77], for improving the convergence of the Schwarz
algorithm.

Remark 1 The so-called classical interface conditions are characterized by interface opera-
tors of the form Cij = A−

nij
. The corresponding formulation of the Schwarz algorithm (1.6)

is the one adopted in [1] . It is also possible to consider a space-time decomposition for the
time dependent equation as in [GHN99]. The interface conditions can be defined as well in
terms of flux splitting. In [Bjø95b], the convergence of the Schwarz algorithm is analyzed for
the semi-discrete (in space but not in time) equations.

For general linear hyperbolic systems of PDEs, whatever the space dimension is, Clerc
[Cle98] proved the convergence of the Schwarz algorithm in the case of non-overlapping
decompositions.

Theorem 2 Let E
(k)
i = W

(k)
i −W|∂Ωi

be the error vector associated with the restriction of the
global solution of the problem to subdomain Ωi . Then, the Schwarz algorithm with classical
transmission conditions converges

lim
k→∞
‖E(k)

i ‖L2(Ωi)p = 0 and lim
k→∞
‖

d
∑

j=1

Aj∂jE
(k)
i ‖L2(Ωi)p = 0.

We can now study the convergence of the additive Schwarz algorithm (1.6) based on the
classical interface conditions Cij = A−

nij
when applied to the solution of the 2D and 3D Euler

equations that model inviscid compressible flows. Contrary to Clerc[Cle98], we consider both
overlapping and non-overlapping decompositions. First, we recall the conservative for of the
Euler equations in the two-dimensional case:

∂W

∂t
+
−→∇ .IF(W ) = 0 , W = (ρ, ρV , E)T ,

−→∇ =

(

∂

∂x
,

∂

∂y

)T

. (1.7)

In equation (1.19), W = W (x, t) is the vector of conservative variables, x and t re-
spectively denote the space and time variables and IF(W ) = (F1(W ) , F2(W ))T is the
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conservative flux vector whose components are given by

F1(W ) =









ρu
ρu2 + p

ρuv
u(E + p)









, F2(W ) =









ρv
ρuv

ρv2 + p
v(E + p)









.

In the above expressions, ρ is the density, V = (u, v)T is the velocity vector, E is the
total energy per unit of volume and p is the pressure. The pressure is deduced from the
other variables using the state equation for a perfect gas p = (γs− 1)(E− 1

2
ρ ‖ V ‖2), where

γs is the ratio of the specific heats (γs = 1.4 for the air).

Then, we consider a two-subdomain decomposition of the real space R
d (d = 2 or 3) into

two overlapping subdomains such that Ω1 =] −∞, γ[×R
d−1 and Ω2 =]β, +∞[×R

d−1 where
β ≤ γ. We study the convergence of the Schwarz algorithm in two- and three-dimensions
assuming subsonic flow conditions. We recall that in the multi-dimensional supersonic case,
the Schwarz algorithm converges in two steps for a two-subdomain decomposition. The
starting point of our analysis is given by the linearized form (1.3) of the Euler equations

LW ≡ Id

∆t
W + A1

∂W

∂x1

+
d
∑

i=2

Ai
∂W

∂xi

= f, (1.8)

with Ai ≡ Ai(W ) where W denotes the constant vector state used for the linearization of
the Euler equations. First, we apply the change of variable U = T−1W to the above system
which is based on the eigenvector factorization of A1 = TΛT−1. hen, (1.8) becomes

L̃U ≡ bU + Λ
∂U

∂x1

+
d
∑

i=2

Bi
∂U

∂xi

= T−1f with b =
1

∆t
, (1.9)

where Bi = T−1AiT and Λ = diag(λi) is the diagonal matrix from the diagonalization of A1.
To estimate the convergence rate of the Schwarz algorithm (1.6), we use a Fourier transform
(denoted by F) of all the spatial directions except the first one. The vector of Fourier

variables is denoted by ξ = (ξj, j = 1, . . . , d − 1). Let (E
(k)
i )(x) = (U

(k)
i − U|Ωi

)(x) be the
error vector in subdomain Ωi at the k-th iteration of the Schwarz algorithm. We denote by

Ê(x1, ξ1, . . . , ξd−1) = FE(x1, . . . , xd) =

∫

R

e−iξ1x2−...−iξd−1xdE(x1, . . . , xd)dx2 . . . dxd,

the Fourier symbol of the error vector. This transformation can be done only if the Ai

matrices are constant which is the case here because we have considered the linearized form
of the Euler equations around a constant state W . The Schwarz algorithm in Fourier space
becomes

13



Ω1 :







dÊ
(k+1)
1

dx1

= −M(ξ)Ê
(k+1)
1 , x1 < γ,

(Ê
(k+1)
1 )j = (Ê

(k)
2 )j, λj < 0, x1 = γ,

Ω2 :







dÊ
(k+1)
2

dx1

= −M(ξ)Ê
(k+1)
2 , x1 > β,

(Ê
(k+1)
2 )j = (Ê

(k)
1 )j, λj > 0, x1 = β,

(1.10)
where (I denotes the identity matrix)

M(ξ) = B−1
1 (b I + i

d
∑

m=2

Bmξm−1). (1.11)

In (1.10), the subscript j denotes the component of the error vector that must be imposed
at a subdomain interface. We obtain local problems which for a given ξ are ODEs whose
solutions can be expressed as linear combinations of the eigenvectors ofM(ξ)

Ê(k)
m (x1, ξ) =

p
∑

j=1

(αm
j (ξ))(k)e−µj(ξ)x1Vj(ξ), (1.12)

where µj(ξ) are the eigenvalues ofM(ξ). Here we have assumed that the eigenvectors Vj(ξ)
of M(ξ) are linearly independent. Furthermore, we require that these local solutions are
bounded at infinity (−∞ and +∞ respectively) which implies that, in the decomposition
of Ê1(x1, ξ) (respectively Ê2(x1, ξ)), we need to use the eigenvectors corresponding to the
negative (respectively the positive) eigenvalues. Then, we replace the expressions of the local
solutions (1.12) into the interface conditions (1.10) which results in

Ω1 :





∑

j,ℜ(µj)<0

(α1
j (ξ))(k+1)e−µj(ξ)γVj(ξ)





l

=





∑

j,ℜ(µj)>0

(α2
j (ξ))(k)e−µj(ξ)γVj(ξ)





l

, ℜ(λl) < 0,

Ω2 :





∑

j,ℜ(µj)>0

(α2
j (ξ))(k+1)e−µj(ξ)βVj(ξ)





l

=





∑

j,ℜ(µj)<0

(α1
j (ξ))(k)e−µj(ξ)βVj(ξ)





l

, ℜ(λl) > 0.

(1.13)
By solving the above equations for the coefficients αm

j , we obtain the interface iterations

(α1
j )

(k+1)
j,ℜ(µj)<0(ξ) = T1(α2

j )
(k)
j,ℜ(µj)>0(ξ), (α2

j )
(k+1)
j,ℜ(µj)>0(ξ) = T2(α1

j )
(k)
j,ℜ(µj)<0(ξ). (1.14)

Then, the square of the convergence rate of the ξ-th component of the error vector of
the Schwarz algorithm can be computed as the spectral radius of one of the matrix products
T1T2(ξ) or T2T1(ξ)

ρ2
2 ≡ ρ2

Schwarz2 = ρ(T1T2) = ρ(T2T1). (1.15)

As a first step, we apply the general methodology described above to the solution of the
two-dimensional Euler equations. We assume that the flow is subsonic that is, the local

14



normal Mach number defined by Mn = u
c

satisfies |Mn| < 1. We also assume that u > 0 and
thus 0 < u < c. Under these conditions, one can verify that ℜ(µ1) < 0 and ℜ(µ2,3,4) > 0. We
introduce the dimensionless wave number ξ = cξ

b
and the associated dimensionless quantities















a = 1 + iξMt =
a

b
, R(ξ) =

√

a2 + ξ
2
(1−M2

n) =
R(ξ)

b
,

µ1,2 = c
b
(µ1 − µ2) = − 2R(ξ)

1−M2
n

, µ1,3 = c
b
(µ1 − µ3) = − a + MnR(ξ)

Mn(1−M2
n)

,

where Mn =
u

c
and Mt =

v

c
respectively denote the local normal and tangential Mach

numbers. Solving (1.13) and using (1.15) we obtain the square of the convergence rate of
the algorithm

ρ2
2(ξ, δ) =

∣

∣

∣

∣

[R(ξ)− a]2[a + MnR(ξ)]

[R(ξ) + a]2[a−MnR(ξ)]
eµ1,2δ− 2[R(ξ)− a][Mn(1−Mn)]R(ξ)

[R(ξ) + a][1 + Mn][a−MnR(ξ)]
eµ1,3δ

∣

∣

∣

∣

, (1.16)

where δ =
γ − β

c∆t
is the dimensionless size of the overlap. The following Proposition sum-

marizes the convergence results of the additive Schwarz algorithm (1.6) applied to the two-
dimensional Euler equations (1.19).

Proposition 1 In the non-overlapping case, δ = 0, we have ρ2
2(ξ, 0) < 1 for all ξ, Mn and

Mt. In the overlapping case, for given values of Mn and Mt there exists δ0 > 0 such that
ρ2

2(ξ, δ) < 1 for all δ > δ0, ξ.

The proof is given in appendix of [6]. The above result has already been proved in the
non-overlapping case by Clerc[Cle98] using an energy estimate .

Remark 2 For small values of the overlap, we needed additional assumptions on the ve-
locity field. Numerical experiments indicate that these assumptions are not necessary. The
difficulty in proving the general result comes from the fact that the convergence rate is not
decreasing with respect to the size of the overlap. For some small values of δ, we can find at
least one pair of (Mn , Mt) and an interval of wave numbers [ξ1, ξ2] such that

ρ2
2(ξ, δ) > ρ2

2(ξ, 0) for ξ ∈ [ξ1, ξ2],

as can be seen on figure 1.1 which illustrates this behavior for (Mn = 0.3 , Mt = 0.01). This
behavior is very different from the one characterizing the scalar case where the convergence
rate is a decreasing function of the size of the overlap, see for example [JNR01]. Moreover,
the convergence rate does not depend on µ4 since the fourth component of U = T−1W is
decoupled from the others. By denoting the discrete Courant number

CFLh =
(M + 1)c

bh
=

(M + 1)c∆t

h
(1.17)

where h is a characteristic dimension of the grid used for space discretization, we see that if
the overlap between subdomains is equal to h, then the dimensionless overlap size δ found in
the expression of the convergence rate is of the order 1

CFLh

. Figure 1.1 shows that for large

discrete Courant number, the overlap may decrease the performance of the algorithm.
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Figure 1.1: Convergence rate of the additive Schwarz algorithm for the 2D Euler equations vs.
non-dimensioned wave-number; Two-subdomain decomposition (δ denotes the dimensionless
size of the overlapping area)

For the non-overlapping case, Figure 1.2 represents the estimated number of Schwarz
iterations for a threshold 10−10 (Iter = −10/log10‖ρ2‖∞ where ‖ρ2‖∞ = maxξ∈R ρ2(ξ)) for a
given value of the tangential Mach number, as a function of the normal Mach numbers Mn,
and shows the global behavior of the convergence rate for different pairs of (Mn , Mt). In
addition, the convergence rate as ξ →∞ satisfies

lim
ξ→+∞

ρ2(k) =

√

(

1− 3Mn

1 + Mn

)2

+
8MnM

2
t

(1 + Mn)3
< 1. (1.18)

In the particular case where Mn = 1
3

and Mt = 0, this limit becomes null. This is surprising
and certainly not expected. It is obtained for v = 0 everywhere in the flow field which is
very particular and probably ideal situation.

Remark 3 The inequality (1.18) has a numerical meaning: for a given discretization, let
kmax denote the largest frequency that can be represented on a grid. This largest frequency
is of the order π

h
where h denotes a characteristic grid size. The convergence rate of the

additive Schwarz algorithm on this grid can be estimated by ρh
2 = max|k|<kmax

ρ2(k). From
(1.18), we have that ρh

2 ≤ maxk∈IR ρ2(k) < 1 meaning that for finer grids, the number of
iterations may increase slightly but should not go to infinity.

For a larger number of subdomains we cannot calculate easily the convergence rate using
the previous technique because one needs to evaluate the spectral radius of a 4(N − 1) ×
4(N −1) matrix where N is the number of subdomains. In [6] one can find the details of the
computation of the convergence rate for the three-domain case and also for the two-domain
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Figure 1.2: Estimated number of Schwarz iterations Iter = −10/log10(‖ρ2‖∞)
Two-subdomain non-overlapping decomposition, δ = 0

decomposition in three dimensions. We can conclude that the additive Schwarz algorithm
(1.6) demonstrates a qualitatively similar behavior, irrespectively of the number of subdo-
mains, when dealing with high frequencies and non-overlapping decompositions. This stems
from the fact that the expression of the convergence rate in the three-subdomain case can be
related to that obtained in the two-subdomain case using an overlapping decomposition. At
the same time, these results are independent of the dimension of the problem. It is important
to notice that, even in the non-overlapping case, the use of classical transmission conditions
is sufficient to obtain a convergent algorithm.

Afterwards, we consider the same system with frozen coefficients and the same decom-
position into two subdomains. We apply a finite volume scheme to discretize the system
and express the discrete formulation of the Schwarz algorithm. By using a discrete Fourier
transform, we derive the expression of the discrete convergence rate depending of the usual
parameters and the mesh size.

We note that the expression of the convergence rate is very similar to the one obtained in
the continuous case for an overlapping decomposition (see eq. (1.16)) with δ = ∆x. As we
mentioned previously, this means that the decomposition into non-overlapping domains with
reference to the finite volume cells, turns into a vertex oriented overlapping decomposition.
This fact is further illustrated in figure 1.3 that compares the behaviors of the continuous
overlapping and non-overlapping convergence rates with the discrete one.

We introduce the dimensionless wave number k = ck
b

and the the dimensionless size of

the overlap ∆x = b∆x
c

. By comparing the discrete non-overlapping convergence rate with
the continuous non-overlapping and overlapping convergence rates (with a minimal overlap),
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Figure 1.3: ρ2(k, Mn, Mt, ∆x) for the Schwarz algorithm: continuous non-overlapping (bot-
tom curve), continuous overlapping (middle curve), discrete overlapping (top curve) cases
with ∆x = 0.01, Mn = 0.3, Mt = 0.01.

we show that the overlap is not a guarantee that the algorithm behaves better that in the
non-overlapping case. Indeed, on figure 1.3 we can see that, in the continuous case, the
convergence is better when there is no overlap. When overlap is introduced, we note that
the convergence rate predicted in the continuous case is slightly better than the one obtained
in the discrete case (for the same value of the dimensionless overlap).

Figure 1.4 represents the estimated number of Schwarz iterations for a threshold 10−10(
Iter =−10/log10‖ρ2‖∞) and for a tangential Mach number Mt = 0.144Mn as a function of
the normal Mach number Mn for a given value of the non-dimensioned overlap. This latter
value, according to the remark 3 is of the order of 1/CFLh (CFLh = 100 in the numerical
simulations) and kmax = c∆tπ

h
∼= π

2
CFLh.

We will proceed to the numerical implementation of the above algorithm.The spatial dis-
cretization method adopted is based on a finite volume formulation together with an upwind
scheme for the discretization of the convective flux (see [1] for details). The time integra-
tion of the resulting semi-discrete equations is done with the implicit linearized formulation
described in Fezoui and Stoufflet[FS89]. Then, at each pseudo-time step, a linear system
must be solved to advance the solution in time. This is where the domain decomposition
approach is introduced. We thus focus on the solution of the linear system resulting from
the first implicit time step starting from a uniform flow. The CFL number is set to 100
for all the numerical simulations. We consider two geometries: a rectangular domain of size
[0, 8] × [0, 1] and a NACA0012 airfoil. For the first geometry, two types of discretization are
used : the first type consists of a regular triangulation (obtained from a finite difference
grid) while the second type is an unstructured triangulation . The characteristics of the
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Figure 1.4: Estimated number of Schwarz iterations for a threshold ε = 10−10

(Iter=−10/ log10 ‖ρ2‖∞);Two-subdomain decomposition, ∆x = 0.01, Mt = 0.144Mn, kmax =
150

unstructured triangulations are given in table 1.2. The meshes RS2 and RS3 (respectively,
meshes RU2 and RU3) have been obtained by uniform divisions of mesh RS1 (respectively,
mesh RU1).

Table 1.1: Characteristics of the regular triangular meshes for the rectangular domain.

Mesh # Vertexes # Triangles # Edges

RS1 4000 7562 11561
RS2 16000 31442 47441
RS3 64000 126962 190961

Table 1.2: Characteristics of the unstructured meshes for the rectangular domain.

Mesh # Vertexes # Triangles # Edges

RU1 3740 7041 10780
RU2 14520 28164 42683
RU3 57203 112656 169858

For both geometries, the initialization is given by a uniform flow characterized by ρ0 = 1,
u0 = 1, v0 = 0 and p0 = 1

γsM2 where M denotes the free stream Mach number. For the first

geometry, a slip condition is applied on the horizontal sides while an inflow (respectively,
outflow) condition is applied on the left (respectively, right) vertical side. For the NACA0012

airfoil, three unstructured triangular meshes have been used whose characteristics are given
in table 1.3.
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Table 1.3: Characteristics of the meshes for the NACA0012 airfoil.

Mesh # Vertexes # Triangles # Edges

N1 3114 6056 9170
N2 12284 24224 36508
N3 48792 96896 145688

Mesh N2 and N3 have been obtained by uniform divisions of mesh N1. For all the follow-
ing test cases we consider a threshold of εi = 10−10 to reduce the normalized residual in the
resolution of the interface system. The linear threshold for the solution of the local systems
has been set to εl = 10−10. The curves in the figures that follow represent, for each mesh,
the required numbers of iterations to attain convergence as a function of a mean value of the
local Mach number at the interface.

We consider the solution of the linear system resulting from the first time step for sev-
eral flow conditions corresponding to values of the free-stream Mach number M ranging
from 0.01 to 1.2 (which corresponds to a normal Mach number ranging from 0.007 to 1.0),
using a two-subdomain decomposition of the meshes RS1 to RS3 of table 1.1 . Moreover
in this case the interface Γ has a periodic broken linear shape since we make use of reg-
ular triangulations. If we denote by n = (n1, n2) and n = (n1, n2) the two possible di-
rections of the outward normal vector at this interface we can see that the local normal
Mach number takes 2 values at the interface and the tangential Mach Number is not equal
to 0 in practice. We get the following mean values for this parameters at the interface:
Mnloc = 1

2
(M(n1 + n1)) and Mtloc = 1

2
(M(n2 + n2)) and we can see that the Mtloc depends

linearly of Mnloc: Mtloc = n2+n2

n1+n1
Mnloc, a simple calculation showing that Mtloc = 0.144Mnloc

for this particular mesh. We can now compare the numerical results with the theoretical
predictions showed in figure 1.4. The results are summarized in figure 1.1. We observe
that, as the mesh is refined from RS1 to RS3, the number of iterations increases slightly.
Moreover, the curves of figure 1.1 are in qualitative agreement with the theoretical behavior
shown on figure 1.4. In the present case, the value Mn 0.5 always yield the best convergence
of the Schwarz algorithm (when the flow is in the subsonic range).

As in the previous series of numerical experiments, we consider the solution of the linear
system resulting from the first time step for several flow conditions corresponding to values
of the free-stream Mach number M ranging from 0.1 to 1.2 (normal Mach number rang-
ing from 0.007 to 0.9) and using a two-subdomain decomposition of meshes RU1 to RU3
of table 1.2. The results are summarized on figure 1.1 where we show, for each mesh, the
required number of iterations to attain convergence. Clearly, this second series of experi-
ments confirm the observations made when using the meshes based on regular triangulations.

As far as the numerical experiments involving the NACA0012 geometry are concerned,
contrary to the previous test cases, even though the initial flow is uniform, the solution ob-
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tained at the end of the first time step is no more uniform due to the presence of the obstacle.
In some sense, the constant coefficient theory developed is questionable. For these reasons,
the correlation between theoretical and experimental results is only partially demonstrated
for this test case.

As a conclusion, one can state that the classical Schwarz algorithm has already a very
good behavior in the case of Euler equations that still needs to be confirmed on more realistic
test cases. Moreover, a deepest analysis of an asymptotic behavior for small mesh sizes needs
to be performed. As far as optimized interface conditions are concerned, there were some
attempts in [9] based on a simple idea of a new flux, but the application to more realistic
applications is still questionable.
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1.2 Smith normal forms and domain decomposition

The originality of this work lies in the use of a new approach for the design of new do-
main decomposition methods, based on algebraic tools like the Smith factorization. This
algebraic approach enables an intrinsic analysis of linear systems of PDEs. In particular,
we are interested in transforming the linear system of PDEs into a set of decoupled PDEs
under certain types of invertible transformations. Indeed, we can then derive new numer-
ical algorithms based on efficient numerical methods developed for PDEs. The problem of
decoupling the equations of linear time-varying systems of ordinary differential equations
(ODEs) or difference equations has been an important issue in the symbolic computation
community (e.g., methods based on the so-called eigenring). For instance, the techniques
based on the eigenring can be considered as a generalization for time-varying linear systems
of ODEs of the classical diagonalization method used for solving time-invariant first order
linear system of ODEs. An alternative way for decoupling a linear system of ODEs is to use
the so-called Smith normal form of the matrix of OD operators associated with the linear
system. Since this algebraic tool is not familiar to the numerical analysis community, it
seems useful to give a more detailed introduction. This normal form was introduced by H.
J. S. Smith (1826-1883) for matrices with integer entries. As the ring of OD operators with
constant coefficients is a commutative polynomial ring, we give here its polynomial form.

Theorem 3 Let n be an positive integer and A an invertible n× n matrix with polynomial
entries with respect to the variable λ: A = (aij(λ))1≤i,j≤n. Then, there exist matrices E, D
and F with polynomial entries satisfying the following properties:

• det(E) and det(F ) are constants,

• D is a diagonal matrix uniquely determined up to a multiplicative constant,

• A = EDF .

Here E and F are matrices, which operate on the rows resp. columns. The entries of the
diagonal matrix D = (dij(λ)) are given by dii = φi/φi−1, where φi is the greatest common
divisor of the determinants of all i× i sub matrices of A and φ0 = 1.

The Smith factorization is a classical tool in computer algebra and in control of ordinary
differential equations. Since its use in scientific computing is rather new, we give here a few
comments:

• Smith was an English mathematician of the end of the 19th century. He worked in
number theory and considered the problem of factorizing matrices with integer entries.
We gave here the polynomial version of his theorem in the special case where the matrix
A is square and invertible but the result is more general and applies as well when the
matrix A is rectangular.
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• One of the interest of the theorem is the following. By Cramer’s formula, the inverse
of A is in general a matrix with rational entries. By the Smith factorization, we have
A−1 = F−1D−1E−1. Since det(E) and det(F ) are constants, the inverse of E and F
are still matrices with polynomial entries in λ. The rational part of the inverse of A is
thus in D−1 which is an intrinsic diagonal matrix.

• The proof of the theorem is constructive and gives an algorithm for computing matrices
E, D and F . As stated in the theorem, matrix D is intrinsic but matrices E and F
are not unique.

• we can write any system of PDEs as a matrix with partial differential operators entries
applied to the unknown fields. The direction normal to the interface of the subdomains
is particularized and denoted by ∂x. Each partial differential operator is then considered
as a polynomial in the “variable ∂x” (e.g. λ is related to ∂x and λ2 to ∂xx). It is then
possible to apply the Smith factorization.

For domain decomposition methods, we have obtained several preliminary results on
compressible Euler equations [11], Stokes and Oseen systems [19]. More precisely, we have
shown that the Stokes system is equivalent to a biLaplacian in 2D and to a Laplacian and a
biLaplacian in 3D. Hence, the classical Neumann-Neumann algorithm for the Stokes system
can be recast into an algorithm for biLaplacian and Laplacian. The resulting algorithms
are different from the classical algorithms for these scalar equations and are therefore not
optimal. To fix this problem, we first used optimal algorithms for the biLaplacian and the
Laplacian and then via the Smith factorization we back-transform them formally using only
symbolic computations (derivation, linear combination of different equations) into optimal
algorithms for the Stokes system. Interestingly enough, the classical algorithm for the Stokes
system is based on solving either stress imposed or displacement imposed problems in the
subdomains. In the new algorithm developed in [19] (normal stress, tangential displacement)
or (tangential stress, normal displacement) problems are solved in each subdomain. These
preliminary tests show that the new algorithm can be twice as fast as the classical one.
Moreover, when solving time-dependent problems, the new algorithm has an iteration count
independent of the time step. This property is not true for the classical algorithm. For both
equations, the new algorithms are the first genuine extensions of the Neumann-Neumann or
FETI algorithms.

In the future our aim is to extend the use of algebraic and symbolic techniques such as
Smith normal forms and Gröbner basis techniques in order to develop new numerical meth-
ods for linear systems of partial differential equations that could appear in hydrodynamics,
electromagnetism or geosismics. This theme is at the heart of the recently proposed ANR
”Jeunes Chercheurs” SADDLES 1 project where I am the principal investigator. Even if the
first results are very promising, not all difficulties have been solved. Moreover the approach
can be applied to other very important systems of PDEs. The project will use principally
the Smith factorization as an algebraic tool, and possibly other algebraic concepts as well.

1Symbolic Algebra, Domain Decomposition, Linear Equations and Systems
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1.2.1 A new domain decomposition method for the compressible
Euler equations

In this work we design a new domain decomposition method for the Euler equations in 2
dimensions. The starting point is the equivalence with a third order scalar equation to
whom we can apply an algorithm inspired from the Robin-Robin preconditionner for the
convection-diffusion equation [AN97]. Afterwards we translate it into an algorithm for the
intial system and prove that at the continuous level and for a decomposition into 2 sub-
domains, it converges in 2 iterations. This property cannot be conserved strictly at discrete
level and for arbitrary domain decompositions but we still have numerical results which
confirm a very good stability with respect to the various parameters of the problem (mesh
size, Mach number, . . .).

The preconditioning methods have known a wide developpement in the last decade. The
Neumann-Neummann algorithms for symmetric second order problems [BGLTV89, Man92,
RT91] have been the subject of numerous works, see [TW04] and references therein. An
extension of these algorithms to non-symmetric scalar problems (the so called Robin-Robin
algorithms) has been done in [ALTNV00, GGTN04] for advection-diffusion problems. As far
as optimized interface conditions are concerned, when dealing with supersonic flows, what-
ever the space dimension is, imposing the appropriate characteristic variables as interface
conditions leads to a convergence of the algorithm which is optimal with regards to the
number of subdomains. This property is generally lost for subsonic flows except for the case
of one-dimensional problems, when the optimality is expressed by the fact that the number
of iterations is equal to the number of subdomains (see Bjørhus [Bjø95a] and Quarteroni
[Qua90] for more details). In the subsonic case and in two or three dimensions, we can find
a formulation with classical (natural) transmission conditions in [Qua90, CFS98, QS96] or
with more general interface conditions in [Cle98] and optimized transmission conditions in
[9]. The analysis of such algorithms applied to systems proved to be very different from the
scalar case, see [4, 6]. The generalization of the above domain decomposition methods to the
system of the Euler equations is difficult in the subsonic case in dimensions equal or higher
to two. As far as preconditionning methods are concerned, to our knowledge, no extension
of the Neumann-Neumann, FETI [Li05] of BDDC [LW06] methods to the Euler equations
was done.

We will first show the equivalence between the 2D Euler equations and a third order
scalar problem, which is quite natural by considering a Smith factorization of this system,
see [WRL95] or [Gan66]. We define an optimal algorithm for the third order scalar equation.
It is inspired from the idea of the Robin-Robin algorithm [ALTNV00] applied to a convection-
diffusion problem. We also prove by using a Fourier analysis that this algorithm converges
in two iterations. Afterwards we back-transform it and define the corresponding algorithm
applied to the Euler system. All the previous results have been obtained at the continuous
level and for a decomposition into 2 unbounded subdomains. After a discretization in a
bounded domain we cannot expect that these properties to be conserved exactly. Still we
can show by a discrete convergence analysis that the expected results should be very good.
Numerical results confirm the very good stability of the algorithm with respect to the various
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parameters of the problem (mesh size, Mach number, . . .).
We will focus on the conservative Euler equations in two-dimensions:

∂W

∂t
+∇.F (W ) = 0 , W = (ρ, ρV , E)t . (1.19)

In the above expressions, ρ is the density, V = (u, v)t is the velocity vector, E is the total
energy per unit of volume and p is the pressure. In equation (1.19), W = W (x, t) is the
vector of conservative variables, x and t respectively denote the space and time variables
and F (W ) = (F1(W ), F2(W ))T is the conservative flux vector whose components are given
by

F1(W ) =
(

ρu, ρu2 + p, ρuv, u(E + p)
)t

, F2(W ) =
(

ρv, ρuv, ρv2 + p, v(E + p)
)t

.

The pressure is deduced from the other variables using the state equation for a perfect gas
p = (γs − 1)(E − 1

2
ρ ‖ V ‖2) where γs is the ratio of the specific heats (γs = 1.4 for the air).

The starting point of our analysis is given by the linearized form of the Euler equations
(1.19) written in primitive variables (p, u, v, S). In the following we suppose that the flow is
isentropic, which allows us to drop the equation of the entropy (which is totally decoupled
from the others). We denote by W = (P, U, V )T the vector of unknowns and by A and B
the jacobian matrices of the fluxes Fi(w) to whom we already applied the variable change
from conservative to primitive variables. In the following, we shall denote by c the speed of
the sound and we consider the linearized form (we will mark by the bar symbol, the state
around which we linearize) of the Euler equations:

PW ≡ W

∆t
+ A∂xW + B∂yW = f (1.20)

characterized by the following jacobian matrices:

A =











u ρc2 0

1/ρ u 0

0 0 u











B =











v 0 ρc2

0 v 0

1/ρ 0 v











(1.21)

We can re-write the system (1.20) by denoting β = 1
∆t

> 0 under the form

PW ≡ (βI + A∂x + B∂y) W = f (1.22)

In Computational Fluid Dynamics, problems of the form (1.22) have to be solved repeatedly.
We shall design a new domain decomposition method for this purpose. We build and analyze
our method for the constant coefficient case (c, u, v and ρ are constants) and for only two
subdomains. But the resulting algorithm can be applied to the general case of variable flows
and arbitrary number of subdomains.
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We first take formally the Fourier transform of the system (1.22) with respect to y (the
dual variable is ξ). We keep the partial derivatives in x since in the sequel we shall consider
a domain decomposition with an interface whose normal is in the x direction. We note

P̂ =





β + u∂x + iξv ρc2∂x iρc2ξ
1
ρ
∂x β + u∂x + iξv 0
iξ
ρ

0 β + u∂x + ivξ



 (1.23)

We can perform a Smith factorization of P̂ by considering it as a matrix with polynomials
in ∂x entries. We have

P̂ = EDF (1.24)

where

D =





1 0 0
0 1 0

0 0 L̂Ĝ



 (1.25)

and

E =









iρc2ξ 0 0
0 u 0

β + u∂x + ivξ E2
c2 − u2

iξρc2









and

F =















β + u∂x + iξv

iξρc2

∂x

iξ
1

∂x

ρu

β + u∂x + iξv

u
0

1

(β + iξv)(u2 − c2)

ρu

(β + iξv)(u2 − c2)
0















(1.26)

where

E2 = u
(−uc2 + u3)∂xx + (2u2 − c2)(β + iξv)∂x + u((β + iξv)2 + ξ2c2)

c2(iβ + iξv)
,

Ĝ = β + u∂x + iξv (1.27)

and

L̂ = β2 + 2iξuv∂x + 2β(u∂x + iξv) + (c2 − v2)ξ2 − (c2 − u2)∂xx (1.28)

The operators showing up in the diagonal matrix have a physical meaning:

G = β + u∂x + v∂y

is a first order transport operator where the time derivative is replaced by β and

L = β2 + 2uv∂xy + 2β(u∂x + v∂y)− (c2 − v2)∂yy − (c2 − u2)∂xx
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is the advective wave operator where ∂l
t is replaced by βl for l = 1, 2. We call Ws = FW the

Smith variables.

Equation (1.25) suggests that the derivation of a domain decomposition method (DDM)
for the third order operator LG is a key ingredient for a DDM for the compressible Euler
equations. We want now to solve

LG(Q) = g (1.29)

where Q is scalar unknown function and g is a given right hand side. The algorithm will be
based on the Robin-Robin algorithm [AN97, ALTNV00] for the convection-diffusion problem.
Then we will prove its convergence in 2 iterations. We first note that the elliptic operator L
can also be written as:

L = −div(A∇) + a∇+ β2, A =

(

c2 − u2 −uv
−uv c2 − v2

)

where a = 2β(u, v) (1.30)

Without loss of generality we assume in the sequel that the flow is subsonic and that u > 0
and thus we have 0 < u < c. We consider now a decomposition of the plane R

2 into two
non-overlapping sub-domains Ω1 = (−∞, 0) × IR and Ω2 = (0,∞, 0) × IR. The interface is
Γ = {x = 0}. The outward normal to domain Ωi is denoted ni, i = 1, 2. Let Qi,k, i = 1, 2
represent the approximation to the solution in subdomain i at the iteration k of the algorithm.
We define the following algorithm:

ALGORITHM 1 We choose the initial values Q1,0 and Q2,0 such that GQ1,0 = GQ2,0. We
compute (Qi,k+1)i=1,2 from (Qi,k)i=1,2 by the following iterative procedure:
Correction step We compute the corrections Q̃1,k and Q̃2,k as solution of the homogeneous
local problems:







LGQ̃1,k = 0 in Ω1,

(A∇− 1
2
a)GQ̃1,k · n1 = γk, on Γ.



















LGQ̃2,k = 0 in Ω2,

(A∇− 1
2
a)GQ̃2,k · n2 = γk, on Γ,

Q̃2,k = 0, on Γ.

(1.31)

where γk = −1
2

[

A∇GQ1,k · n1 + A∇GQ2,k · n2

]

.
Update step.We update Q1,k+1 and Q2,k+1 by solving the local problems:

{ LGQ1,k+1 = g, in Ω1,

GQ1,k+1 = GQ1,k + δk, on Γ.



















LGQ̃2,k+1 = g, in Ω2,

GQ2,k+1 = GQ2,k + δk, on Γ,

Q2,k+1 = Q1,k + Q̃1,k, on Γ.

(1.32)

where δk = 1
2

[

GQ̃1,k + GQ̃2,k
]

.

Proposition 2 Algorithm 1 converges in 2 iterations.
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The proof can be found in [11] and uses Fourier transform techniques. After having found
an optimal algorithm which converges in two iterations for the third order model problem,
we focus on the Euler system by translating this algorithm into an algorithm for the Euler
system. It suffices to replace the operator LG by the Euler system and Q by the last
component F (W )3 of F (W ) in the boundary conditions. The algorithm reads:

ALGORITHM 2 We choose the initial values W 1,0 and W 2,0 such that GF (W 1,0)3 =
GF (W 2,0)3 and we compute (W i,k+1)i=1,2 from (W i,k)i=1,2 by the following iterative procedure:
Correction step We compute the corrections W̃ 1,k and W̃ 2,k as solution of the homogeneous
local problems:







PW̃ 1,k = 0 in Ω1,

(A∇− 1
2
a)GF (W̃ 1,k)3 · n1 = γk, on Γ.



















PW̃ 2,k = 0 in Ω2,

(A∇− 1
2
a)GF (W̃ 2,k)3 · n2 = γk, on Γ,

F̃ (W 2,k)3 = 0, on Γ.
(1.33)

where γk = −1
2

[

A∇GF (W 1,k)3 · n1 + A∇GF (W 2,k)3 · n2

]

.
Update step.We update W 1,k+1 and W 2,k+1 by solving the local problems:

{ PW 1,k+1 = f, in Ω1,

GF (W 1,k+1)3 = GF (W 1,k)3 + δk, on Γ.



















PW̃ 2,k+1 = f, in Ω2,

GF (W 2,k+1)3 = GF (W 2,k)3 + δk, on Γ,

F (W 2,k+1)3 = F (W 1,k)3 + F (W̃ 1,k)3, on Γ.
(1.34)

where δk = 1
2

[

GF (W̃ 1,k)3 + GF (W̃ 2,k)3

]

.

This algorithm is quite complex since it involves second order derivatives of the unkowns
in the boundary conditions on GF (W )3. It is possible to simplify it. By using the Euler
equations in the subdomain, we have lowered the degree of the derivatives in the boundary
conditions. After lengthy computations that we omit here, we find a simpler algorithm. We
write it for a decomposition in two subdomains with an outflow velocity at the interface of
domain Ω1 but with an interface not necessarily rectilinear. In this way, it is possible to
figure out how to use for a general domain decomposition.

In the sequel, n = (nx, ny) denotes the outward normal to domain Ω1, ∂n = ∇ · n =
(∂x, ∂y) ·n the normal derivative at the interface, ∂τ = (−∂y, ∂x) ·n the tangential derivative,
Un = Unx + V ny and Uτ = −Uny + V nx are respectively the normal and tangential velocity
at the interface between the subdomains. Similarly, we denote un (resp. uτ ) the normal
(resp. tangential) component of the velocity around which we have linearized the equations.

ALGORITHM 3 We choose the initial values W i,0 = (P i,0, U i,0, V i,0), i = 1, 2 such that
P 1,0 = P 2,0 and we compute W i,k+1 from W i,k by the iterative procedure with two steps:
Correction step We compute the corrections W̃ 1,k and W̃ 2,k as solution of the homogeneous
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local problems:







PW̃ 1,k = 0, in Ω1,

−(β + uτ∂τ )Ũ
1,n
n + un∂τ Ũ

1,k
τ = γk, on Γ.



















PW̃ 2,k = 0, in Ω2,

(β + uτ∂τ )Ũ
2,k
n − un∂τ Ũ

2,k
τ = γk, on Γ

P̃ 2,k + ρunŨ
2,k
n = 0, on Γ.

(1.35)

where γk = −1
2

[

(β + uτ∂τ )(U
2,k
n − U1,k

n ) + un∂τ (Ũ
1,k
τ − Ũ2,k

τ )
]

.

Update step.We compute the update of the solution W 1,k+1 and W 2,k+1 as solution of the
local problems:

{ PW 1,k+1 = f1, in Ω1,

P 1,k+1 = P 1,k + δk, on Γ.



















PW 2,k+1 = f2, in Ω2,

P 2,k+1 = P 2,k + δk, on Γ,

(P + ρunUn)2,k+1 = (P + ρunUn)1,k + (P̃ + ρunŨn)1,k, on Γ.
(1.36)

where δk = 1
2

[

P̃ 1,k + P̃ 2,k
]

.

Proposition 3 For a domain Ω = IR2 divided into two non overlapping half planes, algo-
rithms 2 and 3 are equivalent and both converge in two iterations.

As far as the discretization is concerned, we used a finite volume method on a uniform
grid. Then we propose a strategy of discretization of the boundary conditions of the algo-
rithm 3 applied to the Euler system and we present some theoretical discrete estimates of
the convergence rate of the method. A discrete convergence analysis will allow to decide
which discretization of the boundary conditions is better.

We present here a set of results of numerical experiments on a model problem. We
compare the method proposed and the classical method defined in [6] whre we formulated
a Schwarz algorithm (interface iteration which relies on the successive solving of the local
decomposed problems and the transmission of the result at the interface) involving trans-
mission conditions that are derived naturally from a weak formulation of the underlying
boundary value problem. We considered a decomposition into different number of subdo-
mains and for a linearization around a constant or non-constant flow. The computational
domain is given by the rectangle [0 , 4]× [0 , 1] with a uniform discretization using 80× 20
points. The numerical investigation is limited to the resolution of the linear system resulting
from the first implicit time step using a Courant number CFL=100. In the following, for the
new algorithm, each iteration counts for 2 as we need to solve twice as much local problems
than the classical one. For an easier comparison of the algorithms, the figures shown in the
tables are the number of subdomains solves. We also used substructuring (solving a system
with interface variables only) and the iteration number necessary to achieve convergence by
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Mn Classical (iterative) Classical (GMRES) New DDM (iter) New DDM (GMRES)
0.001 32 26 16 16
0.01 30 26 16 16
0.1 28 21 14 14
0.2 24 19 14 14
0.3 20 16 14 14
0.4 18 14 14 14
0.5 16 13 14 14
0.6 15 12 14 14
0.7 14 11 14 14
0.8 14 11 14 14

Table 1.4: Iteration count for different values of Mn, Mt(y)
h (Mn = 0.001) Classical New DDM h (Mn = 0.1) Classical New DDM

1/10 65 18 1/10 56 12
1/20 67 18 1/20 57 14
1/40 70 18 1/40 59 16

Table 1.5: Iteration count for different mesh size

means of a GMRES method is also presented. We are solving the homogeneous equations
verified by the error vector at the first time step.

We consider first a decomposition into 2 subdomains and a linearization around a variable
state where the tangential velocity is given by the expression Mt(y) = 0.1(1 + cos(πy)) and
the normal Mach number remains constant at the interface. The results for different values
of Mn are presented in Table 1.4. We will linearize now the equations around a variable
state for a general flow at the interface where the tangential Mach number is given by
Mt = 0.1(1 + cos(πy)), and the initial normal velocity is given by the expression Mn(y) =
0.5(0.2 + 0.04 tanh(y/0.2))). The iterative version of the new algorithm converges in 18
iterations whereas the classical one need 45 iterations to attain the same tolerance. For the
accelerated version the new algorithm needs 14 iterations and the classical one 21, to achieve
convergence. The sensitivity to the mesh size is shown in the Table 1.5 for a normal flow
(Mt = 0.0) at the interface and small Mach numbers. We can see that for the new algorithm
the growth in the number of iterations is very weak as the mesh is refined, the same property
being already known for the classical one.

The next set of tests concerns a stripwise decomposition into 3 subdomains. The same
kind of tests are carried out as in the 2 subdomain case. Table 1.6 summarizes the number of
Schwarz iterations required to reduce the initial linear residual by a factor 10−6 for different
values of the reference Mach number for the new and the classical algorithm (the tangential
velocity is given by the expression Mt(y) = 0.1(1 + cos(πy))). For a linearization around
a variable state for a general flow at the interface where the tangential Mach number is
given by Mt = 0.1(1 + cos(πy)), and the initial normal velocity is given by the expression
Mn(y) = 0.5(0.2+0.04 tanh(y/0.2))), the same conclusion yield as in the two-domain case. As
of intermediate conclusion we can state that the iteration number is only slightly increasing
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Mn Classical (iterative) Classical (GMRES) New DDM (iter) New DDM (GMRES)
0.001 32 26 20 16
0.01 31 26 20 16
0.1 29 21 18 16
0.2 25 19 18 16
0.3 23 16 18 16
0.4 21 15 16 16
0.5 19 13 16 14
0.6 16 12 16 14
0.7 14 11 16 14
0.8 13 11 16 14

Table 1.6: Iteration count for different values of Mn

Mn Classical(iter) Classical (GMRES) New DDM (GMRES)
0.001 101 28 28
0.01 86 28 28
0.1 54 26 26
0.2 38 23 30
0.3 35 23 32

Table 1.7: Iteration count for different values of Mn

when going from 2 to 3 subdomains.

The next set of tests concerns a decomposition into 4 subdomains using a 2× 2 decom-
position of a 40× 40 = 1600 point mesh. No special treatement of the cross points is done
or coarse space added. This could be a reason why the iterative version of the algorithm
doesn’t converge. Nevertheless, the accelerated algorithm by a GMRES method converges
as showed in Table 1.7 which summarizes the number if iterations for different values of the
reference Mach number for both algorithms (the tangential velocity is given by the expression
Mt(y) = 0.1(1+cos(πy)) and the normal Mach number is constant at the interface). We can
see the the new algorithm behaves similarly as the classical one for low Mach numbers. The
latest results show clearly the need of a coarse space as this is done for the FETI-DP meth-
ods, in order to improve the performance of the method which has already shown promising
results in the case of the stripwise decompositions.

As a conclusion, in this work we designed a new domain decomposition for the Euler
equations inspired by the idea of the Robin-Robin preconditionner applied to the advection-
diffusion equation. We used the same principle after reducing the system to scalar equations
via a Smith factorization. The resulting algorithm behaves very well for the low Mach
numbers, where usually the classical algorithm doesn’t give very good results. We can
reduce the number of iteration by almost a factor 4 both for linearization around a constant
and variable state.
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1.2.2 Deriving a new domain decomposition method for the Stokes
equations using the Smith factorization

The last decade has shown, that Neumann-Neumann type algorithms, FETI, and BDDC
methods are very efficient domain decomposition methods. Most of the early theoretical
and numerical work has been carried out for scalar symmetric positive definite second order
problems. n the literature one can also find other preconditioners for the Schur complement
of the Stokes equations (cf. [TP97, AS99]). Moreover, there exist some Schwarz-type al-
gorithms for non-overlapping decompositions (cf. [OLM01, OL98, Nat97, Ron96]). A more
complete list of domain decomposition methods for the Stokes equations can be found in
[PW02, TW04]. Also FETI [Li05] and BDDC methods [LW06] are applied to the Stokes
problem with success. Our work is motivated by the fact that in some sense the domain
decomposition methods for Stokes are less optimal than the domain decomposition methods
for scalar problems. Indeed, in the case of two subdomains consisting of the two half planes
it is well known, that the Neumann-Neumann preconditioner is an exact preconditioner for
the Schur complement equation for scalar equations like the Laplace problem (cf. [RT91]).
A preconditioner is called exact, if the preconditioned operator simplifies to the identity.
Unfortunately, this does not hold in the vector case. It is shown in [NR07] that the standard
Neumann-Neumann preconditioner for the Stokes equations does not possess this property.

In the following we show the equivalence between the Stokes system and a fourth order
scalar problem (the bi-harmonic problem) by means of the Smith factorization. This is
motivated by the fact that scalar problems are easier to manipulate and the construction of
new algorithms is more intuitive. Additionally, the existing theory of scalar problems can
be used. We consider the stationary Stokes problem in a bounded domain Ω ⊂ R

d, d = 2, 3.
The Stokes equations are given by a velocity u and a pressure p satisfying

−ν∆u +∇p + cu = f in Ω

∇ · u = 0 in Ω

and some boundary conditions on ∂Ω. The Stokes problem is a simple model for incom-
pressible flows. The right hand side f = (f1, . . . , fd)

T ∈ [L2(Ω)]d is a source term, ν is the
viscosity and c ≥ 0 is a constant reaction coefficient. Very often c stems from an implicit
time discretization and then c is given by the inverse of the time step size.

In the following we denote the d-dimensional Stokes operator by
Sd(v, q) := (−ν∆v + cv + ∇q,∇ · v). The Smith factorization is applied to the follow-
ing model problem in the whole plane R

2

Sd(u, p) = g in R
2 (1.37)

|u(x)| → 0 for |x| → ∞ (1.38)

with right hand side g = (f1, f2, 0)T . Moreover, it is assumed, that the coefficients c, ν are
constants. We start with the two-dimensional case. The spatial coefficients are denoted by
x and y. In order to apply the factorization to the Stokes system, we first take formally the
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Fourier transform of (1.37) with respect to y. The dual variable is denoted by k. The Fourier
transform of a function f is written as f̂ or Fyf . Thus, equation (1.37) yields Ŝ2(û, p̂) = ĝ

with û = (û, v̂) and

Ŝ2(û, p̂) =





−ν(∂xx − k2) + c 0 ∂x

0 −ν(∂xx − k2) + c ik
∂x ik 0









û
v̂
p̂



 . (1.39)

Considering Ŝ2(û, p̂) as a matrix with polynomial entries with respect to ∂x, we perform for
k 6= 0 the Smith factorization. We obtain

Ŝ2 = Ê2D̂2F̂2 (1.40)

with

D̂2 =





1 0 0
0 1 0

0 0 (∂xx − k2)L̂2



 , F̂2 =





νk2 + c νik∂x ∂x

0 L̂2 ik
0 1 0





and

Ê2 = T̂−1
2





ikL̂2 ν∂xxx −ν∂x

0 T̂2 0
ik∂x −∂xx 1





where T2 is a differential operator in y-direction whose symbol is ik(νk2 + c). Moreover,
L̂2 := ν(−∂xx + k2) + c is the Fourier transform of L2 := −ν∆ + c.

Remark 4 Using this factorization, problem (1.37) can be written as

D̂2ŵ = Ê−1
2 ĝ, ŵ := (ŵ1, ŵ2, ŵ3)

T := F̂2(û, p̂)T . (1.41)

From (1.41) we get ŵ1 = (Ê−1
2 ĝ)1 and ŵ2 = (Ê−1

2 ĝ)2. Noticing that ŵ3 =
(

F̂2(û, p̂)T
)

3
= v̂

the previous equation yields after applying an inverse Fourier transform

∆(−ν∆ + c)v = F−1
y

(

(Ê−1
2 ĝ)3

)

.

Since the matrices Ê2 and F̂2 have a determinant which is a non-zero number (i.e. a
polynomial of degree zero), the entries of their inverses are still polynomial in ∂x. Thus,
applying Ê−1

2 to the right hand side ĝ amounts to taking derivatives of ĝ and making linear
combinations of them. If the plane R is split into subdomains R

− × R and R
+ × R the

application of Ê−1
2 and F̂−1

2 to a vector can be done for each subdomain independently. No
communication between the subdomains is necessary.

At first glance, it is surprising that the two-dimensional Stokes equations can be mainly
characterized by the scalar fourth order differential operator ∆(−ν∆ + c). But one should
note that the stream function formulation gives the same differential equation for the stream
function in the two-dimensional case (cf. [GR86]).
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Our goal is to write for the Stokes equations on the whole plane divided into two half-
planes an algorithm converging in two iterations. We have shown that the design of an
algorithm for the fourth order operator B := ∆L2 = ∆(−ν∆ + c) is a key ingredient for
this task. Therefore, we derive an algorithm for the operator B and then, via the Smith
factorization, we recast it in a new algorithm for the Stokes system.

We consider the following problem: Find φ : R
2 → R such that

B(φ) = g in R
2, |φ(x)| → 0 for |x| → ∞ (1.42)

where g is a given right hand side. The domain Ω is decomposed into two half planes
Ω1 = R

−×R and Ω2 = R
+×R. Let the interface {0}×R be denoted by Γ and (ni)i=1,2 be

the outward normal of (Ωi)i=1,2. The algorithm, we propose, is given as follows:

ALGORITHM 4 We choose the initial values φ0
1 and φ0

2 such that φ0
1 = φ0

2 and L2φ
0
1 =

L2φ
0
2 on Γ. We obtain (φn+1

i )i=1,2 from (φn
i )i=1,2 by the following iterative procedure:

Correction step. We compute the corrections (φ̃n+1
i )i=1,2 as solutions of the homogeneous

local problems



































Bφ̃n+1
1 = 0 in Ω1

lim
|x|→∞

|φ̃n+1
1 | = 0

∂φ̃n+1
1

∂n1

= γn
1 on Γ

∂L2φ̃
n+1
1

∂n1

= γn
2 on Γ



































Bφ̃n+1
2 = 0 in Ω2

lim
|x|→∞

|φ̃n+1
2 | = 0

∂φ̃n+1
2

∂n2

= γn
1 on Γ

∂L2φ̃
n+1
2

∂n2

= γn
2 on Γ

(1.43)

where γn
1 = −1

2

(

∂φn
1

∂n1

+
∂φn

2

∂n2

)

and γn
2 = −1

2

(

∂L2φ
n
1

∂n1

+
∂L2φ

n
2

∂n2

)

.

Updating step. We update (φn+1
i )i=1,2 by solving the local problems



















Bφn+1
1 = g in Ω1

lim
|x|→∞

|φn+1
1 | = 0

φn+1
1 = φn

1 + δn+1
1 on Γ

L2φ
n+1
1 = L2φ

n
1 + δn+1

2 on Γ



















Bφn+1
2 = g in Ω2

lim
|x|→∞

|φn+1
2 | = 0

φn+1
2 = φn

2 + δn+1
1 on Γ

L2φ
n+1
2 = L2φ

n
2 + δn+1

2 on Γ

(1.44)

where δn+1
1 =

1

2
(φ̃n+1

1 + φ̃n+1
2 ) and δn+1

2 =
1

2
(L2φ̃

n+1
1 + L2φ̃

n+1
2 ).

This algorithm has the proposed remarkable property. Formally we can show:

Proposition 4 Algorithm 4 converges in two iterations.

The proof can be found in [19].
After having found an optimal algorithm which converges in two steps for the fourth order
operator B problem, we focus on the Stokes system (1.37)-(1.38) by translating this algorithm
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into an algorithm for the Stokes system. It suffices to replace the operator B by the Stokes
system and φ by the last component (F2(u, p)T )3 of the vector F2(u, p)T in the boundary
conditions, by using formula (1.41). The algorithm reads:

ALGORITHM 5 We choose the initial values (u0
1, p

0
1) and (u0

2, p
0
2) such that (F2(u

0
1, p

0
1)

T )3 =
(F2(u

0
2, p

0
2)

T )3 and L2(F2(u
0
1, p

0
1)

T )3 = L2(F2(u
0
2, p

0
2)

T )3 on Γ. We compute ((un+1
i , pn+1

i ))i=1,2

from ((un
i , p

n
i ))i=1,2 by the following iterative procedure:

Correction step. We compute the corrections ((ũn+1
i , p̃n+1

i ))i=1,2 as solution of the homo-
geneous local problems:



































S2(ũ
n+1
1 , p̃n+1

1 ) = 0 in Ω1

lim
|x|→∞

|ũn+1
1 | = 0

∂(F2(ũ
n+1
1 , p̃n+1

1 )T )3

∂n1

= γn
1 on Γ

∂L2(F2(ũ
n+1
1 , p̃n+1

1 )T )3

∂n1

= γn
2 on Γ



































S2(ũ
n+1
2 , p̃n+1

2 ) = 0 in Ω2

lim
|x|→∞

|ũn+1
2 | = 0

∂(F2(ũ
n+1
2 , p̃n+1

2 )T )3

∂n2

= γn
1 on Γ

∂L2(F2(ũ
n+1
2 , p̃n+1

2 )T )3

∂n2

= γn
2 on Γ

(1.45)
where

γn
1 = −1

2

(

∂(F2(u
n
1 , p

n
1 )T )3

∂n1

+
∂(F2(u

n
2 , p

n
2 )T )3

∂n2

)

γn
2 = −1

2

(

∂L2(F2(u
n
1 , p

n
1 )T )3

∂n1

+
∂L2(F2(u

n
2 , p

n
2 )T )3

∂n2

)

.

Updating step. We update ((un+1
i , pn+1

i ))i=1,2 by solving the local problems:



















S2(u
n+1
i , pn+1

i ) = g in Ωi

lim
|x|→∞

|un+1
i | = 0

(F2(u
n+1
i , pn+1

i )T )3 = (F2(u
n
i , p

n
i )T )3 + δn+1

1 on Γ
L2(F2(u

n+1
i , pn+1

i )T )3 = L2(F2(u
n
i , p

n
i )T )3 + δn+1

2 on Γ

(1.46)

where

δn+1
1 =

1

2
[(F2(ũ

n+1
1 , p̃n+1

1 )T )3 + (F2(ũ
n+1
2 , p̃n+1

2 )T )3],

δn+1
2 =

1

2
[L2(F2(ũ

n+1
1 , p̃n+1

1 )T )3 + L2(F2(ũ
n+1
2 , p̃n+1

2 )T )3].

This algorithm seems quite complex since it involves third order derivatives of the unknowns
in the boundary conditions on (F2(ũi, p̃i)

T )3. Writing ui = (ui, vi) and using (F2(ũi, p̃i)
T )3 =

ṽi, it is possible to simplify it. By using the Stokes equations in the subdomains, we can lower
the degree of the derivatives in the boundary conditions. In order to ease the presentation
in algorithm 6 we do not mention that the solutions tend to zero as |x| → ∞. If we denote
the k-th component of the unit outward normal vector ni of Ωi by ni,k, we obtain for two
subdomains the following:
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ALGORITHM 6 We choose the initial values (u0
1, v

0
1, p

0
1) and (u0

2, v
0
2, p

0
2) such that v0

1 = v0
2

and

ν
∂u0

1

∂n1

− p0
1n1,1 = −

(

ν
∂u0

2

∂n2

− p0
2n2,1

)

on Γ. We compute ((un+1
i , vn+1

i , pn+1
i ))i=1,2 from ((un

i , v
n
i , pn

i ))i=1,2 by the following iterative
procedure:
Correction step. We compute the corrections ((ũn+1

i , ṽn+1
i , p̃n+1

i ))i=1,2 as solution of the
homogeneous local problems:














S2(ũ
n+1
1 , ṽn+1

1 , p̃n+1
1 ) = 0 in Ω1

ν
∂ṽn+1

1

∂n1

= γn
1 on Γ

ũn+1
1 = γn

2,1 on Γ















S2(ũ
n+1
2 , ṽn+1

2 , p̃n+1
2 ) = 0 in Ω2

ν
∂ṽn+1

2

∂n2

= γn
1 on Γ

ũn+1
2 = γn

2,2 on Γ

(1.47)

where γn
1 = −1

2

(

ν
∂vn

1

∂n1

+ ν
∂vn

2

∂n2

)

and γn
2,i = (−1)i 1

2
(un

1 − un
2 ).

Updating step. We update ((un+1
i , vn+1

i , pn+1
i ))i=1,2 by solving the local problems:















S2(u
n+1
i , vn+1

i , pn+1
i ) = g in Ωi

ν
∂un+1

i

∂ni

− pn+1
i ni,1 = ν

∂un
i

∂ni

− pn
i ni,1 + δn+1

ij on Γ

vn+1
i = vn

i + 1
2
(ṽn

1 + ṽn
2 ) on Γ

(1.48)

where δn+1
ij =

1

2

(

ν
∂ũn+1

i

∂ni

− p̃n+1
i ni,1

)

− 1

2

(

ν
∂ũn+1

j

∂nj

− p̃n+1
j nj,1

)

and j = 3− i.

Lemma 1 Consider the model case Ω = R
2, Ω1 = R

− × R and Ω2 = R
+ × R. We assume

that all variables vanish at infinity. Then, the algorithms 5 and 6 are equivalent.

The proof can be found in [19].

In order to write the resulting algorithm in an intrinsic form, we introduce the stress
σi(u, p) for each subdomain Ωi on the interface for a velocity u = (u, v), a pressure p and
the normal vector ni. If ni = ∂x, we have the following formula in cartesian coordinates:

σi(u, p) = (ν
∂u

∂x
− p,

ν

2
(
∂v

∂x
+

∂u

∂y
))

For any vector u its normal (resp. tangential) component on the interface is uni
= u ·ni

(resp. uτ i
= (I − ni ⊗ ni) u). We denote σi

ni
:= σi

ni
(ui, pi)·ni and σi

τ i
:= (I − ni ⊗ ni) σi

as the normal and tangential parts of σi, respectively.

We can now generalize the previous algorithm to a more general decomposition into non
overlapping subdomains: Ω = ∪N

i=1Ωi and denote by Γij = ∂Ωi ∩ ∂Ωj the interface between
subdomains Ωi and Ωj, i 6= j. The new algorithm for the Stokes system reads:
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ALGORITHM 7 Starting with an initial guess ((u0
i , p

0
i ))

N
i=0 satisfying u0

i,τ i
= u0

j,τ j
and

σi
ni

(u0
i , p

0
i ) = σj

nj
(u0

j , p
0
j) on Γij, ∀i, j, i 6= j, the correction step is expressed as follows

for 1 ≤ i ≤ N :



















S2(ũ
n+1
i , p̃n+1

i ) = 0 in Ωi

ũn+1
i,ni

= −1

2
(un

i,ni
+ un

j,nj
) on Γij

σi
τ i

(ũn+1
i , p̃n+1

i ) = −1

2
(σi

τ i
(un

i , p̃
n
i ) + σ

j
τ j

(un
j , p̃

n
j )) on Γij

(1.49)

followed by an updating step for 1 ≤ i ≤ N :



























S2(u
n+1
i , pn+1

i ) = g in Ωi

un+1
i,τ i

= un
i,τ i

+
1

2
(ũn+1

i,τ i
+ ũn+1

j,τ j
) on Γij

σi
ni

(un+1
i , pn+1

i ) = σi
ni

(un
i , p

n
i )

+
1

2
(σi

ni
(ũn+1

i , p̃n+1
i ) + σj

nj
(ũn+1

j , p̃n+1
j )) on Γij.

(1.50)

The boundary conditions in the correction step involve the normal velocity and the tangential
stress, whereas in the updating step the tangential velocity and the normal stress are involved.
We can prove that in three dimensions the algorithm has the same definition.

Proposition 5 For a domain Ω = R
2 divided into two non overlapping half planes, algo-

rithms 5 and 7 are equivalent and both converge in two iterations.

The above ideas have been extended to the three-dimensional Stokes equations and to the
Oseen equations. We have shown in [19] that one can build, at least formally, using Smith
factorization, optimal preconditioners for Stokes and Oseen equations. Nevertheless we have
tested them numerically only on the two-dimensional Stokes equations. In order to do this
we used a finite volume discretization on staggered grids. The numerical implementation of
interface conditions is not straightforward since not all quantities involved are defined at the
boundaries between domains.

We analyzed the performance of the new algorithm in the two-dimensional case. It will
be compared with the standard Schur complement approach using a Neumann-Neumann
preconditioner (without coarse space), cf. [TP97]. We will extend the preliminary results
of [NR07], where we made some numerical experiments for the two subdomain case, using
standard inf-sup stable P2/P1-Taylor-Hood elements on triangles. We consider the domain
Ω = [0.2, 1.2] × [0.1, 1.1] decomposed into two or more subdomains of equal or different
sizes. We choose the right hand side f such that the exact solution is given by u(x, y) =
sin(πx)3 sin(πy)2 cos(πy), v(x, y) = − sin(πx)2 sin(πy)3 cos(πx) and p(x, y) = x2 + y2. The
viscosity ν is always 1. We solve the problem for various values of the reaction coefficient
c, which can arise for example, when one applies an implicit time discretization of the
unsteady Stokes problem (c = 1/∆t). The interface system is solved by GMRES. In all
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tables we count the number of iterations needed to reduce the L∞ norm of the error by the
factor TOL = 10−6:

max
i=1,...,N

‖U i
k − Uh‖L∞(Ωi) ≤ 10−6,

where U i
k = (uk, vk, pk)

i is the discrete solution of iteration step k in subdomain Ωi and
Uh = (uh, vh, ph) is the global discrete solution computed by a direct solver applied to the
global problem.

A problem of the new Algorithm is that in the correction step, the local matrices may be
singular (the local problems are ill-posed for the pressure, the latter being defined up to an
additive constant). To overcome this difficulty we chose to add a penalization term εp with
ε sufficiently small to the divergence equation. This penalization term leads however still to
ill-conditioned local matrices and an ill-conditioned interface problem. Thus, the reduction
of the Euclidean norm of the residual is not a good indicator for the convergence of the
algorithm as can be seen in Figure 1.6:

0 10 20 30
10

−14

10
−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

Iteration no.

R
e
s
id

u
a
l

0 10 20 30
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

10
2

Iteration no.

E
rr

o
r

0 10 20 30
10

−14

10
−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

Iteration no.

R
e
s
id

u
a
l

0 10 20 30
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

10
2

Iteration no.

E
rr

o
r

Figure 1.6: Convergence of the GMRES algorithm (residual and error) for 3 × 3 (left) and
4× 4 (right) decompositions for ε > 0

This is also due to the presence of the large eigenvalues in the spectrum, as seen in the
Table 1.8. A very simple way to eliminate the large eigenvalues is to avoid using the penaliza-
tion term: the local problems are now singular. Consider a local matrix A which corresponds
to interior subdomains in the correction (preconditioning) step. It will be singular of co-rank
1. The null space is formed by a vector whose components are constant non-zero only for
the pressure components. It can be easily shown that the matrix B + f · et is invertible if
we choose e (resp. f) to be a vector non-orthogonal to ker(A) (resp. ker(AT )). In our case
it is sufficient to take (in order to preserve the sparsity of the matrix A) a vector with null
components except for one non-zero component chosen in the right position. Afterward, for
any right hand side b in the Im(A), the solution of Bx = b verifies Ax = b. In this case no
more large eigenvalues will be present in the spectrum and the convergence of the residual
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N ×N No. of large eigenvalues N ×N No. of large eigenvalues
2x2 0 6x6 16
3x3 1 7x7 25
4x4 4 8x8 36
5x5 9 9x9 49

Table 1.8: Number of eigenvalues which are larger than 10 in modulus for a N ×N decom-
position.

will reflect more accurately the convergence of the error as one can see in Figure 1.7.
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Figure 1.7: Convergence of the GMRES algorithm (residual and error) for 3 × 3 (left) and
4× 4 (right) decompositions for ε = 0

Nevertheless the convergence is still very sensitive to the number of subdomains, which
shows the necessity of introducing a coarse space correction in the algorithm. This bad con-
vergence is mainly due to the presence of small eigenvalues in the spectrum of the interface
operator (see Figure 1.8).

We need to eliminate the small eigenvalues which can cause bad convergence. In order
to do this we will first notice that the error during the iterations of the GMRES method
is mainly localized in the corners, as seen in Figure 1.9 where the error on component p is
visualized.

A solution to this problem could be a deflation method applied to the preconditioning
step as seen in [NV08], where the deflated vectors contain constant non-zero elements only
for the corner components of the solution. As a result, we obtain a better convergence than
before. It is however not optimal, since it is dependent on the number of subdomains (see
Figure 1.10).
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Figure 1.8: Eigenvalues of the interface preconditioned operator for 3 × 3 (left) and 4 × 4
(right) decompositions.
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Figure 1.10: Convergence of the deflated GMRES algorithm (residual and error) for 3 × 3
(left) and 4× 4 (right) decompositions.

By looking at the spectrum (Figure 1.11), we can see that there are still small eigenvalues
that have not been taken care of by the deflation method. As a conclusion we can state that
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Figure 1.11: Eigenvalues of the interface preconditioned operator for 3× 3 (left) and 4 × 4
(right) decompositions.

even if the strategy presented is not yet optimal, it leads to an improvement of the previous
algorithm (since it eliminates a part of small eigenvalues) and could pave the way to the
construction of a more scalable method.

The preliminary results described are very promising but they need to be finalized. We
aim mainly three different directions of research: firstly, developing coarse grid precondition-
ners for Stokes equations (which will make the method independent of the problem size and
could be thus competitive with respect of existing methods such as Neumann-Neumann or
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FETI methods). Designing a coarse grid method relies mainly on heuristic reasons: combin-
ing a global data of small size that accelerate the behaviour of the method. We could use
again the knowledge of such methods for scalar problems in order to get the best method
possible for the Stokes system.

Secondly, we aim at designing new domain decomposition methods for Oseen equations,
which could be sufficiently robust and independent of the physical parameters. To our knowl-
edge, such a method has not yet been built since it arises both algorithmic and discretization
questions that have not yet been addressed. This direction would bring a completely new
and original contribution with a great potential of application especially for the fluid dynam-
ics problems (for Navier-Stokes simulations, at each time step a Newton method is applied
which implied the resolution of a linearized problem or an Oseen equation).

Thirdly, all the previous algorithms have been derived using symbolic computations, done
in a heuristic way starting from an intrinsic data, and this potentially gives different forms
of the same method. This process can be made completely automatic by using symbolic
computation tools and software. We could know precisely how many forms of the method
can be obtained and which one is more appropriate for practical disctretization reasons.
Afterwards, this can also give an exact idea of how one could discretize interface conditions
and what is the incidence of the discretization method on the robustness of the algorithm.
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Chapter 2

Discontinuous Galerkin methods for
time-harmonic and time-domain
Maxwell’s equations

2.1 Solution of the time-harmonic Maxwell’s equations

using Discontinuous Galerkin methods

This work is concerned with the numerical solution of the time-harmonic Maxwell equations
discretized by discontinuous Galerkin methods on unstructured meshes. Our motivation
for using a discontinuous Galerkin method is the enhanced flexibility compared to the con-
forming edge element method [Mon03]: for instance, dealing with non-conforming meshes is
straightforward and the choice of the local approximation space is not constrained. Nonethe-
less, before taking full advantage of these features, it is required to carefully study the basic
ingredients of the method such as the choice of the numerical flux at the interface between
neighboring elements. In the context of time-harmonic problems, the design of efficient
solution strategies for the resulting sparse linear systems is an equally important question.

Previous works have shown convergence results for discontinuous Galerkin methods ap-
plied to the time-harmonic Maxwell equations, studied in the form of second-order vector
wave equations. Most of these works use a mixed formulation [PSM02, HPSS05b] but dis-
continuous Galerkin methods on the non-mixed formulation have recently been proved to
converge (interior penalty technique [HPSS05a, BP05] as well as the local discontinuous
Galerkin method [BP05]). The convergence properties of these methods in the time-domain
case have been studied in [FLLP05] when using a centered flux and in [HW02] when using
an upwind flux. The case of the upwind flux has been analyzed in [HD94] and [Hel94] for the
time-harmonic problems and the convergence has been proved only for a perturbed problem.
The general case of Friedrichs systems and the elliptic Maxwell equations in particular has
been treated in [EG06a] and [EG06b]. However, to our knowledge, no direct convergence
analysis on the first-order time-harmonic system (2.11) has been conducted so far, which
should be useful, for instance, when using an upwind flux. The main contribution of this
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work is a numerical study of the convergence of discontinuous Galerkin methods based on
centered and upwind fluxes applied to the first-order time-harmonic Maxwell system in the
two-dimensional case.

The system of non-dimensionalized time-harmonic Maxwell’s equations can be written
in the following form:

{

iωεrE − curl H = −J ,

iωµrH + curl E = 0,
(2.1)

where E and H are the unknown electric and magnetic fields and J is a known current
source. The parameters εr and µr are respectively the complex-valued relative dielectric
permittivity (integrating the electric conductivity) and the relative magnetic permeability;
we consider here the case of linear isotropic media. The angular frequency of the problem
is given by ω. We solve Equations (2.11) in a bounded domain Ω, and on its boundary
∂Ω = Γa ∪ Γm, we impose the following boundary conditions:

- a perfect electric conductor condition on Γm, ie: n×E = 0 on Γm,

- a Silver-Müller (first-order absorbing boundary) condition on Γa, ie:

n×E + n× (n×H) = n×Einc + n× (n×H inc) on Γa.

(2.2)

The vectors Einc and H inc represent the components of an incident electromagnetic wave.
We can further rewrite (2.11)+(2.12), assuming J equals to 0, under the following form:











iωG0W + Gx∂xW + Gy∂yW + Gz∂zW = 0 in Ω,

(MΓm
−Gn)W = 0 on Γm,

(MΓa
−Gn)(W −W inc) = 0 on Γa.

(2.3)

where W =

(

E

H

)

is the new unknown vector and G0 =

(

εrI3 03×3

03×3 µrI3

)

. Denoting by

(ex, ey, ez) the canonical basis of IR3, the matrices Gl with l ∈ {x, y, z} are given by:

Gl =

(

03×3 Nel

N t
el 03×3

)

where for a vector n, Nn =





0 nz −ny

−nz 0 nx

ny −nx 0



 .

In the following we denote by Gn the sum Gxnx + Gyny + Gznz and by G+
n and G−

n its
positive and negative parts1. We also define |Gn|= G+

n−G−
n. In order to take into account

the boundary conditions, the matrices MΓm
and MΓa

are given by:

MΓm
=

(

03×3 Nn
−N t

n 03×3

)

and MΓa
= |Gn|.

1If Gn = TΛT−1 is the eigenfactorization then G±

n = TΛ±T−1 where Λ+ (resp. Λ−) only gathers the
positive (resp. negative) eigenvalues.
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See [23] for further details on the derivation of this formulation.

Let Ωh denote a discretization of the domain Ω into a union of conforming elements
(tetrahedral or hexahedral elements)

Ωh =
⋃

K∈Th

K.

We look for the approximate solutions W h =

(

Eh

Hh

)

of (2.13) in Vh×Vh where the function

space Vh is defined by:

Vh =
{

V ∈ [L2(Ω)]3 / ∀K ∈ Th, V |K ∈ P(K)
}

. (2.4)

The term P(K) denotes a space of polynomial functions on the element K. We take the
scalar product of the first equation of (2.13) by a sufficiently smooth vector field V and we
integrate over an element K of the mesh Th:

∫

K

iω (G0W )t
V dx +

∫

K





∑

l∈{x,y,z}
Gl∂lW





t

V dx = 0.

By using Green’s formula we obtain a weak formulation involving a boundary term. This
term is replaced in discontinuous Galerkin methods by a function Φ∂K which is usually
referred as the numerical flux (see also Ern and Guermond [EG06a, EG06b]); the aim is
then to determine W h in Vh × Vh such that:

∫

K

iω (G0W h)
t
V dx−

∫

K

W t
h





∑

l∈{x,y,z}
Gl∂lV



 dx +

∫

∂K

(Φ∂K(W h))
t
V = 0,

∀V ∈ Vh × Vh.

(2.5)

In order to couple the element K with its neighbors for ensuring the consistency of the
discretization, this numerical flux can be defined in the following way:

Φ∂K(W h) =























IFKSF JW hK + IFKGnF
{W h} if F ∈ Γ0,

1

2
(MF,K + IFKGnF

)W h if F ∈ Γm,

1

2
(MF,K + IFKGnF

)W h −
1

2
(MF,K − IFKGnF

)W inc if F ∈ Γa,

(2.6)

where Γ0, Γa and Γm respectively denote the set of interior faces, the set of faces on Γa

and the set of faces on Γm. IFK stands for the incidence matrix between oriented faces and
elements whose entries are given by:

IFK =











0 if the face F does not belong to element K,

1 if F ∈ K and their orientations match,

−1 if F ∈ K and their orientations do not match.
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We also define respectively the jump and the average of V on a face F shared by two elements
K and K̃:

JV K = IFKV K + IFK̃V K̃ and {V } =
1

2
(V K + V K̃).

Finally, the matrix SF allows to penalize the jump of a field or of some components of this
given field on the face F and the matrix MF,K to be defined later insures the asymptotic
consistency with the boundary conditions of the continuous problem.

In this study, we aim at comparing the properties of three classical numerical fluxes: - a
centered flux (see [FLLP05] for the time-domain equivalent). In this case SF = 0 for all
the faces F and, for the boundary faces, we use:

MF,K =







IFK

(

03×3 NnF

−N t
nF

03×3

)

if F ∈ Γm,

|GnF
| if F ∈ Γa.

- an upwind flux (see [EG06a, Pip00]). In this case:

SF =

(

αE
F NnN t

n 03×3

03×3 αH
F N t

nNn

)

, MF,K =

(

ηF NnF
N t

nF
IFKNnF

−IFKN t
nF

03×3

)

∀F ∈ Γm,

with αE
F , αH

F and ηF equals to 1/2 for homogeneous media. The definition of MFK for F in
Γa is identical to the centered case.
- a partially penalized upwind flux (local Discontinuous Galerkin method, see [CS98]).
This flux is characterized by a penalization coefficient given by:

SF = τF h−1
F

(

NnF
N t

nF
0

0 0

)

, MF,K =

(

ηF h−1
F NnF

N t
nF

IFKNnF

−IFKN t
nF

03×3

)

∀F ∈ Γm.

The definition of MFK for F in Γa is also identical to the centered case.
We are interested in assessing these numerical fluxes for the discretization of (2.13).

Firstly, we want the best asymptotic convergence order in L2-norm for the electric and mag-
netic field for a fixed polynomial order approximation on an unstructured mesh. Secondly,
a minimal numerical dispersion is also needed. In the following we will focus on the first
criterion. The asymptotic convergence order in L2-norm between the exact solution (E, H)
and the approximate solution (Eh, Hh) corresponds to the largest real coefficients β and γ
such that:

∃C1, C2, h0 > 0, ∀h > h0, ‖E −Eh‖L2(Ω) ≤ C1h
β and ‖H −Hh‖L2(Ω) ≤ C2h

γ, (2.7)

where h is the mesh size. We first recall in Table 2.1 below the theoretical convergence order
for the elliptic Maxwell equations [EG06a, EG06b], for a sufficiently smooth solution and
when the local function space P(K) is [Pk(K)]3 i.e. the space of vectors whose components
are polynomials of order at most k. When using the flux with a penalization of E, similar
convergence results are proved for the time-harmonic Maxwell equations in [BP05].
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flux centered upwind penalization of E

field E k k + 1/2 k + 1
field H k k + 1/2 k

Table 2.1: Theoretical convergence order for the elliptic Maxwell equations.

A few comments need to be stated concerning the convergence properties of such a scheme
applied to the first-order formulation of the time-harmonic Maxwell equations. First of all,
the case of the upwind flux has been analyzed in [HD94] for the perturbed Maxwell problem,
that is when iω is replaced by ν + iω with ν a strictly positive parameter. For a sufficiently
regular solution the norm of the error behaves as hp+1/2 where h is the mesh parameter.
The case of the centered flux has been studied in [FLLP05] for the time-domain Maxwell
equations and in this case the norm of the error behaves as hp where h is the mesh parameter.

For the time-harmonic equations no convergence proofs are available so far. We can only
study here the solvability of the discrete problem in the case of a perturbed problem (we
replace iω by iω + ν with ν > 0) following an idea used by Helluy [Hel94] in the case of the
upwind flux. In the case of the perturbed problem and assuming homogeneous boundary
conditions, the formulation can be simply written as:

{

Find W h in Vh × Vh such that:

a(W h, V ) + b(W h, V ) = 0, ∀V ∈ Vh × Vh,
(2.8)

with, ∀U , V ∈ Vh × Vh:

a(U , V ) =

∫

Ωh

((iω + ν)G0U )t
V dv +

∑

F∈Γa

∫

F

(

1

2
|GnF

|U
)t

V ds

+
∑

F∈Γm

∫

F

(

1

2
MF,KU

)t

V ds +
∑

F∈Γ0

∫

F

(SF JUK)t JV KF ds,

(2.9)

and:

b(U , V ) =
∑

K∈Th

∫

K





∑

l∈{x,y,z}
Gl∂l(U )





t

V dv

−
∑

F∈Γa∪Γm

∫

F

(

1

2
IFKGnF

U

)t

V ds−
∑

F∈Γ0

∫

F

(GnF
JUK)t {V }ds.

(2.10)

We have the following result:

Proposition 6 The solution of problem (2.8) is null.

The proof can be found in [15] .
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We will present a numerical comparison of different fluxes for a very simple test case
and different kind of meshes. In the second part, the results on a less trivial problem are
compared to those obtained with the plane wave example. We consider the case of an electric
transverse wave in the plane (O, x, y). In this case the components Ez, Hx and Hy are zero.
We numerically simulate the propagation of a plane wave in vacuum where the incident wave
is given by (Einc

x , Einc
y , H inc

z ) = exp(−iωx)(0, 1, 1). The computational domain is the unit
square Ω =]0; 1[2 and a Silver-Müller boundary condition is imposed on the whole boundary,
that is Γa = ∂Ω and Γm = ∅. The parameters εr and µr are set to 1 everywhere and we
choose ω = 2π. We numerically estimate the asymptotic convergence order of discontinuous
Galerkin methods for the above problem using two different sequences of triangular meshes:

- uniformly refined meshes. The first mesh of Figure 2.1(a) is uniformly refined resulting
in the meshes of Figures 2.1(b) and 2.1(c).

- independent meshes. We use four unstructured (quasi-uniform) independent meshes
with an imposed maximal mesh size h (see Figure 2.2 for the first three meshes). These
meshes are denoted by Ti for i = 1, . . . , 4 with h in a decreasing order. Thus Ti+1 is not a
refinement of Ti.

Our implementation of high order discontinuous Galerkin methods makes use of nodal
basis functions with equi-spaced nodes.
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(a) Initial mesh.
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(b) First refinement.
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(c) Second refinement.

Figure 2.1: Initial mesh of the unit square and two uniform refinements.
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(a) h = 1/8.
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(b) h = 1/16.
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(c) h = 1/32.

Figure 2.2: First three independent unstructured meshes.
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Centered flux. Numerical convergence results in a logarithmic scale. They clearly demon-
strate the interest of higher order polynomial approximations which allow a considerable
reduction of the number of degrees of freedom to reach the same accuracy. Table 2.2 sum-
marizes numerical estimates (using a linear regression method) of the asymptotic convergence
order.

P0 P1 P2 P3

E 1.0 1.0 2.0 3.0
H 1.0 2.0 3.0 3.6

Table 2.2: Numerical convergence order using a centered flux.

The method based on a P0 approximation (i.e. the standard cell centered finite volume
method) is special: the convergence order is optimal for both fields E and H , that is, equal
to k+1. This could be the consequence of using uniformly refined meshes, since a somewhat
different behavior is obtained for independent meshes with decreasing mesh size. For the
other polynomial degrees, we get exactly the predicted theoretical convergence order in the
elliptic case for E, whereas for H , this convergence order is optimal. Therefore, in this
example, the magnetic field is better approximated than the electric field, when using the
centered flux.

Upwind flux. We used here the parameters αH
F = αE

F = ηF = 1 for each face F . Similar
conclusions can be derived as in the centered case except that the convergence properties of
the methods based on P0 and P1 interpolations are this time clearly different with respect
to the centered case. The asymptotic convergence orders (see Table 2.3) are similar for both
fields and correspond to the theory for the elliptic Maxwell equations. The convergence is
optimal except for the case P0, but nevertheless we are still above the theoretical estimates.

P0 P1 P2 P3

E 0.9 1.9 3.0 3.9
H 0.9 1.9 3.0 3.9

Table 2.3: Numerical convergence order using an upwind flux.

Penalized flux on E. We set τF = ηF = 1 for each face F . Table 2.4 summarizes the
numerical estimates of the asymptotic convergence order. Besides the expected lack of con-
vergence in the case P0, we can notice for all the other cases ((Pk)k>0) a complementary
behavior with respect to the centered flux, since this time we get an optimal convergence
rate for E, but not for H .

When we use independent meshes (as in Figure 2.2), the results for the upwind flux
are the same as for the uniformly refined meshes. For the centered flux, note the lack of
convergence for the case P0. For all the other cases the results remain the same as for the
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P0 P1 P2 P3

E X 2.0 3.1 3.9
H X 1.0 2.0 2.9

Table 2.4: Numerical convergence order using a penalized flux on E.

uniformly refined meshes.

We perform now the same analysis in the case of a less trivial problem. The domain
is the square [−1; 1]2 where we have suppressed a part by inserting a point of coordinates
(0.1, 0) at it is shown on Figure 2.3. The properties εr and µr are still homogeneous and
equal to one. Appropriate non-homogeneous Dirichlet boundary conditions are enforced on
the boundary of the domain in order to obtain E = (sin(2πy), sin(2πx))t as the solution.
The mesh is not fully homogeneous as it is shown on Figure 2.3; it is slightly denser next
to the point of coordinates (0.1, 0). Independent meshes have been used as for the previous
example. The same conclusions yield as in the case of the independent meshes of the square.

Figure 2.3: Unstructured meshes for the second example

As a final conclusion: it is already known for time-domain problems that the centered
flux combined to a leap-frog time integration scheme results in a non-dissipative discontinu-
ous Galerkin method (a mandatory feature for long time computations, see [FLLP05]). As
far as time-harmonic problems are concerned, the previous results show that the upwind
flux has better convergence properties. Nevertheless, the centered flux remains less expen-
sive both for time-domain and time-harmonic problems (arithmetic operations and memory
requirements).
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2.2 An implicit DGTD method for two-dimensional

electromagnetic wave propagation

Nowadays, a variety of methods exist for the numerical treatment of the time-domain
Maxwell equations, ranging from the well established and still prominent finite difference
time-domain (FDTD) methods based on Yee’s scheme [Yee66] to the more recent finite el-
ement time domain (FETD) and discontinuous Galerkin time domain (DGTD) methods
[HW02]-[CCR05]-[FLLP05]-[MR05]-[CFP06]. The use of unstructured meshes (based on
quadrangles or triangles in two space dimensions, heaxahedra or tetrahedra in three space
dimensions) is an intrinsic feature of the latter methods which can thus easily deal with
complex geometries and heterogeneous propagation media. Unfortunately, local mesh re-
finement can translate in a very restrictive time step in order to preserve the stability of
the explicit time integration schemes which are most often adopted in FETD and DGTD
methods. There are basically two directions to cure this efficiency problem. The first one
consists in using a local time stepping strategy combined to an explicit time integration
scheme. The second approach consists in using an implicit or a hybrid explicit-implicit time
integration scheme. An implicit time integration scheme is a natural way to obtain a time
domain method which is unconditionally stable, but at the expense of the inversion of a
global linear system at each time step.

The work is concerned with the development of a time implicit discontinuous Galerkin
method for the simulation of two-dimensional time-domain electromagnetic wave propaga-
tion on non-uniform triangular meshes. The proposed method combines an arbitrary high
order discontinuous Galerkin method for the discretization in space designed on triangu-
lar meshes, with a second order Crank-Nicolson scheme for time integration. At each time
step, a multifrontal sparse LU method is used for solving the linear system resulting from
the discretization of the TE Maxwell equations. Despite the computational overhead of the
solution of a linear system at each time step, the resulting implicit discontinuous Galerkin
time-domain method allows for a noticeable reduction of the computing time as compared to
its explicit counterpart based on a leap-frog time integration scheme. The proposed method
is useful if the underlying mesh is non-uniform or locally refined such as when dealing with
complex geometric features or with heterogenous propagation media. This study is a first
step towards the development of an efficient discontinuous Galerkin method for the simu-
lation of three-dimensional time-domain electromagnetic wave propagation on non-uniform
tetrahedral meshes. It yields first insights of the capabilities of implicit time stepping through
a detailed numerical assessment of accuracy properties and computational performances. In
the field of high frequency computational electromagnetism, the use of implicit time step-
ping has so far been limited to cartesian meshes in conjunction with the finite difference
time-domain method (e.g. the ADI- FDTD method). This study is the first attempt to
combine implicit time stepping with a discontinuous Galekin discretization method designed
on simplex meshes.
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The starting point of this study is given by the explicit DGTD-Pp method presented in
[FLLP05] for solving the three-dimensional time domain Maxwell equations on unstructured
tetrahedral meshes. Beside a standard discontinuous Galerkin formulation, this method
is based on two basic ingredients: a centered approximation for the computation of the
numerical flux at inter-element boundaries, and an explicit leap-frog time integration scheme.
The implicit DGTD-Pp method differs from its explicit counterpart in the time integration
scheme which is now chosen to be a Crank-Nicolson scheme. The resulting implicit DGTD-Pp

method is non-dissipative and unconditionally stable as will be shown in the sequel. Although
the objective of this paper is to evaluate the proposed method in the context of the numerical
solution of the two-dimensional Maxwell equations, in this section we formulate and study
the implicit DGTD-Pp method in the more general case of the three-dimensional case. The
system of time-domain Maxwell equations in the absence of current sources is given by:

ε∂tE− curl (H) = 0 , µ∂tH + curl (E) = 0. (2.11)

where E and H are the unknown electric and magnetic fields, ε and µ respectively denote
the electric permittivity and the magnetic permeability (the propagation medium is assumed
to be a linear and isotropic material). Our goal is to solve system (2.11) in a domain Ω of
border ∂Ω = Γa ∪ Γm, where we impose the following boundary conditions:

n× E = 0 on Γm , n× E + Zn× (n×H) = 0 on Γa. (2.12)

where Z =
√

µ
ε
, n denotes the unit outward normal to ∂Ω. The first boundary condition

is called metallic (referring to a perfectly conducting surface) while the second condition is
called absorbing, takes the form of the Silver-Müller condition which is a first order approx-
imation of the exact absorbing boundary condition and is applied on Γa which represents
the artificial limit of the computational domain. Problem (2.11) can be rewritten under the
following form:











G0∂tW + Gx∂xW + Gy∂yW + Gz∂zW = 0 in Ω,

(MΓm
−Gn)W = 0 on Γm,

(MΓa
−Gn)W = 0 on Γa.

(2.13)

Here we used the same notations as in section 2.1.

We first discretize the system (2.13) with respect to the time variable using the Crank-
Nicolson scheme:

G0

(

Wn+1 −Wn

∆t

)

+ (Gx∂x + Gy∂y + Gz∂z)

(

Wn+1 + Wn

2

)

= 0, (2.14)

where Wn is the approximation of W at time tn = n∆t and ∆t denotes the time step. For
each tn, we thus need to solve the following boundary value problem:
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









βG0W + (Gx∂x + Gy∂y + Gz∂z)W = F, in Ω,

(MΓm
−Gn)W = 0 on Γm,

(MΓa
−Gn)W = 0 on Γa,

(2.15)

where β =
2

∆t
, W = Wn+1 and F = βG0W

n − (Gx∂x + Gy∂y + Gz∂z)W
n. This system

can be reformulated as a symmetric Friedrichs system and according to the results stated in
[EG06a], the associated boundary value problem (2.15) is well-posed in the functional space:

V = {W ∈ H(curl )×H(curl ); (MΓm
−Gn)W|Γm

= 0, (MΓa
−Gn)W|Γa

= 0}

The main motivation for using a Crank-Nicolson scheme rather than, for instance, a sec-
ond order, upwind in time, implicit scheme is the following result concerning the conservation
property of the semi-discrete electromagnetic energy.

Lemma 2 Let a semi-discrete electromagnetic energy be defined by:

En =
1

2

∫

Ω

(Wn)t(G0W
n)dx =

1

2

∫

Ω

ε ‖ En ‖2 dx +
1

2

∫

Ω

µ ‖ Hn ‖2 dx

then this energy is non-increasing in time, En+1 ≤ En, and it is exactly conserved in the
absence of absorbing boundaries (Γa = ∅).

Now we proceed to the space discretization. Let Th be a discretisation of the computa-

tional domain Ω such that Ωh ≡ Th =
⋃

K∈Th

K. In this study, the numerical approximation

Wh of the solution of problem (2.13) lies in the space C1([0, T ]; Vh) where:

Vh =
{

V ∈ [L2(Ω)]3 × [L2(Ω)]3| ∀K ∈ Th , V|K ∈ Pp(K)
}

, (2.16)

where Pp(K) denotes a space of polynomial elements of degree at most p over the element
K. By taking the scalar product of (2.13) by a regular vector field V and integrating over
an element K, we get:

∫

K

(G0∂tWh)
t Vdx +

∫

K





∑

l∈{x,y,z}
Gl∂lWh





t

Vdx = 0 , ∀V ∈ Vh, (2.17)

and integration by parts yields:

∫

K

(G0∂tWh)
t Vdx−

∫

K

Wt
h





∑

l∈{x,y,z}
Gl∂lV



 dx +

∫

∂K

(GnK
Wh)

t Vds = 0 , ∀V ∈ Vh,

(2.18)
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where nK is the unit outward normal to the border of element K. In equation (2.18) we still
need to define an approximation of the boundary integral operand, called main numerical
flux in [EG06a]-[EG06b]. Then, Eq. (2.18) becomes:

∫

K

(G0∂tWh)
t Vdx−

∫

K

Wt
h





∑

l∈{x,y,z}
Gl∂lV



 dx+
∑

F∈∂K

∫

F

(Φ∂K(Wh))
t Vds = 0 , ∀V ∈ Vh.

(2.19)
The definition of Φ∂K needs to ensure the consistency of the approximation method and
follows the formalism of flux definition in section 2.1. It depends on the type of face: we
adopt here a centered scheme as in [FLLP05], for the evaluation of the flux through an
internal face F ∈ Γ0 and an upwind flux for the absorbing boundary faces F ∈ Γa. Using
now the weak form (2.19) and by summing over all elements K of Th, the problem at hand
is to find Wh ∈ Vh such that ∀V ∈ Vh :

∫

Ωh

(G0∂tWh)
t Vdx−

∑

K∈Th

∫

K

Wt
h





∑

l∈{x,y,z}
Gl∂lV



 dx

+
∑

F∈Fm∪Fa

∫

F

(

1

2
(MF,K + IF,KGnF

)Wh

)t

Vds

+
∑

F∈F0

∫

F

(GnF
{Wh}F )t JVKF ds = 0.

(2.20)

This weak formulation is inspired by [EG06a, equation (4.26)] and adapted to problem (2.13).

To analyze the totally discretized problem we introduce the following bilinear forms:



























































a(W,V) = 2

∫

Ωh

(G0W)t Vdx,

b(W,V) = −
∫

Ωh

Wt





∑

l∈{x,y,z}
Gl∂lV



 dx +

∫

Ωh





∑

l∈{x,y,z}
Gl∂lW





t

Vdx,

c(W,V) =
∑

F∈F0

∫

F

[

(

GnF
W|K

)t
(

IF,K̃V|K̃

)

+
(

GnF
W|K̃

)t
(

IF,KV|K
)

]

ds

+
∑

F∈Fm∪Fa

∫

F

(MF,KW)t Vds.

Thus (2.20) is equivalent to find Wh ∈ Vh such that ∀V ∈ Vh :

a(∂tW,V) + b(W,V) + c(W,V) = 0, ∀V ∈ Vh. (2.21)

The totally discretized problem by the Crank-Nicolson scheme is then to find Wn+1
h ∈ Vh
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such that ∀V ∈ Vh :

βa(Wn+1
h ,V) + b(Wn+1

h ,V) + c(Wn+1
h ,V)

= βa(Wn
h,V)− b(Wn

h,V)− c(Wn
h,V),

(2.22)

where β =
2

∆t
, given W 0

h = Wh(0), where Wh(0) is the discretization of the intial condition.

This discrete problem has a unique solution as stated by the following result.

Lemma 3 The homogeneous discrete problem

Find Wh ∈ Vh such that
βa(Wh,V) + b(Wh,V) + c(Wh,V) = 0, ∀V ∈ Vh,

(2.23)

possesses only the trivial solution.

A direct consequence of the fact that the bilinear form b(W,V) is skew-symmetric and of
property (??) is the following discrete counterpart of Lemma 2.

Lemma 4 If we define the discrete energy by:

En
h =

1

4
a(Wn

h,Wn
h), (2.24)

then this energy is non-increasing in time, En+1
h ≤ En

h , and it is exactly conserved in absence
of absorbing boundaries (Γa = ∅).

In summary, the totally discretized problem, which can be seen as a time discretization of
a system of ordinary differential equations, is unconditionally stable and the total energy is
conserved in absence of absorbing boundaries. The convergence properties of the discontinu-
ous Galerkin discretization method using centered fluxes coupled to an explicit second order
leap-frog time integration scheme, are analyzed in details in [FLLP05]. Clearly, the same
steps of this convergence analysis can be applied in the present context where the explicit
leap-frog scheme is replaced by the second order Crank-Nicolson time integration scheme
leading to the same result for the order of the total error. This result is confirmed through
numerical experiments.

As far as numerical computations are concerned, extensive numerical testing and results
can be found in [21], where the method is applied to the numerical solution of the two-
dimensional TE Maxwell equations:

µ
∂Hx

∂t
+

∂Ez

∂y
= 0 , µ

∂Hy

∂t
− ∂Ez

∂x
= 0 , ε

∂Ez

∂t
− ∂Hy

∂x
+

∂Hx

∂y
= 0. (2.25)

The implicit DGTD method proposed here requires the solution of a sparse linear system
at each time step however, for non-dispersive materials, the coefficient of this system are
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time independent, a feature that can be taken into account to minimize the additional
computational overhead. Consequently, in this study, we decided to use a LU factorization
method for sparse matrices more precisely, the MUMPS multifrontal sparse matrix solver
[ADL00]. The sparse matrix characterizing the implicit DGTD method has a block structure
where the size of a block is 3np× 3np, np being the number of degrees of freedom associated
to a nodal polynomial basis of the space Pp i.e np = ((p+1)(p+2))/2. This matrix is factored
once for all before the time stepping loop. Then, each linear system inversion amounts to a
forward and a backward solve using the triangular L and U factors.

We will limit the presentation to the scattering of a plane wave over a dielectric cylinder:
a typical problem, in which a plane wave impinges on a dielectric cylinder, experiencing
reflection and refraction at the material interface. The geometry of the scenario is shown in
Fig. 2.4.

1
(! , µ )  

1

X

Y

Z

 (!  , µ  )
2 2

r
0

Figure 2.4: Scattering of a plane wave by a dielectric cylinder setting

We assume that the cylinder is illuminated by a monochromatic plane wave of the form:

E inc

z = exp(−ı(k1x− ωt)) , H inc

y = − exp(−ı(k1x− ωt))

where k1 = ω
√

ε1µ1. In the follwoing, we set µ1 = µ2 = ε1 = 1, i.e. the material is non-
magnetic, and the material exterior to the cylinder is assumed to be vacuum. The angular
frequency is ω = 2π (i.e. F=300 MHz) and the computational domain Ω is chosen as a
cylinder of radius one, centered at (0, 0). The far-field boundary Γa where the first order
Silver-Müller absorbing condition is applied is defined as a cylinder with radius r = 1.6 m.

We consider a situation for which the internal cylinder has a radius r0 = 0.6 m and
bounds a material with relative permittivity ε2 = 2.25. We make use of a non-uniform mesh
consisting of 4108 vertices and 8054 triangles. The ratio between the largest and smallest
edges of this mesh is 197. In this case, the minimum and maximum values of the time
step are respectively given by (∆t)m = 0.000627 m and (∆t)M = 0.092891 m (the ratio
δ = (∆t)M/(∆t)m = 148). As previously, the time step used in the simulations is CFL-
Pp × (∆t)m. Results are shown on Fig. 2.5 and 2.6 in terms of the contour lines of Ez after
10 periods and of the x-wise 1D distribution for y = 0.0 m of the discrete Fourier transform
of Ez respectively. In addition, Fig. 2.7 shows the time evolution of the L2 error between the
numerical and exact solution for the explicit and implicit DGTD-P1 and DGTD-P2 methods.
For this configuration of the problem, the gain between the explicit and implicit DGTD
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Figure 2.5: Scattering of a plane wave by a dielectric cylinder (C1)
Contour lines of Ez after 10 periods Left: analytical solution - Right: implicit DGTD-P2 method, CFL=20.0
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Figure 2.6: Scattering of a plane wave by a dielectric cylinder (C1): 1D distribution of
DFT(Ez), y = 0.0 m; Left: DGTD-P1 method - Right: DGTD-P2 method
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Figure 2.7: Scattering of a plane wave by a dielectric cylinder (C1): time evolution of the
L2 error; Left: DGTD-P1 method - Right: DGTD-P2 method
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Time integration Method CFL-Pp CPU time
Explicit DGTD-P1 0.3 542 sec
Implicit - 21.0 102 sec
Explicit DGTD-P2 0.2 1892 sec
Implicit - 20.0 218 sec

Table 2.5: Scattering of a plane wave by a dielectric cylinder (C1)
CPU times (AMD Opteron 2 GHz based workstation)

methods is equal to 5.4 for p = 1 and 8.7 for p = 2. We also note that the factorization time
represents a small percentage of the simulation time for both cases of approximation order.

As a conclusion: in this work we have studied an implicit DGTD-Pp method for solv-
ing the time-domain Maxwell equations on unstructured triangular meshes. This method is
non-dissipative, second order accurate in time and p+1-th order accurate in space. As usual
with time implicit schemes, this method requires the solution of a sparse linear system at
each time step. For non-dispersive materials, the coefficients of the associated sparse matrix
are constant in time. Taking into account this feature in the linear system solution strategy
is a key ingredient for obtaining a computationally efficient method. For two-dimensional
problems, a direct solver based on a LU factorization such as the one adopted in this study is
generally considered as the optimal strategy, at least from the computing time point of view.
In this study, by adopting a multifrontal sparse matrix solver, it has been shown through
various numerical experiments involving homogeneous and heterogeneous propagation media
that the proposed implicit discontinuous Galerkin time-domain method yields an efficient
and accurate numerical strategy for solving two-dimensional time-domain wave propagation
problems for practical situations where the underlying triangular mesh is highly non-uniform.
Accuracy has been assessed here as the level of numerical dispersion error exhibited by the
method with regards to the corresponding error for the reference explicit DGTD-Pp method.
Clearly, for calculations involving quasi-uniform meshes, the implicit DGTD-Pp method will
never outperform its explicit counterpart.

Concerning future works, our first objective will be to adapt the implicit DGTD-Pp

method proposed here to the case of the three-dimensional time-domain Maxwell equations.
From the mathematical formulation point of view, this extension will be straightforward. One
possible strategy in the context of a globally implicit method is to resort to a preconditioned
iterative linear system solver. An alternative approach which seems more promising is to
restrict the application of the implicit time scheme to a subset of the elements of the mesh,
namely those corresponding to the locally refined regions, while preserving an explicit time
scheme for the remaining elements.
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Chapter 3

Domain decomposition methods for
Maxwell’s equations

Over the last two decades, classical Schwarz methods have been extended to systems of
hyperbolic partial differential equations, using characteristic transmission conditions, and
it has been observed that the classical Schwarz method can be convergent even without
overlap in certain cases. This is in strong contrast to the behavior of classical Schwarz
methods applied to elliptic problems, for which overlap is essential for convergence. They
were also extended to time harmonic Maxwell’s equations, see [DJR92, CDJP97].

Over the last decade, a new class of overlapping Schwarz methods was developed for scalar
partial differential equations, namely the optimized Schwarz methods. These methods are
based on a classical overlapping domain decomposition, but they use more effective transmis-
sion conditions than the classical Dirichlet conditions at the interfaces between subdomains.
New transmission conditions were originally proposed for three different reasons: first, to
obtain Schwarz algorithms that are convergent without overlap. The second motivation for
changing the transmission conditions was to obtain a convergent Schwarz method for the
Helmholtz equation, where the classical overlapping Schwarz algorithm is not convergent. As
a remedy, approximate radiation conditions were introduced in [DJR92, Des93]. The third
motivation was that the convergence rate of the classical Schwarz method is rather slow and
too strongly dependent on the size of the overlap. In a short note on non-linear problems
[HTJ88], Hagstrom et al. introduced Robin transmission conditions between subdomains
and suggested nonlocal operators for best performance. Optimized transmission conditions
for the best performance of the Schwarz algorithm in a given class of local transmission
conditions were introduced for the Helmholtz equation in [CN98, GMN02].

3.1 Optimized Schwarz methods for Maxwell’s equa-

tions

The purpose of this work is to design and analyze a family of optimized overlapping and non-
overlapping Schwarz methods for Maxwell’s equations, both for the case of time discretized
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and time harmonic problems, and to provide explicit formulas for the optimized parameters
in the transmission conditions of each algorithm in the family. These formulas can then
easily be used in implementations for Maxwell’s equations with variable coefficients. As we
will see, one member of this family reduces in the case of no overlap and constant coefficients
to an algorithm in a curl-curl formulation of Maxwell’s equations, proposed in [ARGG06]
based on [Che98], which already greatly enhanced the performance compared to the classical
approaches in [DJR92, CDJP97].

The hyperbolic system of Maxwell’s equations describes the propagation of electromag-
netic waves. It is given by

−ε
∂E

∂t
+ curl H− σE = J , µ

∂H

∂t
+ curl E = 0, (3.1)

where E = (E1, E2, E3)T and H = (H1,H2,H3)
T denote the electric and magnetic fields,

respectively, ε is the electric permittivity, µ is the magnetic permeability, σ is the electric
conductivity and J is the applied current density. We assume the applied current density
to be divergence free, that is divJ = 0. Denoting the vector of physical unknowns by

u = (E1, E2, E3,H1,H2,H3)
T , (3.2)

Maxwell’s equations (3.1) can be rewritten in the form

(G + G0∂t)u + Gx∂xu + Gy∂yu + Gz∂zu = (J ;0), (3.3)

where the coefficient matrices are

G =

[

σI3

03

]

, G0 =

[

εI3

µI3

]

, Gl =

[

Nl

−Nl

]

, l = x, y, z,

where 03 (resp. I3) represent the 3×3 zero (identity) matrix, and the matrices Nl, l = x, y, z
are given by

Nx =





0 0 0
0 0 1
0 −1 0



 , Ny =





0 0 −1
0 0 0
1 0 0



 , Nz =





0 1 0
−1 0 0
0 0 0



 .

For any unit vector n = (n1, n2, n3), ‖n‖ = 1, we can define the characteristic matrix of
system (3.3) by

C(n) = G−1
0

(

n1

[

Nx

−Nx

]

+ n2

[

Ny

−Ny

]

+ n3

[

Nz

−Nz

])

,

whose eigenvalues are the characteristic speed of propagation along the direction n. A direct
calculation shows that the matrix C(n) has real eigenvalues,

λ1,2 = −c, λ3,4 = 0, λ5,6 = c,
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with c = 1√
εµ

being the wave speed. This implies that Maxwell’s equations are hyperbolic,

since the eigenvalues are real, but not strictly hyperbolic, since the eigenvalues are not
distinct, see [BGS07]. For the special case of the normal vector n = (1, 0, 0), which we will
use extensively later, we obtain

C(n) =

(

1
ε
Nx

− 1
µ
Nx

)

,

whose matrix of eigenvectors is given by

L =

















0 0 0 1 0 0
−Z 0 0 0 Z 0
0 Z 0 0 0 −Z
0 0 1 0 0 0
0 1 0 0 0 1
1 0 0 0 1 0

















,

where Z =
√

µ
ε

denotes the impedance. This leads to the characteristic variables w =
(w1, w2, w3, w4, w5, w6)

T = L−1u associated with the direction n, where

w1 = −1
2
( 1

Z
E2 −H3), w2 = 1

2
( 1

Z
E3 +H2), w3 = H1,

w4 = E1, w5 = 1
2
( 1

Z
E2 +H3), w6 = −1

2
( 1

Z
E3 −H2).

(3.4)

In the following, we will denote by w+, w0 and w− the characteristic variables associated
with the negative, zero, and positive eigenvalues respectively, that is

w− = (w1, w2)
T , w0 = (w3, w4)

T , w+ = (w5, w6)
T . (3.5)

Imposing classical or characteristic boundary conditions on a boundary with unit outward
normal vector n = (1, 0, 0) means to impose Dirichlet conditions on the incoming charac-
teristic variables w−. For a general normal vector n, this is equivalent to imposing the
impedance condition (see [BGS07])

Bn(E , H) := n× E

Z
+ n× (H× n) = s. (3.6)

Time harmonic solutions of Maxwell’s equations are complex valued static vector fields
E and H such that the dynamic fields

E(x, t) = Re(E(x) exp(iωt)), H(x, t) = Re(H(x) exp(iωt))

satisfy Maxwell’s equations (3.1). The positive real parameter ω is called the pulsation of
the harmonic wave. The harmonic solutions E and H satisfy the time-harmonic Maxwell’s
equations

−iωεE + curl H − σE = J , iωµH + curl E = 0. (3.7)
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We consider now the problem (3.7) in a bounded domain Ω, with either Dirichlet con-
ditions on the tangent electric field, or impedance conditions, on ∂Ω, in order to obtain a
well posed problem, see [Ned01]. In order to explain the classical Schwarz algorithm for
Maxwell’s equation, we decompose the domain into two overlapping subdomains Ω1 and
Ω2. The generalization of the algorithm formulation to the case of many subdomains does
not present any difficulties. The classical Schwarz algorithm then solves for n = 1, 2 . . . the
subdomain problems

−iωεE1,n + curl H1,n − σE1,n = J in Ω1

iωµH1,n + curl E1,n = 0 in Ω1

Bn1
(E1,n, H1,n) = Bn1

(E2,n−1, H2,n−1) on Γ12

−iωεE2,n + curl H2,n − σE2,n = J in Ω2

iωµH2,n + curl E2,n = 0 in Ω2

Bn2
(E2,n, H2,n) = Bn2

(E1,n−1, H1,n−1) on Γ21,

(3.8)

where Γ12 = ∂Ω1 ∩ Ω2, Γ21 = ∂Ω2 ∩ Ω1 and Bnj
, j = 1, 2, denotes the impedance boundary

conditions defined in (3.6). On the physical part of the boundary, the given boundary
conditions are imposed. While the choice of transmission conditions Bnj

is natural in the
view of the hyperbolic nature of the problem, we will see in our analysis that there are better
choices for the performance of the algorithm, based on the notion of absorbing boundary
conditions. This leads to the so called optimized Schwarz methods,

−iωεE1,n + curl H1,n − σE1,n = J in Ω1

iωµH1,n + curl E1,n = 0 in Ω1

(Bn1
+ S1Bn2

)(E1,n, H1,n) = (Bn1
+ S1Bn2

)(E2,n−1, H2,n−1) on Γ12

−iωεE2,n + curl H2,n − σE2,n = J in Ω2

iωµH2,n + curl E2,n = 0 in Ω2

(Bn2
+ S2Bn1

)(E2,n, H2,n) = (Bn2
+ S2Bn1

)(E1,n−1, H1,n−1) on Γ21,

(3.9)

where Sj, j = 1, 2 are tangential, possibly pseudo-differential operators we will study in what
follows in order to obtain various optimized Schwarz methods.

We now study properties of the classical Schwarz algorithm (3.8). We use Fourier analysis,
and thus assume that the coefficients are constant, and the domain on which the original
problem is posed is Ω = IR3, in which case we need for Maxwell’s equations the Silver-Müller
radiation condition

lim
r→∞

r (H × n−E) = 0, (3.10)

where r = |x|, n = x/|x|, in order to obtain well-posed problems, see [Ned01]. The two
subdomains are now half spaces,

Ω1 = (0,∞)× IR2, Ω2 = (−∞, L)× IR2, (3.11)

the interfaces are Γ12 = {L}× IR2 and Γ21 = {0}× IR2, and the overlap is L ≥ 0. We denote
by ky and kz the Fourier variables corresponding to a transform with respect to y and z,
respectively, and |k|2 = k2

y + k2
z .
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Theorem 4 For any given initial guess (E1,0; H1,0) ∈ (L2(Ω1))
6, (E2,0; H2,0) ∈ (L2(Ω2))

6,
the classical Schwarz algorithm (3.8) with overlap L ≥ 0, including the non-overlapping case,
is for σ > 0 convergent in (L2(Ω1))

6×(L2(Ω2))
6, and the convergence factor for each Fourier

mode k is

ρcla(k, ω̃, σ, Z, L) =

∣

∣

∣

∣

∣

√

|k|2 − ω̃2 + iω̃σZ − iω̃
√

|k|2 − ω̃2 + iω̃σZ + iω̃
e−
√

|k|2−ω̃2+iω̃σZL

∣

∣

∣

∣

∣

, (3.12)

where ω̃ = ω
√

εµ, and Z =
√

µ
ε

is the impedance as before.

If σ = 0, the convergence factor becomes

ρcla(k, ω̃, 0, Z, L) =







∣

∣

∣

∣

√
ω̃2−|k|2−ω̃√
ω̃2−|k|2+ω̃

∣

∣

∣

∣

, for |k|2 ≤ ω̃2,

e−
√

|k|2−ω̃2L, for |k|2 > ω̃2.

(3.13)

In this case, we obtain for |k|2 = ω̃2 that the convergence factor equals 1, independently of
the overlap, which indicates that the algorithm has convergence problems for σ = 0 when
used in the iterative form described here. Convergence can still be proved in the case of a
bounded domain with suitable boundary conditions, see [DJR92]. In addition in practice,
Schwarz methods are often used as preconditioners for Krylov methods, which can handle
isolated problems in the spectrum. We also see from the convergence factor (3.13) that in the
case σ = 0 the overlap is necessary for the convergence of the evanescent modes, |k|2 > ω̃2.
Without overlap, L = 0, we have ρcla(k) < 1 only for the propagative modes, |k|2 < ω̃2, and
ρcla(k) = 1 when |k|2 ≥ ω̃2.

Very similar observations were made in the analysis of optimized Schwarz methods for
the Helmholtz equation in [GMN02]. If one applies to the Helmholtz equation

(∆ + ω̃2)u = f, in Ω = IR3, (3.14)

with Sommerfeld radiation conditions limr→∞ r
(

∂u
∂r
− iω̃u

)

= 0 and the same two subdo-
main decomposition (3.11) the somewhat particular overlapping Schwarz method (note the
unequal treatment in the transmission conditions)

(ω̃2 + ∆)u1,n
1 = f in Ω1 (ω̃2 + ∆)u2,n

1 = f in Ω2,

u1,n
1 = u2,n−1

1 on Γ12 (∂x−iω̃)u2,n
1 = (∂x−iω̃)u1,n−1

1 on Γ21,
(3.15)

then one obtains precisely the same convergence factor (3.13). The classical overlapping
Schwarz algorithm with characteristic transmission conditions (3.8) for Maxwell’s equations
is thus equivalent to the particular overlapping Schwarz method (3.15) for the Helmholtz
problem when σ = 0. This particular Schwarz method is a very simple variant of an op-
timized Schwarz method, where one has only replaced one of the Dirichlet transmission
conditions with a better one adapted for low frequencies. There are much better transmis-
sion conditions for Helmholtz problems, as shown in [GMN02]. These conditions are based
on approximations of transparent boundary conditions, which we will study next.
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To design optimized Schwarz methods for Maxwell’s equations, we derive now transparent
boundary conditions for those equations, following the approach in [HL07]. We consider
the time harmonic Maxwell’s equations (3.7) on the domains Ω1 = (−∞, L) × IR2 and
Ω2 = (0,∞)× IR2 with right hand sides J1,2 compactly supported in Ω1,2, together with the
boundary conditions

(w2
+ + S1w

2
−)(0, y, z) = 0, (w1

− + S2w
1
+)(L, y, z) = 0, (y, z) ∈ IR2, (3.16)

and with the Silver-Müller condition on their unbounded part, where w1
− and w2

+ are defined
in (3.5), and the operators Sl, l = 1, 2, are general, pseudo-differential operators acting in
the y and z directions.

Theorem 5 If the operators Sl, l = 1, 2 have the Fourier symbol

F(Sl) =
1

(λ + iω̃)(λ + iω̃ + σZ)

[

k2
y − k2

z − λσZ −2kykz

−2kykz k2
z − k2

y − λσZ

]

, (3.17)

where λ =
√

|k|2 − ω̃2 + iω̃σZ, then the solution of Maxwell’s equations (3.7) in Ω1,2 with
boundary conditions (3.16) coincides with the restriction on Ω1,2 of the solution of Maxwell’s
equations (3.7) on IR3.

Remark 5 As in the case of the Cauchy-Riemann equations, see [13], the symbols in (3.17)
can be written in several, mathematically equivalent forms,

F(Sl) = 1
(λ+iω̃)(λ+iω̃+σZ)

M = 1

|k|2+λσZ

λ−iω̃
λ+iω̃

M

= 1

|k|2−λσZ

λ−iω̃−σZ
λ+iω̃+σZ

M = (λ−iω̃)(λ−iω̃ − σZ)M̃−1,

where the matrices M and M̃ are given by

M =

[

k2
y − k2

z − λσZ −2kykz

−2kykz k2
z − k2

y − λσZ

]

, M̃ =

[

k2
y − k2

z + λσZ −2kykz

−2kykz k2
z − k2

y + λσZ

]

.

This motivates different approximations of the transparent conditions in the context of op-
timized Schwarz methods. In the case σ = 0 the first form contains a local and a non-local
term, since multiplication with the matrix M corresponds to second order derivatives in
y and z, which are local operations, whereas the term containing the square-root of |k|2
represents a non-local operation. The last form contains two non-local operations, since the
inversion of the matrix M corresponds to an integration. This integration can however be
passed to the other side of the transmission conditions by multiplication with the matrix M .
The second form contains two non-local terms and a local one. We propose next ,several ap-
proximations based on these different forms, and analyze the performance of the associated
optimized Schwarz algorithms.

The transparent operators are non-local operators, and hence difficult to use in practice.
In optimized Schwarz methods, they are therefore approximated to obtain practical methods.
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If one is willing to use second order transmission conditions, then the only parts of the
symbols in (3.17) that need to be approximated are the terms λ =

√

|k|2 − ω̃2 + iω̃σZ,
because the entries of the matrices are polynomials in the Fourier variables, which correspond
to derivatives in the y and z direction.

Theorem 6 For the optimized Schwarz algorithm (3.9) with the two subdomain decomposi-
tion (3.11), we obtain for σ = 0 the following results:

1. If the operators S1 and S2 have the Fourier symbol

σl := F(Sl) = γl

[

k2
y − k2

z −2kykz

−2kykz k2
z − k2

y

]

, γl ∈ C(kz, ky), l = 1, 2, (3.18)

then the convergence factor is

ρ =

∣

∣

∣

∣

(
√

|k|2−ω̃2−iω̃)2

(
√

|k|2−ω̃2+iω̃)2

1−γ1(
√

|k|2−ω̃2+iω̃)2

1−γ1(
√

|k|2−ω̃2−iω̃)2

1−γ2(
√

|k|2−ω̃2+iω̃)2

1−γ2(
√

|k|2−ω̃2−iω̃)2
e−2
√

|k|2−ω̃2L

∣

∣

∣

∣

1
2

. (3.19)

2. If the operators S1 and S2 have the Fourier symbol

σl := F(Sl) = δl

[

k2
y − k2

z −2kykz

−2kykz k2
z − k2

y

]−1

, γl ∈ C(kz, ky), l = 1, 2, (3.20)

then the convergence factor is

ρ =

∣

∣

∣

∣

(
√

|k|2−ω̃2+iω̃)2

(
√

|k|2−ω̃2−iω̃)2

δ1−(
√

|k|2−ω̃2−iω̃)2

δ1−(
√

|k|2−ω̃2+iω̃)2

δ2−(
√

|k|2−ω̃2−iω̃)2

δ2−(
√

|k|2−ω̃2+iω̃)2
e−2
√

|k|2−ω̃2L

∣

∣

∣

∣

1
2

. (3.21)

3. If the operator S1 has the Fourier symbol (3.18) and S2 has the Fourier symbol (3.20),
then the convergence factor is

ρ =

∣

∣

∣

∣

1−γ1(
√

|k|2−ω̃2+iω̃)2

1−γ1(
√

|k|2−ω̃2−iω̃)2

δ2−(
√

|k|2−ω̃2−iω̃)2

δ2−(
√

|k|2−ω̃2+iω̃)2
e−2
√

|k|2−ω̃2L

∣

∣

∣

∣

1/2

. (3.22)

We present now several particular choices of the remaining parameters in the transmis-
sion operators Sl in Theorem 6 for σ = 0. To facilitate the use of our results in domain
decomposition codes, we return to the initial notation using the physical parameters ω, ε
and µ.

Case 1: taking γ1 = γ2 = 0 in (3.18), which amounts to enforce the classical characteristic
Dirichlet transmission conditions, the convergence factor is

ρ1(ω, ε, µ, L, |k|) =

∣

∣

∣

∣

∣

∣

(

√

|k|2 − ω2εµ− iω
√

εµ
√

|k|2 − ω2εµ + iω
√

εµ

)2

e−2
√

|k|2−ω2εµL

∣

∣

∣

∣

∣

∣

1
2

.

In the non-overlapping case, L = 0, this choice ensures convergence only for propagative
modes, and corresponds to the Taylor transmission conditions of order zero proposed
in the seminal paper [Des93] for the Helmholtz equation.
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Case 2: taking γ1 = γ2 = 1

|k|2
s−iω

√
εµ

s+iω
√

εµ
in (3.18) or γ1 = 1

|k|2−2ω2εµ+2iω
√

εµs
in (3.18) and

δ2 = |k|2 − 2ω2εµ− 2iω
√

εµs in (3.20) with s ∈ C, the convergence factor is

ρ2(ω, ε, µ, L, |k|, s) =

∣

∣

∣

∣

∣

∣

(

√

|k|2 − ω2εµ− s
√

|k|2 − ω2εµ + s

)2

e−2
√

|k|2−ω2εµL

∣

∣

∣

∣

∣

∣

1
2

.

which is for L = 0 identical to the convergence factor obtained for optimized non-
overlapping Schwarz methods for the Helmholtz equation in [?].

Case 3: taking γ1 = γ2 = 1

|k|2−2ω2εµ+2iω
√

εµs
in (3.18) with s ∈ C, the convergence factor is

ρ3(ω, ε, µ, L, |k|, s) =

∣

∣

∣

∣

√
|k|2−ω2εµ−iω

√
εµ√

|k|2−ω2εµ+iω
√

εµ

∣

∣

∣

∣

ρ2(ω, ε, µ, L, |k|, s)

≤ ρ2(ω, ε, µ, L, |k|, s).

Case 4: taking γl = 1

|k|2
sl−iω

√
εµ

sl+iω
√

εµ
, l = 1, 2 in (3.18) or γ1 = 1

|k|2−2ω2εµ+2iω
√

εµs1

in (3.18) and

δ2 = |k|2 − 2ω2εµ− 2iω
√

εµs2 in (3.20) with sl ∈ C, l = 1, 2, the convergence factor is

ρ4(ω, ε, µ, L, |k|, s1, s2) =

∣

∣

∣

∣

√
|k|2−ω2εµ−s1√
|k|2−ω2εµ+s1

√
|k|2−ω2εµ−s2√
|k|2−ω2εµ+s2

e−2
√

|k|2−ω2εµL

∣

∣

∣

∣

1
2

,

which is for L = 0 identical to the convergence factor obtained for a two sided non-
overlapping optimized Schwarz method for the Helmholtz equation in [GHM07].

Case 5: taking γl = 1

|k|2−2ω2εµ+2iω
√

εµsl

in (3.18) with sl ∈ C, l = 1, 2, the convergence factor

is

ρ5(ω, ε, µ, L, |k|, s1, s2) =

∣

∣

∣

∣

√
|k|2−ω2εµ−iω

√
εµ√

|k|2−ω2εµ+iω
√

εµ

∣

∣

∣

∣

ρ4(ω, ε, µ, L, |k|, s1, s2)

≤ ρ4(ω, ε, µ, L, |k|, s1, s2).

Except for Case 1, all cases use second order transmission conditions, even though we use
only a zeroth order approximation of the non-local operator

√

|k|2 − ω2εµ. In the cases
with parameters, the best choice for the parameters is in general the one that minimizes the
convergence factor for all |k| ∈ K, where K denotes the set of relevant numerical frequencies.
One therefore needs to solve the min-max problems

min
s∈C

max
|k|∈K

ρj(ω, ε, µ, L, |k|, s), j = 2, 3, min
s1,s2∈C

max
|k|∈K

ρj(ω, ε, µ, L, |k|, s1, s2), j = 4, 5.

(3.23)
We can choose K = [(kmin, k−) ∪ (k+, kmax)]

2, where kmin denotes the smallest frequency
relevant to the subdomain, and kmax = C

h
denotes the largest frequency supported by the

numerical grid with mesh size h, and k± are parameters to be chosen to exclude the resonance
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with overlap, L = h without overlap, L = 0
Case ρ parameters ρ parameters

1 1−
√

k2
+ − ω̃2h none 1 none

2 1− 2C
1
6

ω̃ h
1
3 p =

C
1
3
ω̃

2·h
1
3

1−
√

2C
1
4
ω̃√

C

√
h p =

√
CC

1
4
ω̃√

2
√

h

3 1− 2(k2
+ − ω̃2)

1
6 h

1
3 p =

(k2
+−ω̃2)

1
3

2·h
1
3

1−
√

2(k2
+−ω̃2)

1
4

√
C

√
h p =

√
C(k2

+−ω̃2)
1
4

√
2
√

h

4 1− 2
2
5 C

1
10

ω̃ h
1
5











p1 =
C

2
5
ω̃

2
7
5 ·h

1
5
,

p2 =
C

1
5
ω̃

2
6
5 ·h

3
5

1− C
1
8
ω̃

C
1
4
h

1
4











p1 =
C

3
8
ω̃ ·C

1
4

2·h
1
4

,

p2 =
C

1
8
ω̃ ·C

3
4

h
3
4

5 1−2
2
5 (k2

+−ω̃2)
1
10 h

1
5











p1 =
(k2

+−ω̃2)
2
5

2
7
5 ·h

1
5

,

p2 =
(k2

+−ω̃2)
1
5

2
6
5 ·h

3
5

1− (k2
+−ω̃2)

1
8

C
1
4

h
1
4











p1 =
(k2

+−ω̃2)
3
8 ·C

1
4

2·h
1
4

,

p2 =
(k2

+−ω̃2)
1
8 ·C

3
4

h
3
4

Table 3.1: Asymptotic convergence factor and optimal choice of the parameters in the trans-
mission conditions for the five variants of the optimized Schwarz method applied to Maxwell’s
equations, when the mesh parameter h is small, and the maximum numerical frequency is
estimated by kmax = C

h
. Here ω̃ = ω

√
εµ and Cω̃ = min

(

k2
+ − ω̃2, ω̃2 − k2

−
)

.

frequencies. If for example the domain Ω is a rectilinear conductor with homogeneous Dirich-
let conditions on the lateral surface, the solution is the sum of the transverse electric (TE)
and transverse magnetic (TM) fields. If the transverse section of the conductor is a rectan-
gle with sides of length a and b, the TE and TM fields can be expanded in a Fourier series

with the harmonics sin(nπy
a

) sin(mπz
b

), where the relevant frequencies are |k| = π
√

m2

a2 + n2

b2
,

m, n ∈ IN+. The lowest one is therefore kmin = π
√

1
a2 + 1

b2
, and if the mesh size h satisfies

h = a
N

= b
M

, where N and M are the number of grid points in the y and z direction,

then the highest frequency would be kmax =
√

2π
h

. The parameters k± would correspond

to the frequencies closest to ω
√

εµ, i.e. k− = π

√

m2
1

a2 +
n2

1

b2
and k+ = π

√

m2
2

a2 +
n2

2

b2
, where

π

√

m2
1

a2 +
n2

1

b2
< ω
√

εµ < π

√

m2
2

a2 +
n2

2

b2
, but such precise estimates are not necessary if Krylov

acceleration is used, see [GMN02, GHM07].

The complete mathematical analysis of the min-max problems (3.23) is hard, and cur-
rently open for L > 0. When L = 0, i.e. no overlap, Case 2 and Case 4 are equivalent to the
corresponding optimized Schwarz method for the Helmholtz equation, for which theoretical
results are available, see [GHM07]. Here, we use asymptotic analysis and an equioscillation
principle to solve all the min-max problems in (3.23) asymptotically as the mesh size goes
to zero, in order to obtain compact formulas for the best parameters to be used in our nu-
merical simulations. This leads to the asymptotic formulas for the optimized parameters
of the form s = p(1 − i) and sl = pl(1 − i), l = 1, 2, with p and pl shown in Table 3.1.
These results allow us to compare the performance of all the optimized Schwarz methods for
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with overlap, L = h without overlap, L = 0
h 1/32 1/64 1/128 1/256 1/32 1/64 1/128 1/256

Case 1 27(21) 47(27) 72(33) 118(45) -(73) -(100) -(138) -(181)
Case 2 19(14) 19(15) 22(17) 26(19) 41(26) 57(34) 79(40) 111(47)
Case 3 13(13) 14(14) 17(17) 21(18) 41(23) 56(25) 80(28) 115(35)
Case 4 19(14) 21(16) 24(18) 27(19) 31(24) 35(28) 41(30) 47(33)
Case 5 13(13) 15(15) 17(18) 19(19) 56(26) 64(30) 76(32) 76(35)

Table 3.2: Number of iterations in the 2d time harmonic case to attain a relative residual
reduction of 10−6 for different transmission conditions and different mesh sizes.

Maxwell’s equations theoretically: we obtain a hierarchy of better and better convergence
factors starting with Case 1 and ending with Case 5. In addition, the explicit formulas for
the optimized parameters can be used in order to easily obtain black-box optimized Schwarz
methods for Maxwell’s equations, which would not be possible otherwise.

The same type of analysis can be performed for the time-discretized equations (detailed
results can be found in [20].). Again we obtain an entire hierarchy of optimized Schwarz
methods, with better and better convergence factors from Case 1 up to Case 5. While for
the time harmonic equations Case 2 and 3, and Case 4 and 5 were asymptotically compara-
ble, here all cases are asymptotically different.

We discretize the equations using a finite volume method on a staggered grid, which leads
to the Yee scheme in the interior. For the first two test cases we consider the propagation in
vacuum with ε = µ = 1 and σ = 0. We first show the two dimensional problem of transverse
electric waves, since this allows us to compute with finer mesh sizes and thus to illustrate
our asymptotic results by numerical experiments. We simulate directly the error equations,
f = 0, on a uniform mesh with mesh parameter h, and we use a random initial guess to
ensure that all the frequency components are present in the iteration.

We consider the transverse electric waves problem (TE) in the plane (x, y, 0). There
is no more dependence on z and the components E3, H1 H2 are identically zero. The
problem obtained is formally identical to the three-dimensional case (3.3). All the analytical
results remain valid, we only need to replace |k| by |ky|, and the corresponding quantities
in the optimized parameters for both time-harmonic and time-discretized solutions. We
solve Maxwell’s equations on the unit square Ω = (0, 1)2 with an 0 order approximation of
absorbing boundary conditions at ∂Ω, decomposed into the two subdomains Ω1 = (0, β) ×
(0, 1) and Ω2 = (α, 1)× (0, 1), where 0 < α ≤ β < 1, and therefore the overlap is L = β−α,
and we consider both decompositions with and without overlap.

In the time-harmonic case, the frequency ω̃ = 2π is chosen such that the rule of thumb
of 10 points per wavelength is not violated. Table 3.2 shows the iteration count to achieve a
relative residual reduction of 10−6 for all Schwarz algorithms we considered, in the overlap-
ping and non-overlapping case. The results are presented in the form itS(itGM), where itS
denotes the iteration number for the iterative version of the algorithm and itGM the iteration
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Figure 3.1: Asymptotics for the overlapping (left) and non-overlapping (right) cases for the
time harmonic equations.

number for the accelerated version using GMRES, and a dash means no convergence. In Fig-
ure 3.1 we show the results we obtained in a graph, together with the expected asymptotics.
Both on the left in the overlapping case and on the right in the non-overlapping one, the
asymptotics agree quite well, except for the classical case with overlap, where the algorithm
performs better than predicted by the asymptotic analysis.

We apply now the previous principles to derive an efficient domain-decomposition method
based on optimized interface conditions to solve a realistic application: heating up a chicken
in a micro-wave oven, see Figure 3.2 on the left. The computational domain is now given by
the heating cavity of a Whirlpool Talent Combi 4 microwave oven, Ω = [0, 0.32]× [0, 0.36]×
[0, 0.20] meters. We impose metallic boundary conditions (which means a null tangential

0
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0.2

0.3

0.4

0

0.1

0.2

0.3

0.4

0

0.05

0.1

0.15
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Figure 3.2: Chicken in a Whirlpool Talent Combi 4 micro-wave oven on the left, and real
part of the magnetic field in the cooking cavity while heating the chicken on the right.

electric field) on all faces except on the right of the oven, where the components of the
electric field are the dominant TE10 mode generated by the magnetron on a small rectangle
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of dimensions 0.08 × 0.04. The electric and electromagnetic properties of the media are
now non-constant in the computational domain: inside the chicken, we have an electric
permittivity ε = 4.43 · 10−11 Farads

m
and the conductivity is σ = 3 · 10−11 Siemens

m
, whereas for the

air ε = 8, 85 · 10−12 Farads

m
and σ = 0Siemens

m
. The magnetic permeability is the same for both,

µ = 4π · 10−7 Henry

m
, and the frequency is given by ω = 2π · 2.45 GHz.

We decompose the microwave oven into 2 × 2 × 2 = 8 subdomains of equal size on a
grid with mesh size h = 0.005, which allows us to solve this problem on a PC, where a
direct factorization would not have been possible any more. This resolution is enough for
the wavelength of the microwave, and also for most of the geometry of the chicken, except
maybe for the drumstick tips. The real part of the magnetic field of the solution is shown
in Figure 3.2 on the right, and the intensity (Euclidian norm) of the electric and magnetic
field in the oven are shown in Figure 3.3 in three dimensions.

We have shown that for Maxwell’s equations, a classical Schwarz algorithm using char-

Figure 3.3: Chicken heating in a microwave oven: electric field intensity on the left, and
magnetic field intensity on the right.

acteristic Dirichlet transmission conditions between subdomains has the same convergence
behavior as a simple optimized Schwarz method applied to the Helmholtz equation, with a
low frequency approximation of the optimal transmission conditions. This relation allowed us
to develop easily an entire hierarchy of optimized overlapping and non-overlapping Schwarz
methods with better transmission conditions than the characteristic ones for Maxwell’s equa-
tions. We illustrated with numerical experiments that the new algorithms converge much
more rapidly than the classical one, and that such algorithms can be effectively used to
compute an approximate solution for a large scale application. This latter problem con-
tains a positive conductivity, variable coefficients and multiple subdomains, a case which
is not covered by our current analysis. Nevertheless, the algorithm performs well with the
coefficients derived from the zero conductivity, constant coefficient case. We are currently
studying the optimization problem with non-zero conductivity, for which the equivalence
with the Helmholtz equation does not hold any longer.
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3.2 A domain decomposition method for solving the

three-dimensional time-harmonic Maxwell’s equa-

tions discretized by discontinuous Galerkin meth-

ods

Our objective is the design and application of optimized Schwarz algorithms in conjunc-
tion with discontinuous Galerkin methods. The first step in this direction is understanding
and analyzing classical overlapping and non-overlapping Schwarz algorithms in the discrete
framework of these methods. To our knowledge, except in Helluy [Hel94], where such an al-
gorithm is applied to a discretization of the first-order time-harmonic Maxwell equations by
an upwind finite volume method, no other attempts for higher order discontinuous Galerkin
methods or different kind of fluxes can be found in the literature. A classical domain decom-
position strategy is adopted in this study which takes the form of a Schwarz-type algorithm
where Després type conditions [DJR92] are imposed at the interfaces between neighboring
subdomains. These translate as Dirichlet transmission conditions for the incoming caracter-
istic variables in the case of the first order Maxwell system. A similar approach (using Robin
transmission conditions) but in the case of a second order system and in conjuction with
a non-conforming finite element discretization is presented in [LVL05] and [VCL06]. The
use of higher order or optimized transmission conditions is the natural prolongation of the
present work and this has already been done in the two-dimensional case in [18]. Secondly,
this allows an easier treatement of heterogeneous media. A multifrontal sparse direct solver
is used at the subdomain level. The resulting domain decomposition strategy can be viewed
as a hybrid iterative/direct solution method for the large, sparse and complex coefficients
algebraic system resulting from the discretization of the time-harmonic Maxwell equations
by a discontinuous Galerkin method.

In the following, the formalism, the discrete and the continuous context are the same as
in section 2.1. We introduce directly the domain decomposition part, without recalling the
underlying equations.

In order to ease the presentation we decompose the domain Ω into two overlapping or
non-overlapping subdomains Ω1 and Ω2 but the extension of the formulation of the method to
any number of subdomains is straightforward. We define Γ12 = ∂Ω1∩Ω2 and Γ21 = ∂Ω2∩Ω1.
In the following we denote by nij the outward normal vector to the interface Γij with i, j
in {1, 2}. We solve system (2.13) in both subdomains and we enforce on the subdomain
interfaces the continuity of the incoming characteristic variables which provides a so-called
classical Schwarz algorithm. The classical Schwarz algorithm allows to compute the (n + 1)-
th iterate of the solution from the n-th iterate, starting from an arbitrary initial guess, by
solving local problems and then exchanging information between artificial boundaries, called
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interfaces. This algorithm is given by:














iω W 1,n+1 +
∑

l∈{x,y,z}
Gl∂lW

1,n+1 = 0 in Ω1,

G−
n12

W 1,n+1 = G−
n12

W 2,n on Γ12,
+ Boundary conditions on ∂Ω1 ∩ ∂Ω,















iω W 2,n+1 +
∑

l∈{x,y,z}
Gl∂lW

2,n+1 = 0 in Ω2,

G−
n21

W 2,n+1 = G−
n21

W 1,n on Γ21,
+ Boundary conditions on ∂Ω2 ∩ ∂Ω,

(3.24)
where subscripts denote components, and superscripts denote the subdomain number and
the iteration count. This algorithm has been analyzed in [20] and its convergence rate has
been computed in the case of an infinite domain Ω = R

3.
The subproblems of the Schwarz algorithm (3.24) are discretized using a discontinuous

Galerkin formulation. Let us now assume that the domain Ω is decomposed into Ns sub-
domains Ω =

⋃Ns

i=1 Ωi. A superscript i indicates that some notations are relative to the
subdomain Ωi and not to the whole domain Ω. Thus, we will refer to T i

h and V i
h with obvi-

ous definitions from those of Th and Vh and we also define Γi
m = Γm ∩ ∂Ωi, Γi

a = Γa ∩ ∂Ωi

and Γi
0 = Γ0 ∩ ∂Ωi with their corresponding sets of faces Γm,i, Γa,i and Γ0,i. Finally Γij will

denote the set of faces which belongs to Γij = ∂Ωi ∩ Ωj. According to algorithm (3.24), the
interface condition on Γij writes as:

G−
nF

(W i,n+1
h −W

j,n
h ) = 0 for all F belonging to Γij,

where W
i,n+1
h denotes the approximation of W i,n+1 for i = 1, 2. Thus, the discontinuous

Galerkin discretization of a local problem of algorithm (3.24) can be written as the solution
of the following problem:















































































































































Find W
i,n+1
h in V i

h × V i
h such that:

∫

Ωi
h

(

iωG0W
i,n+1
h

)t
V dv +

∑

K∈T i
h

∫

K





∑

l∈{x,y,z}
Gl∂l(W

i,n+1
h )





t

V dv

+
∑

F∈Γm,i

∫

F

(

1

2
(MF,K − IFKGnF

)W i,n+1
h

)t

V ds

+
∑

F∈(Γa,i∪Γij)

∫

F

(

IFKG−
nF

W
i,n+1
h

)t
V ds

−
∑

F∈Γ0,i

∫

F

(

GnF
JW i,n+1

h K
)t {V }ds

+
∑

F∈Γ0,i

∫

F

(

SF JW i,n+1
h K

)t
JV Kds

=
∑

F∈Γa,i

∫

F

(

IFKG−
nF

W inc
)t

V ds

+
∑

F∈Γij

∫

F

(

IFKG−
nF

W j,n
)t

V ds, ∀V ∈ V i
h × V i

h .

(3.25)
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In the two-domain case the Schwarz algorithm can be written formally as follows:






LW 1,n+1 = f 1, in Ω1,
B1(W

1,n+1) = λ1,n, on Γ12,
+ Boundary conditions on ∂Ω1 ∩ ∂Ω,







LW 2,n+1 = f 2, in Ω2,
B2(W

2,n+1) = λ2,n, on Γ21,
+ Boundary conditions on ∂Ω2 ∩ ∂Ω,

(3.26)

and then:
{

λ1,n+1 = B1(W
2,n+1) on Γ12,

λ2,n+1 = B2(W
1,n+1) on Γ21,

(3.27)

where L is a linear differential operator, f 1,2 denotes right hand sides associated to Ω1,2 and,
B1 and B2 are the interface operators. The Schwarz algorithm (3.26)-(3.27) can be rewritten
as:







λ1,n+1 = B1(W
2(λ2,n, f 2)),

λ2,n+1 = B2(W
1(λ1,n, f 1)),

where W j = W j(λj, f j) are the solution of the local problems. By linearity of the operators
involved, an iteration of the Schwarz algorithm is equivalent to:

λn+1 = (Id− T )λn + d,

which is a fixed point iteration to solve the interface system:

T λ = d, (3.28)

where λ = (λ1, λ2). From the discrete point of view, the global problem on domain Ω can
be written in the matrix form:









A1 0 R1 0
0 A2 0 R2

0 −B2 I 0
−B1 0 0 I

















W 1
h

W 2
h

λ1
h

λ2
h









=









f 1
h

f 2
h

0
0









,

where A1,2 are local matrices coupling only internal unknowns, R1,2 express the coupling
between internal unknowns and interface unknowns and the subscript h denotes the discrete
counterpart of a given quantity (e.g. λ

1,2
h are the discretized unknown vectors corresponding

to λ1,2). The elimination of the internal unknowns W
1,2
h leads to the discrete counterpart

of the interface problem (3.28), Thλh = dh, with:

Th =





I B2A
−1
2 R2

B1A
−1
1 R1 I



 and gh =





B2A
−1
2 f 2

h

B1A
−1
1 f 1

h



 ,
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where Th and gh are the discretization of T and d. This system is further solved by a Krylov
subspace method.

For this study, the implementation of the discontinuous Galerkin formulations has been
limited to a P0 approximation with the centered flux (which is equivalent to a finite volume
method which will be referred as DG-P0-c in the sequel) and a P1 approximation (i.e. a linear
discontinuous Galerkin method) with either the centered flux or the upwind flux and nodal
polynomial basis functions (respectively referred as DG-P1-c and DG-P1-u in the sequel).

Unless otherwise indicated, computations have been performed in 64 bit arithmetic. The
experimental testbed is a cluster of AMD Opteron 2 GHz dual nodes with 2 GB of RAM
memory, interconnected by a Gigabit Ethernet switch. The computer codes for the DG-P0

and DG-P1 methods have been programmed in Fortran and the parallelization relies on the
MPI (Message Passing Interface). The implementation of the domain decomposition solver
requires a partitioning of the underlying tetrahedral mesh which is obtained using the MeTiS
graph partitioning tool [KK99].

An unpreconditioned BiCGstab(ℓ) Krylov subspace method [SF93] is used for the solution
of the interface system (3.28). After different tests for assessing the convergence of the
method and the associated computation time, the parameter ℓ has been set to 6. This method
is adapted to linear systems involving non-symmetric matrices with complex spectrum. The
convergence of the iterative solution of the interface system is evaluated in terms of the
euclidian norm of the residual normalized to the norm of the right-hand side vector. The
corresponding linear threshold has been set to εi = 10−6. Each iteration of this Krylov
subspace method requires a certain number of matrix-vector products with the interface
matrix of system (3.28). Within the domain decomposition framework of algorithm (3.24),
such a matrix-vector product translates into the solution of the subdomain discrete problems
(3.25). For this purpose, several strategies have been considered:

• a preconditioned restarted GMRES(m) [SS86] (with m = 10) or a preconditioned
BiCGstab(ℓ) (with ℓ = 1) method where the preconditioner is taken to be a LU
factorization computed and stored in single precision arithmetic using the MUMPS
multifrontal sparse direct solver [ADL00], while the Krylov subspace method works on
double precision arithmetic vectors. In both cases, the linear threshold has been set
to εi = 10−6. These solution strategies will be referred respectively as DD-gmres and
DD-bicgl.

• a LU factorization where the L and U factors are computed and stored in single pre-
cision (32 bits) arithmetic and an iterative refinement procedure is applied to recover
double precision arithmetic (64 bits). More precisely, assuming that the linear system
is Ax = b, the iterative refinement procedure is as follows:

x← 0

REPEAT

r ← b− Ax % residual evaluation step.
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Solve Ly = r

Solve Uz = y

x← x + z % updating step.

UNTIL ‖ r ‖< εl

where the triangular solves Ly = r and Uz = y are performed using single precision
arithmetic while the residual evaluation and updating step are computed in double
precision arithmetic. In practice, we set εl = 10−10 and a maximum of five iterations of
the above procedure. In the sequel, this solution strategy will be referred as DD-itref.

These strategies have been selected with the aim to reduce the memory requirements for
storing the L and U factors and thus allowing to tackle large problems. We note that such
mixed-precision strategies have recently been considered in the linear algebra community
essentially for performance issues [KD06, LLL+06] on modern high-performance processors.
In these works, the mixing of single and double precision computations is performed in the
context of an iterative refinement procedure. Here, the single precision L and U factors
yield a very accurate preconditioner and consequently, a few iterations of the preconditioned
Krylov subspace methods are sufficient for solving the subdomain problems. In practice we
use one iteration of BiCGstab and two iterations of GMRES.

In the following tables and figures:

• Lmin, Lmax and Lavg respectively denote the minimum, maximum and average length
of an edge in a given tetrahedral mesh,

• Ns is the number of subdomains which is also the number of processes involved in a
parallel simulation,

• ’CPU’ is the CPU time which is evaluated on each process of a parallel simulation and,
for this reason, we give both the minimum and maximum values of this quantity,

• ’REAL’ is the real (or elapsed) time of a parallel simulation,

• ’RAM’ is the memory requirement for storing the L and U factors which is evaluated
on each process of a parallel simulation and, as for the ’CPU’ quantity, we give both
the minimum and maximum values of this quantity.

Extensive numerical results can be found in [16]. We we will limit here only to the pre-
sentation of the conclusions as well as a bioelectromagnetics application. A first noticeable
behaviour that can be emphasized is that the convergence of the proposed domain decompo-
sition solver for a given approximation method is weakly dependent on the number of system
unknowns and the granularity of the decomposition (i.e. the number of subdomains). For
instance, in the case of the diffraction of a plane wave by a PEC sphere, when the num-
ber of unknowns of the algebraic system associated to the DG-P0-c approximation method
increases from 6× 384, 000 = 2, 304, 000 to 6× 1, 382, 400 = 8, 294, 400, the number of iter-
ations of the domain decomposition solver ranges from 8 to 10 for a number of subdomains
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Ns in the set {16, 32, 64}. Similarly, for the diffraction of a plane wave by a PEC cube, when
the number of unknowns of the algebraic system associated to the DG-P0-c approximation
method increases from 6 × 156, 000 = 936, 000 to 6 × 725, 424 = 4, 352, 544, the number of
iterations of the domain decomposition solver ranges from 6 to 9 for a number of subdomains
Ns in the set {16, 32, 64}.

Moreover, for a given mesh, the number of iterations increases when switching between
the DG-P0 and DG-P1 approximation methods. This is mainly related to the fact that at
the same time the number of system unknowns increases noticeably. For instance, when
simulating the diffraction of a plane wave by a PEC cube, the number of system unknowns
is equal to 6× 156, 000 = 936, 000 and 24× 156, 000 = 3, 744, 000 respectively for the DG-P0

and DG-P1 approximation methods. In the former case, the number of iterations is equal
to 6 for Ns = 16 while in the latter case, it is equal to 9 (respectively 10) for Ns = 32
(respectively 64).

It is also worthwhile to note that:

• the convergence of the domain decomposition solver when combined to the DG-P1

approximation method seems insensitive to the type of scheme (i.e. centered or upwind)
used for the evaluation of the numerical flux through internal faces.

• as expected, when the propagation media is more complex than a simple uniform (i.e.
homogeneous) material, the convergence of the domain decomposition solver requires
more iterations. Indeed, comparing the performances of the domain decomposition
solver combined to the DG-P1 approximation method for the simply PEC and coated
PEC cubes, the number of iterations increases from 9 to 14.

We evaluate the parallel performances of the proposed domain decomposition solver using
two metrics: the ratio of the maximum of the per process CPU times to the REAL time
which is referred as ’%CPU’ in the sequel and, the relative parallel speedup SNs2

Ns1
evaluated

as the ratio of the elapsed time for Ns1 subdomains to the elapsed time for Ns2 subdomains.
First, we remark that, in the case of the diffraction of a plane wave by a PEC sphere,
%CPU ranges from 58% to 97%. One can note that super-linear parallel speedups are often
obtained. This behaviour essentially stems from the super-linear reduction of the cost of the
local solves when increasing the number or subdomains for a constant global problem size.

On the other hand, it is equally important to observe that although the MeTiS partition-
ing tool almost always yields well balanced partitions (in the present case, the load balance
is evaluated in terms of the local number of tetrahedra), there is a noticeable disparity in
the required amount of RAM for storing the subdomain L and U factors, especially for large
values of the number of subdomains Ns. As a matter of fact, the fill-in of the L and U
factors is influenced by several factors among which, the presence in the original matrix of
diagonal blocks related to physical boundaries (metallic wall, absorbing boundary) which
in turn has effects on the numerical pivoting strategy. But, above all, the partitioning of a
mesh (in practice, the adjacency graph associated to the mesh) using a tool such as MeTiS,
is dictated by two main criteria, namely the minimization of the subdomains separator and
the achievement of a well balanced computational load, while a balance of the fill-in is rarely
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an objective. In the present case, the main consequence of this load unbalance in the fill-in
of the local L and U factors is a potentially large gap between the minimum and maximum
CPU times for the subdomain triangular solves, which results in non-negligible idle times
across processes between each iteration of the interface system solver.

We conclude with the application of the proposed numerical methodology to the simula-
tion of a time-harmonic electromagnetic wave propagation problem in an irregularly shaped
and heterogeneous medium. The problem under consideration is concerned with the propa-
gation of a plane wave in realistic geometrical models of head tissues. It is a first step towards
the development of a computational framework for the numerical dosimetry of electromag-
netic fields radiated by mobile phones. Starting from MR images of the Visible Human 2.0
project [RHGJ03], head tissues are segmented and the interfaces of a selected number of
tissues (namely, the skin, the skull and the brain) are triangulated. Different strategies can
be used in order to obtain a smooth and accurate segmentation of head tissues and interface
triangulations as well. A first strategy consists in using a marching cube algorithm [LC87]
which leads to huge triangulations of interfaces between segmented subdomains. These tri-
angulations can then be regularized, refined and decimated in order to obtain reasonable
surface meshes, for example using the YAMS [Fre03] re-meshing tool. Another strategy
consists in using a variant of Chew’s algorithm [Che93], based on Delaunay triangulation
restricted to the interface, which allows to control the size and aspect ratio of interfacial
triangles [BO05]. Surface meshes of increased resolution resulting from such a procedure are
presented on Figure 3.4. Then, these triangulated surfaces together with a triangulation of
the artificial boundary (absorbing boundary) of the overall computational domain, which is
taken here to be a sphere, are used as inputs for the generation of volume meshes. In this
study, the GHS3D tetrahedral mesh generator [GHS91] is used to mesh volume domains be-
tween the various interfaces. Two tetrahedral meshes have been used whose characteristics
are summarized in Table 3.3. The frequency of the incident plane wave is F=1800 MHz and
its polarization is such that:

k = (kx, 0, 0)t , E = (0, 0, Ez)
t and H = (0, Hy, 0)t.

Albeit this propagation problem clearly involves irregularly shaped domains and non-uniform
tetrahedral meshes, it is yet a simplified configuration with regards to the simulations usually
used in numerical dosimetry studies of human exposition to mobile phone radiation [?], for
two reasons: a mobile phone geometrical model has not been taken into account in the
present simulation setting and, the electromagnetic parameters of the materials are set to
artificial values for the purpose of exemplifying the characteristics of the propagation of
the plane wave in the head tissues (null conductivity, εr = 4.0 for the brain, εr = 6.5
for the cerebrospinal fluid, εr = 1.5 for the skull and εr = 4.0 for the skin). For the
computations reported here, the methods DG-P1-c and DG-P1-u are used in conjunction
with mesh M1 while method DG-P0-c is used with mesh M2. Moreover, this problem has
also been simulated using a DGTD-P1-c (Discontinuous Galerkin Time-Domain) method
[FLLP05] and the corresponding result will be considered here as the reference solution.
The contour lines of Ez in various configurations are visualized on Figures 3.6 to 3.9. As can
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be seen on these figures, on one hand, there is a good agreement between the results of the
time-domain and time-harmonic computations and, on the other hand, the DG-P1 methods
used with the coarsest mesh yield solutions which are closer to the reference computation
than the one resulting from the DG-P0-c method applied on the finest geometrical model.

Performance results are given in Tables 3.4 and 3.5. In addition, the convergence curves
for the iterative solution of the interface system (3.28) using the BiCGstab(ℓ) method are
shown on Figure 3.5. Firstly, we note that the iterative solution requires 3 to 4 times more
iterations than the numbers observed for the previous test cases, which is the consequence of
the increased complexity in both the underlying discretization and the propagation medium.
Secondly, the parallel efficiency, evaluated using the %CPU ratio, ranges from 65% to 75%.
Here again, the load unbalance in the fill-in of the local L and U factors is the main reason
for this parallel performance drop.

3.2.1 Conclusion

We have presented a hybrid iterative/direct solution method for the large, sparse and com-
plex coefficients algebraic systems resulting from the discretization of the time-harmonic
Maxwell equations by discontinuous Galerkin methods. The discretization in space relies
on an unstructured tetrahedral mesh and as a result, the proposed numerical methodology
is particularly well suited to the simulation of wave propagation problems in irregularly
shaped media. Moreover, the local nature of a discontinuous Galerkin formulation allows for
a natural treatment of heterogeneous media. Numerical and performance results reported
here, albeit promising, have also raised a weakness in the current implementation of the
domain decomposition method in the fact that the fill-in of the local L and U factors is
generally not well balanced except for relatively simple problems (simply shaped domain,
uniform mesh and homogeneous media). We believe that this drawback should be recurrent
to almost all similar implementations of domain decomposition algorithms (i.e. based on
exact factorization methods for the subdomain solves). This problem could be figure out by
resorting to constrained level of fill-in subdomain solvers or/and by improving the quality
of the mesh partitions (with regards to the resulting fill-in unbalance). In addition to these
directions, our future works will be towards the improvement of the numerical efficiency
of the Schwarz-type algorithm adopted in this study thanks to the design of discrete opti-
mized interface conditions in the framework of our discontinuous Galerkin formulations on
tetrahedral meshes.
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Figure 3.4: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
Triangulations of the skin and the skull.
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Mesh # vertices # tetrahedra Lmin (m) Lmax (m) Lavg (m)
M1 60,590 361,848 0.00185 0.04537 0.01165
M2 309,599 1,853,832 0.00158 0.02476 0.00693

Table 3.3: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
Characteristics of the tetrahedral meshes.

Mesh Method Strategy Ns # it CPU (min/max) REAL
M1 DG-P1-c DD-itref 96 47 346 sec/466 sec 714 sec
- DG-P1-u DD-itref 96 46 347 sec/547 sec 765 sec

M2 DG-P0-c DD-itref 96 33 228 sec/322 sec 428 sec

Table 3.4: Propagation of a plane wave in an heterogeneous medium, F=1800 MHz.
Computation times (solution phase).

Mesh Method Ns CPU (min/max) RAM (min/max) # dof
M1 DG-P1-c 96 64 sec/125 sec 640 MB/852 MB 8,684,352
- DG-P1-u 96 80 sec/134 sec 633 MB/866 MB 8,684,352

M2 DG-P0-c 96 53 sec/ 98 sec 519 MB/684 MB 11,122,992

Table 3.5: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
Computation times and memory requirement for storing the L and U factors.
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Figure 3.5: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
Iterative solution of the interface system.
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(a) method DG-P1-c, time-domain, skin, lateral
view, mesh M1.
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(b) method DG-P0-c, time-harmonic, skin, lateral
view, mesh M2.
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(c) method DG-P1-c, time-domain, skin, frontal
view, mesh M1.
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(d) method DG-P0-c, time-harmonic, skin, frontal
view, mesh M2.
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(e) method DG-P1-c, time-domain, view in the
plane Y=0.0 m, mesh M1.
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(f) method DG-P0-c, time-harmonic, view in the
plane Y=0.0 m, mesh M2.

Figure 3.6: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
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(a) method DG-P1-c, time-harmonic, skin, lateral
view, mesh M1.
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(b) method DG-P1-u, time-harmonic, skin, lateral
view, mesh M1.
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(c) method DG-P1-c, time-harmonic, skin, frontal
view, mesh M1.
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(d) method DG-P1-u, time-harmonic, skin, frontal
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(e) method DG-P1-c, time-harmonic, view in the
plane Y=0.0 m, mesh M1.
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plane Y=0.0 m, mesh M1.

Figure 3.7: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
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Figure 3.8: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
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Figure 3.9: Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.
Contour lines of Ez: method DG-P0-c with mesh M2.
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[22] V. Dolean, S. Lanteri, ”Une méthode volume fini implicite en maillages non-
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discontinuous Galerkin approximation of the Maxwell operator: the indefinite
case. M2AN Math. Model. Numer. Anal., 39(4):727–753, 2005.

[HTJ88] Thomas Hagstrom, R. P. Tewarson, and Aron Jazcilevich. Numerical exper-
iments on a domain decomposition algorithm for nonlinear elliptic boundary
value problems. Appl. Math. Lett., 1(3), 1988.

[HW02] J. S. Hesthaven and T. Warburton. Nodal high-order methods on unstruc-
tured grids. I. Time-domain solution of Maxwell’s equations. J. Comput. Phys.,
181(1):186–221, 2002.

[JN00] C. Japhet and F. Nataf. The best interface conditions for domain decomposi-
tion methods: absorbing boundary conditions. In L. Tourrette, editor, Artifi-
cial Boundary Conditions, with Applications to Computational Fluid Dynamics
Problems, pages 348–373. Nova Science, 2000.

[JNR01] C. Japhet, F. Nataf, and F. Rogier. The Optimized Order 2 method. application
to convection-diffusion problems. Future Generation Computer Systems, 18:17–
30, 2001.

92



[KD06] J. Kurzak and J. Dongarra. Implementation of the mixed-precision in solving
systems of linear equations on the CELL processor. Technical Report UT-CS-
06-580, University of Tennessee, 2006.

[KK99] G. Karypis and V. Kumar. A fast and high quality multilevel scheme for par-
titioning irregular graphs. SIAM J. Sci. Comput., 20(1):359–392, 1999.

[LC87] W. Lorensen and H. Cline. Marching cubes: a high resolution 3D surface
construction algorithm. In Siggraph 87, volume 21, pages 163–170, 1987.

[Li05] J. Li. A Dual-Primal FETI method for incompressible Stokes equations. Numer.
Math., 102:257–275, 2005.

[LLL+06] J. Langou, J. Langou, P. Luszczek, J. Kurzak, A. Buttari, and J. Dongarra.
Exploiting the performance of 32 bit floating point arithmetic in obtaining 64
bit accuracy. Technical Report UT-CS-06-574, University of Tennessee, 2006.

[LVL05] S.C. Lee, M. Vouvakis, and J. F. Lee. A Non-overlaping Domain Decomposition
Method with Non-Matching Grids for Modeling Large Finite Antenna Arrays.
J. Comput. Phys., 203:1–21, 2005.

[LW06] J. Li and O. Widlund. BDDC algorithms for incompressible Stokes equations.
SIAM J. of Numer. Anal., 44(6):2432–2455, 2006.

[Man92] J. Mandel. Balancing domain decomposition. Comm. on Applied Numerical
Methods, 9:233–241, 1992.

[Mon03] Peter Monk. Finite element methods for Maxwell’s equations. Numerical Math-
ematics and Scientific Computation. Oxford University Press, New York, 2003.

[MR05] P. Monk and G.R. Richter. A discontinuous Galerkin method for linear symmet-
ric hyperbolic systems in inhomogeneous media. J. Sci. Comput., 22-23:443–477,
2005.

[Nat96] F. Nataf. Absorbing boundary conditions in block Gauss-Seidel methods for
convection problems. Math. Models Methods Appl. Sci., 6(4):481–502, 1996.

[Nat97] F. Nataf. Interface Conditions for Domain Decomposition Methods for 2D and
3D Oseen equations. C. R. Acad. Sci., Paris, Ser. I 324:1155–1160, 1997.

[Ned01] J.-C. Nedelec. Acoustic and electromagnetic equations. Integral representations
for harmonic problems. Applied Mathematical Sciences, 144. Springer Verlag,
2001.

[NR07] F. Nataf and G. Rapin. Construction of a New Domain Decomposition Method
for the Stokes Equations. In O.B. Widlund and D.E. Keyes, editors, Domain De-
composition Methods in Science and Enignieering XVI, pages 247–254. Springer,
2007.

93



[NRdS95] F. Nataf, F. Rogier, and E. de Sturler. Domain decomposition methods for fluid
dynamics. In A. Sequeira, editor, Navier-Stokes equations and related nonlinear
analysis, pages 367–376. Plenum Press Corporation, 1995.

[NV08] R. Nabben and C. Vuik. A comparison of abstract versions of deflation, balanc-
ing and additive coarse grid correction preconditioners. Numer. Linear Algebra
Appl., 15:355–372, 2008.

[OL98] F.-C. Otto and G. Lube. A nonoverlapping domain decomposition method for
the Oseen equations. Math. Models Methods Appl. Sci., 8:1091–1117, 1998.

[OLM01] F.-C. Otto, G. Lube, and L Müller. An iterative substructuring method for
div-stable finite element approximations of the Oseen problem. Computing,
67:91–117, 2001.

[Pip00] Serge Piperno. L2-stability of the upwind first order finite volume scheme for
the Maxwell equations in two and three dimensions on arbitrary unstructured
meshes. M2AN Math. Model. Numer. Anal., 34(1):139–158, 2000.
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