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Abstract

All-digital RF signal generation usingAX modulation for mobile

communication terminals

Mobile communication applications increasingly deshabiquitous access to wireless
networks across multiple standards and frequenaydsaSoftware radio architectures
implemented in advanced nanometer scale technsl@ge largely investigated to meet this
challenge. In particular, the interface from thgitdi to the analog/RF world is projected to
move as close as possible towards the antennhisinvbrk a digital transmitter architecture
based omX modulation is investigated, and a prototype digR& signal generator has been

implemented to prove the feasibility of the concept

The proposed architecture is built around two cesled $-order lowpass digital
AY modulators that provide a multiplexed high-speddit Hata stream directly coding the RF
signal in the digital domain. The modulators nabkeping transfer functions move the
quantization noise out of the transmit band of ¢basidered standard, allowing to reach a
high signal-to-noise ratio and extremely low distor in the transmit band. The output

stream can then be fed to an efficient switchingienpower amplifier.

The UMTS standard has been taken as the appliceti@ample, and a digital RF signal
generator providing the 1-bit output stream at 8/8Gas been designed in a 90nm CMOS
technology. The effective sampling rate of the lpass AX modulators is in this case
3.9GS/s. Thorough optimization at the architectara logic level was mandatory: quantized
modulator coefficients, redundant arithmetic witbmplementary signal paths, non-exact
output quantization and anticipated output evatuatiave been implemented to reach the
high sampling rate. 3-phase differential dynamgidaclocked by a DLL has been used at the

circuit level.

The fabricated prototype transmitter IC demonssrditd functionality up to a 4GHz
main clock frequency, reaching a maximum bandwaftBOMHz at 1GHz center frequency
with a 3.1dBm peak output power. When using the& fmage band, the transmit band can be

moved up to 3 GHz, however with reduced output posee to the sinshaping function.



With a 2.6GHz main clock frequency and 5MHz WCDM~Abdalated channel at a carrier
frequency of 650MHz, a channel output power of dB® and 53.6dB of ACPR are
obtained. With the same settings, a channel oytpwer of -15.8dBm and an ACPR of
44.3dB is reached in the 1.95GHz image band, whilfllls minimum UMTS requirements.
The chip size is 4x0.8mm?2 and it has an active afda15mma2. Its power consumption is
69mW for a 2.6GHz operating clock frequency.

Keywords: delta-sigma modulation, digital transmitter, redamidarithmetic, software
radio, RF, UMTS, switching-mode power amplifiern@ CMOS.

This thesis work has been performed in the IntegraCircuits Design Group /
Microélectronique Silicium of the ISEN department the Institut d’Electronique, de

Microélectronique et de Nanotechnologies (IEMN), Bd Vauban, 59000 Lille, France.



Résumé

Génération numérique de signaux RF pour les terminax de

communication mobile par modulation delta-sigma

Les appareils de communications mobiles demandenplds en plus un acces
omniprésent aux réseaux sans fils a travers diftéretandards et bandes de fréquences. Les
architectures radio-logicielles, congues dans debnblogies nanométriques avancées, sont
tres largement étudiées pour atteindre cet objdetifparticulier, I'interface entre les mondes
numeériques et analogiques/RF semble se déplacgiusuproche de l'antenne. Dans ce
travail, une architecture de transmetteur numeérigasée sur la modulatiatk, est étudiée et

un prototype de générateur de signaux RF numérigées fabriqué pour prouver ce concept.

L’architecture proposée est construite autour dexdmodulateursAX passe-bas
suréchantillonnés du*3°ordre qui fournissent un signal multiplexé surtlabhaute cadence,
qui code directement le signal RF dans le domaimeénique. Les fonctions de transfert des
modulateurs comportent une mise en forme du briiulantification pour le déplacer en
dehors de la bande d’émission du standard consigérmettant ainsi d’atteindre un rapport
signal-a-bruit élevé et peu de distorsion dansatede d’émission. La séquence de sortie peut
ensuite étre appliquée a I'entrée d’'un amplificaté® puissance commuté ayant une bonne
efficacite.

Le standard UMTS a été choisi comme exemple d'egfitin et un générateur de
sighaux RF numérique, fournissant un signal daesetr 1 bit & 7.8Géch/s a été réalisé dans
une technologie 90nm CMOS. La cadence d’échantiige effective des modulateukX
passe-bas est dans ce cas de 3.9Géch/s. Une apimiapprofondie au niveau architectural
et au niveau logique a été obligatoire : une gfiaation des coefficients des modulateurs,
une arithmétique redondante comprenant des sigeamplémentaires, une quantification de
sortie non exacte et une évaluation anticipée d®tige ont été implémentés pour parvenir a
la cadence désirée. Une logique dynamique diffeamtsur 3 phases d’horloge, générées par

une DLL, a été utilisée au niveau circuit.



Le circuit intégré du transmetteur prototype démmnine fonctionnalité compléte
jusqu’a une fréquence d’horloge de 4GHz, permettamti d’atteindre une bande passante
maximum de 50MHz autour d’'une fréquence porteust@ldz avec une puissance de sortie
en pic de 3.1dBm. Si la premiére bande image délsdéat, la bande d’émission peut étre
déplacée jusqu’a 3GHz, avec cependant une puissignsertie réduite a cause de la fonction
de mise en forme du sinus cardinal. Avec une frégeied’horloge de 2.6GHz et un canal
WCDMA de 5MHz modulé autour d’'une fréquence poréede 650MHz, la puissance de
canal en sortie est de -3.9dBm et 53.6dB d’ACLR sdmenus. Avec les mémes parametres,
la puissance du canal en sortie est de -15.8dBun &CPR de 44.3dB est atteint pour la
bande image a 1.95GHz, ce qui rentre dans lesfgadicns UMTS. Les dimensions du
circuit sont 4x0.8mmz, tandis que l'aire active @st0.15mmz2. La consommation du circuit

est de 69mW sous 1V pour une fréquence d’horloge@&eHz.

Mots-clés : modulation delta-sigma, transmetteur numérique, thraktique

redondante, radio logicielle, RF, UMTS, amplifiaatele puissance commuté, CMOS 90nm.

Thése preparée dans I'equipe Conception de Cirdniégrés / Microélectornique
Silicium du Département ISEN de I'Institut d’Elemtique, de Microélectronique et de
Nanotechnologies (IEMN), 41, bd Vauban, 59000 Lille
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Introduction

“Welcome to the machine” (Pink Floyd)

In the 2005 edition of the European Solid-Statec@irConference (ESSCIRC) joint
with the European Solid State Device Research Cenée (ESSDERC), a rump session
entitled “Where will the revolutionary solutionsroe from: Technology or Design?” has
brought together eight international experts irhtedogy/devices and advanced design to
argue on the perspectives for future solutions. fihal answer was that technology and
design together will make barriers fall. As a memtfethe Integrated Circuits Design Group
of the Institut d’Electronique, de Microélectron&jet des Nanotechnologies (IEMN), my
work is devoted to enhance the design knowledgetamatobe further into state-of-the-art
advanced design techniques. In this thesis wotl to conceive, with a given technology,

the most powerful and innovative system by bringiegign solutions.

The application field of this work is the mobile nemunications, especially the
transmission side. This field offers great chalkes)cas every new standard comes with more
and more restrictive requirements. Moreover, asoatmall hardware solutions, power
consumption and integration are always crucialdigctFrom this point of view, each research
team tries to tend to the chip that will integratest functional blocks, consume less and fit
with the maximum number of standards. We place ebues in this context, in which we
would like to demonstrate the feasibility and thexibility of an innovative digital chip with
potential industrial applications.

Concretely, this research work introduces an d@itdl transmitter architecture able to
replace with a marked improvement the front-enctuifs in mobile communications

terminals. This architecture takes advantage obtteesampled delta-sigmaX) modulation,



able to quantify a digital word into a 1-bit higheed stream without losing the information
inside excessive quantization noise. The issug fabthe huge computations needed for this
operation. Innovative techniques, coming from etedt or other domains, have been
developed to overcome the blocking points. Hugertffhave been made to design a full

90nm CMOS chip to demonstrate the proposed concept.
Here is the chapter organization.

The first chapter presents the background of tiasis. It highlights the needs to reach
ideal software radio terminals. Then, the evolutaintransmitters, from nowadays analog
implementations to the digital RF case is detailgith emphasis on major publications. For
the demonstration of this digital RF transmitteotptype, we choose to focus on a particular
standard and then to extend to other standardepEan UMTS has been first chosen for its
hard-to-fulfill requirements and its novelty. Majarquirements for this standard are detailed

in this section.

Chapter 2 presents the digital transmitter architec It explains architectural choices
for the system core, including the delta-sigma nlatdus, the digital RF upconverter and the
switching-mode power amplifier. Then, a global smamtter chain is proposed. Finally, a
particular implementation of the transmitter chéon UMTS case is detailed for baseband

processing, sample rate conversion and delta-sigotulation blocks.

Chapter 3 deals with th&X modulator system design. In this chapter, teclescio
achieve the computational effort are explained.stFiran optimization for digital
implementation is given. Then, redundant arithmetiantroduced after having stated the
critical path and limitations of 2’s complement addrchitectures. Th&X modulators design
with this redundant arithmetic is fully coveredn&ly, further necessary improvements,

called non-exact quantization and output signat@mgoutation, are detailed.

Chapter 4 details the transistor level design & whole transmitter. The global
structure and layout is given in a first sectiohef, each circuit block is detailed. The sample
rate conversion block description gives an emphasithe designed high-speed registais.
modulator implementation is handled, focusing oa differential dynamic logic style. The
AY layout strategy is also explained. Using this dyitaogic style leads to the description of
the clock generation and distribution block, impésrted by a DLL. Finally, the digital mixer

and output stages structures are presented.

Chapter 5 gives an overview of the test setupsma@asurement results and analyzes
the obtained results. Two 90nm CMOS chip have lgesigned and tested. The first one was



not fully functional but a lot of valuable informam could have been gathered. After redesign
and fabrication, the second chip was operationdl lzas been thoroughly tested. For each
one, test hardware and assembly is described. Tthenmeasurement results are given,

analyzed and compared with other literature results

Finally, a conclusion will sum up this work with amphasis on parallel works,

reconfigurability perspectives and future direction






CHAPTER 1
BACKGROUND

To introduce the background of this thesis worlk, ¢bncept of software defined radio
will be presented. Then, a state-of-the-art in gnaitter architecture is established, starting
from the analog RF implementation and going to thgital RF implementation. The
objective of this work is to demonstrate a digiRF transmitter based on delta-sigma
modulation. In order to work with real specificatgy UMTS standard has been chosen for
demonstration. Requirements for this standard bellstated in order to clarify architecture

choices and to evaluate the transmitter perforngance

1.1 Software defined radio

1.1.1 Universality of RF transmitters

Imagine a mobile phone able to operate all ovemtbed and to travel on most of the
wireless networks. This kind of terminal should tm@e a reality with the growth of software-
defined radio (SDR). This technology lets us mactuiee flexible radios, able to adapt

themselves to different standards by simply updadifirmware.

Indeed, an emitter creates electromagnetic wavesaronantenna, with specific
attributes related to the standard on which it afgs. Nowadays, this work is performed by
several specialized chips, programmed once analfdo compute signals in the targeted
frequency band, according to a defined standarda Aesult, those different radio terminals

are not compatible and thus limited to their owecsficity.

Software defined radio (also called “reconfiguratadio” or “intelligent radio”) uses
global programmable chips, able to switch from andard to another by choosing the

appropriate software. A SDR mobile phone should thecess all networks used in the world.



Utility of SDR handsets becomes more visible aadsdeds proliferate. Those various
standards can be divided into several types [1]:

* Second generation digital radio wireless systemSMGand DCS1800 in
Europe, 1S-95 in United States),

e Third generation digital radio wireless systemschsias UMTS (Europe),
CDMAZ2000 (United States) or TD-SCDMA (China),

» Digital cordless systems, such as DECT or PHS,
* Broadband mobile-access systems (Wi-Fi, IEEE80HiderLAN2...),
» Short-range systems, such as Bluetooth.

Moreover, new systems become available, such a¥4@ax or IEEE802.20 or even
future 60GHz WLAN standards.

Software-defined radio finds its place in futurdiccommunications architectures, on
the way to universal transmitters.

1.1.2 Ideal software radio

The ultimate architecture for a software definedigashould be a digital multifunction
signal processor (DSP), directly connected to derara through a digital-to-analog converter

(DAC) for emission and an analog-to-digital coneer{ADC), followed by a DSP, for
reception (Figure 1-1).

j/\/
— DSP »  DAC ADC » DSP

Figure 1-1 Ideal software-defined radio transmitter

Progressive digitization of the analog blocks tetalbring the converters closer and
closer towards the antenna [2, 3], starting fronseband digital processing, through
intermediate frequencies (IF) digital processimgtend toward RF digital processing (Figure
1-2). Nevertheless, relevant technical issues nedak solved in order to deploy software
radio solutions. However, emergence of very higkespdigital signal processing makes the

concept of SDR becoming a reality [4-6]. From tipigint of view, this work tries to



demonstrate the feasibility of an all-digital RRrtsmitter architecture, using digital delta-

sigma modulation and switching-mode power ampkfier

Today Future

> Traditional radio Software radio >

Analog or digital
baseband IF digitisation RF digitisation
processing

Figure 1-2 Toward RF digital processing and software radio

1.2 State-of-the-art in transmitter

architectures

The state of the art presented in this subpartdsmaprehensive, but not exhaustive,
picture of digital transmission architectures & tieginning of this work in 2004. It depicts
the general trends for implementing transmissiamiggctures. Later work and results from

other research teams will be discussed in the ositod.

It will be shown that, following the evolution afainsmission architectures, the global
trend is to digitize the transmission chain. Touwigze this trend, a color code has been
employed on the different figures. All digital pgdppear in green, whereas analog ones are
in red. An intensity code is also used to separateband blocks (very light color) from RF
parts (strong ones). IF processing blocks appean iimtermediate intensity. A cutting edge in
RF transceiver architectures for WCDMA has beenana®001 in [7].

1.2.1 Analog front-end architectures

Traditionally, transmitter architectures are almestlusively analog in all front-end
parts. Digital blocks are only found in baseband digital-to-analog conversion is made with

baseband DACs at low sample rates. Then, two imghtations exist:

Most of the existing transmitters are based on @dtep up-conversion architecture

(Figure 1-3), called heterodyne transmitter. Arefasting implementation can be found in



[8]. The signal is first up-converted to an intediae frequency, filtered, up-converted to the
radio frequency, amplified and finally filtered agebefore emission on the antenna. The
filtering at IF or RF cannot be done with activeustures, which makes it very difficult to

completely integrate transmitters. Furthermore, tifferent local oscillator signals are

needed.
Digital Baseband Analog Baseband Analog IF Analog RF
| | --
I I | ) I
N\ ' f 1
—'| DAC I—*| LPF f—> . :
DSP Quadrature 1 Power

Q ! upconverter | | amplifier
j—-| D/?\C I—-| LPF I_‘\ . T .

I 1

i B

I
’ “TiF

Figure 1-3 Heterodyne transmitter architecture

An obvious solution would be to use only a direptaonversion architecture, where
the baseband signal is directly modulated to REUil@ 1-4). However, the direct conversion
or homodyne transmitter suffers from low performes@at low output power and from a
phenomenon called LO-pulling. The oscillator in finequency synthesizer operates at the
same frequency as the power amplifier in the trattem Due to the limited amount of
isolation achievable, the transmitted output sigméil couple to the oscillator and seriously
degrade its performances. Moreover, the quadratpo®nverter suffers from a higher 1Q
mismatch than in heterodyne transmitters, as ihasv operating at RF. Examples of

homodyne implementations can be found in [9].
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Figure 1-4 Homodyne transmitter architecture



1.2.2 Digital IF architectures

Digital Baseband Digital IF Analog IF Analog RF

% BPF ) BPF
amplifier

Digital
quadrature
~ upconverter

DSP

Q

=
™
b= D ]
>
@)

Figure 1-5 Digital-IF transmitter architecture

An evolution from previous implementations is thegikal-IF architecture, in which
the digital signal is converted to analog afterglfadrature upconversion, generally using a
AY. DAC (Figure 1-5). This architecture benefits frdmtter silicon integration, ideal 1Q
matching and thus a lower error vector magnitude.

An interesting implementation is presented in [2@H [11], which details a digital
quadrature modulator, associated with a 1A%t modulator and a current-mode DAC to
replace analog IF upconversion (Figure 1-6). THES@m CMOS chip can work with a
700MHz clock frequency to address an IF frequenict @bMHz. It consumes 139mW at

1.5V and occupies 5.2mmz.

X,
; s
' ;L‘Xm Ist Half- | 16 | 2nd Half- | 8 taps
X, 7P| band Filter [ band Filter | £ T
i (43 taps) (23 taps) 7 taps 41 12 TA- |1 }ﬁf ;
7 MUX! 7 MODU- ¥ CON- Lj"F".TER"
D ! LATOR | |vERTER|!
7 taps f ‘
Ist Half- | 14 | 2nd Half- 16 5 T T
b band Filter (-#{ band Filter | > Bages ; ;
(43 taps) ' (23 taps) ' 7 taps ; : s
£/16 18 £/4 f/4 12 Chip

Figure 1-6 Digital quadrature modulator from [10]

In [12], this kind of architecture is implementeding a second-order-hold DAC in
0.25um SiGe BICMOS (Figure 1-7). The multi-bit dettigma DAC is working at 250MHz.
Analog Variable Gain Amplifier (VGA) and mixer st&g are integrated into the chip to
deliver an output power of 5dBm, while consumin®@m8V at 3V. However, this structure is

working with current-mode DACSs, which limits, atlovoltage, the maximum power that can



be delivered to a load. Such structures are inctibipawith more efficient class-S power

amplification.
{1 !0;'1 ,0,. . .}
fir
| —»{ 1L {LPF “SOH DAC”
fenip {0,1,0,-1,...}

Q TL | LPF

Figure 1-7 Conceptual block diagram of the digital-IF heterodyne
transmitter from [12]

1.2.3 Digital RF architectures

Digital Baseband Digital RF Analog RF
: :
I : .
" Digital Switching
DSP i quadrature A2 »  power
Q | upconverter amplifier

Figure 1-8 Digital RF transmitter chain
Advances and maturity of deep submicron CMOS teldyimes enable the DAC to

reach higher sample rates. So, the idea of a igFamplementation is rising [4, 5, 13] . It
deletes all analog mixers and replaces them byegtdiligital quadrature upconverter and a
switching-mode power amplifier driven by, e.g.A&-modulated high-speed signal (Figure
1-8 and Figure 1-9). An advantage is the high fficy of the output stages. At the time of
this work, no IC implementation of this kind ofsttures can be reported. However, ideas for

such architectures are presented in several ptiblsa
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Figure 1-9 DSP-based wireless transmitter architecture from [5]

The fundamental concept is to use bandpassnodulation to produce a high-speed
digital signal driving a switching PA:

* [14] demonstrates such a digital transmission chiayn experimentally
generating the produced bit-stream with a patterregator and a serializer.

* [6, 15-17] present the concept and show simuladiod measurement results
for relatively low output frequency, extrapolatisgnulations to higher output
frequencies.

Another method for digitally generating an RF sigisatermed “Quadrature Integral
Noise Shaping” (INS) and uses PWM coding schemgeoerate baseband IQ complex
signals. References [18] and [19] detail relatethizectures.

Moreover, an interesting paper [20] proposes toeda DCO (Digitally Controlled
Oscillator) with aAX-modulated signal to generate the phase informatrahto regulate the
power amplifier amplitude to control the amplitudérmation.

Digital generation of RF signals ¥~ modulation and switched power amplifiers
seems to be the most promising implementation imgeof configuration possibility and

software radio convergence.

1.3 UMTS standard specifications

The Universal Mobile Telecommunications System (U)ITn Frequency Division
Duplex (FDD) mode will be first considered in orderemphasize the concept studied in this
work. UMTS is the standard chosen for 3G mobile mamications in Europe. Specifications

for the UMTS standard are defined by ETSI [21]. Sdeapecifications cover all aspects of
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transmission and reception for handset terminassaw introduction to UMTS, only aspects
that concern the definition of the global transeritto be designed are given hereafter.
Furthermore, the extension of the highlighted apphoto other standards is still under

investigation and will be discussed in the condunsi

1.3.1 Introduction to UMTS

1.3.1.1 Protocol layers

The architecture of the UMTS radio interface isustured into layers, in which
protocols are based on the first three layers ef @pen Systems Interconnection (OSI)

reference model [22], as illustrated in Figure 1-10

» The first layer is the physical one, devoted tograit and receive data over the
channel.

* The second layer is the medium access control (MAGich is able to control
the data sent and received and to retransmit packets. This layer provides
data and information to the physical layer.

* The third layer is the radio resource control (RRIExontrols and maps the

connections.

>
L3/RRC L3/RRC

Signaling radio bearer
-€ >

L2/RLC L2/RLC L2/RLC L2/RLC

Logical channel
| o= - |

L2/MAC L2/MAC

Transport channel
| —— — |

L1/PHY L1/PHY

é‘ Physical channel )'é

Handset Network

| = Radio Access Bearer |

Figure 1-10 Radio interface protocol structure [22]
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In the following sections, only transmitter physitayer, starting from the baseband
signals provided by the MAC layer will be considere

1.3.1.2 Access mode and frequency

allocation
The frequency sharing technique adopted for UMT$hés Code Division Multiple

Access (CDMA): data from different users coexisthimi the same channel and spread
spectrum modulation is used to attribute a specifide to each user. Two methods allow
spreading signals: the Frequency Hopping (FH-S&)nigue and the Direct-Sequence one
(DS-SS) [23]. Since only the DS-SS technique ispsetb in UMTS, it is shortly detailed
hereafter. Direct-Sequence spread spectrum consistsiltiplying the signals symbols by a
specific pseudo-random binary sequence. CDMA systgsing direct sequence spreading are
called DS-CDMA. For UMTS, information is spread owbout 5SMHz, hence it is called
WCDMA (W is for Wideband). Two duplex modes exist UMTS, Frequency Division
Duplex (FDD) and Time Division Duplex (TDD).

Figure 1-11 gives a comparison between spectruesadechniques used in GSM and
UMTS. For GSM, the whole frequency band is splibi@00kHz wide channels multiplexed
in time between emission and reception. For UMT3DD mode, information is spread over
5MHz channels and separated per code. The traesraiit the receiver are working in half-
duplex. Time slots are alternatively allocateddorission and reception. FDD mode also uses
CDMA but the transceiver is working in full-duplekhe reception band is placed away from
the emission band (not shown in the figure). The frent-end architectures operate at the

same time, using a duplexer.
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Figure 1-11 Examples of access modes for GSM, UMTS TDD and FDD

The study is focused on FDD mode in which uplink downlink are separated in two
frequency bands, instead of separated time sIdsI RJFDD operates on two 60MHz bands,
separated by 190MHz. The uplink uses 1920-1980M#&izdbwhile the downlink band is
located between 2110 and 2170MHz. Our interest gads to the uplink path, from the user
terminal to the base station.

Inside the 1920-1980MHz band, twelve 5MHz wide cleds exist. Chip rate is
3.84Mc/s (Mega chips/second), but data rate is tiethe spreading factor. Channels are
larger than the relative chip rate due to the offllfactor (generally stated) of the Root-
Raised Cosine (RRC) filter used. In UMTS, the wifl-factor is equal to 0.22, thus the
channel bandwidth is equal to chip raig+a) =4.68MHz. A channel is shown on Figure
1-12, illustrating the effect of the root-raisedsiee filter. The modulation used by UMTS is
the Quaternary Phase Shift Keying (QPSK).
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Figure 1-12 Example of a RRC-shaped UMTS channel

1.3.2 UMTS specifications for transmitters

Specifications on spectrum emissions are giverhataintenna connector. It will be
considered that the antenna connector is loadeal tiyminal single ended %D impedance.
These specifications lead to a spectrum emissioskraad out-of-band spurious emissions

constraints as explained in the following sections.

1.3.2.1 Spectrum emission mask

The spectrum emission mask applies to frequenaikgh are between 2.5 MHz and
12.5 MHz away from the User Equipment (UE) centargier frequency (related to the chosen
channel). The out-of-channel emission is specifeddtive to the RRC filtered mean power of
the UE carrier. Table 1-1 shows requirements forf&spectrum emission mask and Figure
1-13 translates the requirements on a graph.
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Minimum requirement (Note 2)

Afin MHz (Note 1) . , Absolute
Relative requirement .
requiremer

Measuremel
bandwidth

Af
2.5< Af <3.5 MHz —35—15[MHZ

- 2.5)dBc -71,1dBm| 30 kHz

Nf
3.5<Af <7.5 MHz _35_1[m_3-5jd50

7.5<Af <8.5 MHz |-39-10( - 75)dec| 55,8 dBm| 1 MHz

8.5<Af <12.5 MHZ -49 dBc

Note 1: Af is the separation between the carrier frequency and the center of the
measurement bandwidth.

Note 2: The minimum requirement is calculated from the relative requirement or the
absolute requirement, whichever is the higher power.

Table 1-1 UMTS spectrum emission mask

relative UMT S Mask

by A
[ L N |

Minimum Requirements (dBc)
A
o

&
o

-1 -0.5 0 0.5 1
frequency distance from carrier x 10"

Figure 1-13 UMTS spectrum emission mask (related to a 1MHz
measurement bandwidth)

1.3.2.2 Adjacent Channel Leakage Power
Ratio

Another parameter is defined to obtain the desseelctrum requirement. Adjacent
Channel Leakage power Ratio (ACLR) is the ratidhef RRC filtered mean power centered
on the assigned channel frequency to the RRCditenean power centered on an adjacent
channel frequency. If the channel power is greiit@n -50dBm then the ACLR specifications
in Table 1-2 should be met.
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Adjacent channel frequency relative

. ACLR Limit
to assigned channel frequency
+ 5 MHz or — 5 MHz 33dB
+ 10 MHz or — 10 MHz 43 dB

Table 1-2 UMTS ACLR

1.3.2.3 Spurious emissions

In addition to in-band requirements, UEs are nothawzed to spread power
everywhere. Some frequency bands, used in othedatds, are sensitive to perturbations. To
overcome this, maximum spurious emission levels gagBned in determined frequency
bands. Out-of-band requirements are plotted onr€igul4 between 900MHz and 2.2GHz.
This plot corresponds to normalized power emissionlBm/Hz over standards frequency
bands, as defined by the ETSI (Table 1-3). On djualitative plot, proportionality is not

respected. However, this plot is relevant for vistralerstanding.

Receive band specifications (RX bands) are thedsamwhes to meet. For the GSM900
band, a maximum of -129dBm/Hz is required. ForM&S1800, -126dBm/Hz is the limit of
spurious emission. The RX band of UMTS is placedMBz higher than transmit band (TX
band). The maximum allowed level is -129dBm/Hz la &ntenna. However, an UMTS
terminal is working in full duplex using a duplex@iat means the UE is transmitting and
receiving data at the same time. That's the reagioy the RX band requirement must be
lowered down to -183dBm/Hz. UMTS RX and DCS1800 Bpécifications are the most
demanding ones, as they are very close to the UtveirSmit band (TX band).

17



TX Band _ .
—— Mask{@Antenna Connector

PSD (dBmv/Hz) RX Band
N GSM 900 DCS 1800
P — AL UMTS (WCDMA)
SoT | — ] :
90 T : 3 3
96+ i ; — :
1174 S
—126 | i P
_1204+ S —
~1834 B
i V L i L ; L i L 1 i i i I’
0.89 0.915 0:935 0.9 171 1785 1805 188 19 138 o1l 217

Frequency (GHz)

Figure 1-14 UMTS spurious requirements

Frequency Band (MHz)] Measurement Bandwidth | Requirement (dBm)
0,009 - 0,15 1 kHz
0,15 - 30 10 kHz -36
30 - 860 100 kHz
860 - 895 3.84 MHz -60
895 - 921 100 kHz -36
921 - 925 100 kHz -60
925 - 935 3.84MHz -60
935 - 960 100 kHz -79
960 - 1000 100 kHz -36
1000 - 1805 1 MHz -30
1805 - 1844,9 100 kHz -71
18449 - 1880 3.84 MHz -60
1880 - 18845 1 MHz -30
1884,5 - 1919,6 300 kHz -41
1919,6 - 2110 1 MHz -30
2110 - 2170 3.84 MHz -60
2170 - 2620 1 MHz -30
2620 - 2690 3.84 MHz -60
2690 - 12750 1 MHz -30

Table 1-3 UMTS spurious emissions table

1.3.2.4 Error Vector Magnitude

Finally, UMTS norm defines quality criterions. A afsl one is the Error Vector
Magnitude (EVM) measurement. It is an evaluatiothef difference between a reference data

signal and the measured data signal. EVM is defagethe square root of the ratio between
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the error vector mean power and the reference Isigean power, expressed in percentage.
Figure 1-15 explains on an IQ diagram the phaseanglitude errors associated with the
EVM definition. In normal conditions and for an put power greater than -20dBm, EVM
must be lower than 17.5%. However, typical perfaroeaof mobile transmitters is an EVM
of about 7%.

Amplitude error

EVM

Figure 1-15 Amplitude and phase errors defining EVM

1.4 Conclusion

The work presented in this thesis is devoted towsoE radio, trying to approach as
much as possible an ideal implementation. In & 8tady, the European standard for 3G
communications (UMTS) is chosen for its hard-tdHiulrequirements. Main UMTS

specifications, directly related to our work, hdeen detailed.

Nowadays, transmitters in mobile handsets are maindlog. The trend to digitize all
processing blocks brings us to find new ways of lementing transmission chains. An
architecture based on digital REX modulators, digital quadrature upconverters and
switching-mode power amplifiers has been determaed good candidate to enable digital

radio and will be discussed in more detail in te&trchapter.
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CHAPTER 2
DIGITAL TRANSMITTER
ARCHITECTURE

The digital RF transmitter architecture, as presgnin paragraph 1.2.3, can be
implemented, at system level, in several differgays. In the first section of this chapter, two
possible system architectures are presented anchthiees made in this work justified. The
more detailed structure of all sub-blocks in thiected system architecture is presented in the

subsequent sections.

2.1 Global transmitter architecture

2.1.1 Transmitter architecture and

frequency planning

cos(27.1)

1 [ 1/

/. L » v

7 ! ¥ n . 1

Over- N 4 | Az noise | , /\
DSP Q n |sampler| o 1 N 7| shaper |7 e

T T sin(27f.1) Jo=41

f chip 4 f e

Figure 2-1 Digital transmitter architecture. f,  is the chip rate, f_ the

chip
carrier frequency and f, the sampling frequency.

The global function of the digital transmitter is tonvert a multi-bit digital 1/Q
baseband signal at baseband sampling rate (clapirdd a digital 1-bit RF signal at a very
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high sampling rate that can be fed to a switchirgyvgr amplifier. The underlying
fundamental principles are oversampling and ndmsgisig. Delta-sigma modulators are used
to shape the noise in an appropriate way to moweititof the targeted transmit band. The
global architecture is presented on Figure 2-1aAalog filter is then necessary at the output
of the digital transmitter to remove the high ofiband quantization noise. If a fixed
frequency analog filter is used, the modulator nprstvide low quantization noise over the
full transmit band of the targeted standard for catrier frequencies. In a simple direct-
conversion architecture, the sampling frequency ldvobe proportional to the carrier
frequency. The worst-case situations are thenlhbearels situated at the edges of the transmit
band (Figure 2-2a). In fact, for a low quantizatimmise for all possible channels inside the
standard band, th&X modulator bandwidth must be twice the width of trensmit band,

thus increasing the noise shaper requirements.

Standard band

—y

AZ bandwidth
1

Standard band
—

AZ bandwidth
—

1
.’.......................
i
i

1

power
power

Analog filter Analog filter

AZ-shaped
quantization noise

/

frequency

/ response

AZ-shaped
quantization noise

/

frequency

/ response

1
|
1 |
1 1
i i
3 ]
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1 |
1 |
1 |
| |
1 I
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I 1
I |
I 1
! I
| |
I I

frequencg/ frequency

Variable carrier Fixed carrier

frequency frequency

(a) Direct upconversion (b) Two-step upconversion

Figure 2-2 Modulator output spectrum for channels at the lowest band
edge for (a) direct conversion and (b) two-step conversion

To relax the requirements on the noise shaper,oastep upconversion architecture
has been chosen (Figure 2-3). The RF sampling émquis fixed, and the center of the
noise-shaper bandwidth is placed on the centeheoktandard transmit band, independently
of the actual channel used for the transmit patbufe 2-2b). In the first step the complex

base-band signal is moderately oversampled andplaeed on the appropriate channel by a

22



digital multiplier. For UMTS, the corresponding tBannel center frequencies are stated in

Table 2-1 and are given by:

Foome = £(25MHz + k xBMHZz),k = 01,2345 Eq. 2-1
cos(24f,1)
2 L v,
’ el A S| Az noise |/ PA {\
L= > >
DSP Q n T Conve[:r)Ter T Q ln \'.hj ! shaper 4
7> 7™ T
T T T si(27f1) Js=4/,
Jow — Lxf, 4%

Figure 2-3 Two-step upconversion transmitter architecture. L is a factor
dependent over the chosen standard.

Channel number Channel center frequency
1 -27.5 MHz
2 -22.5 MHz
3 -17.5 MHz
4 -12.5 MHz
5 -7.5 MHz
6 -2.5 MHz
7 2.5 MHz
8 7.5 MHz
9 12.5 MHz
10 17.5 MHz
11 22.5 MHz
12 27.5 MHz

Table 2-1 Channel center frequencies for UMTS standard

In the second step the signal is again oversamygetb the RF sampling frequency,
transposed to RF and finally quantized with a basdf. -bit noise-shaper.

Upconversion of the digital IF signal to RF is asrad by a digital image-reject mixer
as shown in Figure 2-3. In the general case, twtiphars and a summer are required, all
operating at the RF sampling frequency. By choosilegRF sampling frequency equal to 4
times the center frequency of the transmit banel,aperation is however greatly simplified.
In that case, the 90° phase shifted | and Q Losallfator (LO) signals can be represented by

the following sequences [24]:
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LO : 1, 0,-1, 0

LOq: 0,1 0,-1

As it can be seen, at any time one of the two lgDas is equal to zero. Therefore, the
adder in the mixer can be replaced by a simpleiphexer, selecting the | channel on odd
periods and the Q channel on even periods. Furttrernthe multiplications are replaced by a
simple change of the sign of the digital data, glating multipliers entirely. The digital
image-reject mixer reduces to the function showRigure 2-4. The digital RF output stream

is simply the following sequence:

RF,, ={I(n),Q(n+1),~1 (n+2),~Q(n+3)},n = 04812,... Eq. 2-2
{1,0,-1,0}
I R é {I(m), 0, -I(n+2), 0}

69-» (), Qm+1), -I(n+2), -Q(u+3)}

Q [
@ 10, Qr+1), 0, -Q(r+3)}

{0,1,0,-1}

Figure 2-4 Digital mixer operation. The sample rate is 4x f_ and
n= 04812...

A major drawback of this architecture is howevex tact that the ratio of the IF to the
RF sampling frequencies is not necessarily integemne is related to the chip rate and the
other to the center frequency of the standardstn@rband. A sophisticated multi-rate digital
interpolator is in principle necessary to acconiplisis sample-rate conversion. This can
however be avoided through careful frequency plagniBy slightly offsetting the RF
sampling frequency, an integer ratio can be reachkd corresponding frequency offset on
the channel center frequency must simply be cardent digital baseband by offsetting the
channel center frequencies by the opposite amdnrthe case of UMTS, the chip rate is
3.84MHz, while the exact center frequency is 195@\idelding a ratio of 507,8125. As an
example, when setting the RF center frequency b tbies the chip rate, it is offseted by
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+16.08MHz with respect to the exact center of th@ndmit band. For UMTS, the

corresponding 12 channel center frequencies wdgd be (Table 2-2):

Foonma = £(25MHz + k x5MHz) -16 08MHz,k = 01,2345 Eq. 2-3
Channel number Channel center frequency
1 -43.58MHz
2 -38.58MHz
3 -33.58MHz
4 -28.58MHz
5 -23.58MHz
6 -18.58MHz
7 -13.58MHz
8 -8.58MHz
9 -3.58MHz
10 1.42MHz
11 6.42MHz
12 11.42MHz

Table 2-2 Offseted channel center frequencies for UMTS standard

Another advantage of fixed RF sampling frequency redaxed phase-noise
requirements on the RF sampling clock. This clolely the role of the local oscillator once
the output signal is interpreted in the analog dam@ritical specifications are related to the
near-by receive bands because of spurious emissguirements, that again must be met in
the worst-case conditions corresponding to the $bwad highest channel center frequencies.
In the fixed sampling-frequency architecture thergires from the clock frequency to the

critical bands are increased by 27.5 MHz for UMTS.

To illustrate this relaxed requirements on the llaszillator phase noise, VCO phase
noise requirements from IST European projects MELOID[25] and MOBILIS [26] are
given in Table 2-3. In MELODICT project, clock pleasoise values are derived from the
standard specifications. In MOBILIS project, anhatecture similar to the one presented here
is used. Therefore, phase noise requirements etk The phase noise for a 40MHz offset

is almost equal to the phase noise specificatioilitbODICT project for a 10-15MHz offset.
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Offset (MHz) Phase noise Iev_eI in MELODICT | Phase noise Ieyel in MOBILIS
project project
5 -99.2dBc/Hz
10 -117dBc/Hz
15 -120dBc/Hz
40 -148dBc/Hz -119dBc/Hz

Table 2-3 RF clock frequency phase noise requirements

2.1.2 Digital upconversion and noise-

shaping architecture

Two architectures can achieve the required funstmihquantizing the input signal to
a 1-bit data stream and upconvert the basebandlstgnthe desired RF band. These
architectures are presented on Figure 2-5. Initbiedne, a bandpags modulator clocked at

4x f_ is placed after the digital up-conversion to picelthe 1-bit digital output stream. In
the second one, two lowpad¥® modulators, also clocked d@tx f_, are placed on | and Q

paths prior to the upconversion of the signal [27].

{1,0-1,0}

- -

E N, T
a) N o /— BP AZ —F—
T
t % fi=41,
£ {0.1.0-13
£ =4f, {1,0-1,0)
[N ! 1

—F LP AT L
D) 1 NVarans

—/ LP AZ

) f

I I =41, {0,1,0-1}

Figure 2-5 Possible architectures for noise shaper and upconverter: a)
Bandpass AZ modulator; b) Lowpass AZ modulators.
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In terms of complexity, the two architectures gopraximately equivalent. The digital
mixer is simpler in the second architecture, asperates only on 1-bit signals. The
complexity of theAX modulators is equivalent, as the order of the passAX modulator is
twice the order of the low-passX modulators for the same noise-shaping at the outpu
However, the second architecture offers furthergmarfor optimization. If we further refine
the analysis, it can be noticed that the inputefdigital I/Q mixer actually samples only odd
samples in | path and only even samples in Q gatlve do not produce the unnecessary
samples, the effective sampling rate of the degjma modulators in | and Q paths is only
half of the RF sampling rate (Figure 2-6). TRE modulators are working in quadrature for
proper operation. This will not only halve the pawensumption of the modulators but also
relax the requirements on the digital logic in thedulators as the cycle time is doubled. The
combination of these two effects obviously is iwvdar of the second architecture, which

clearly seems to be superior to the bandpass agproa

f::"f
& =J

# LP AZ 7 3 1

Q [ £ 4
——F—— LPAZ % A
NN B Sl c

2, AT 2f, {0,1,0-1)

Y

Figure 2-6 Simplified architecture if only one sample on two is computed
inside the AZ modulators. The AT delay is equal to 1/4f_.
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Figure 2-7 Frequency spectrum of the output of the digital upconverter
when no interpolation is done on Q channel, showing the image that

appears
fi=21
................. ;
AT {1,0,-1,0}
I n v 1
7 AT = LP AT Y1

“f—Pas % Y
4 A ¢

Af AT 2/ {01,071}

Figure 2-8 Architecture if the AZ modulators sampling clocks are
synchronous.

In practice, however, we would like to use the saamapling instants for the two low-
passAX modulators in | and Q paths. If we simply procesky odd samples in both | and Q
paths, an image of the transmit channel appeatherRF spectrum because of the slight
phase shift of the Q path (Figure 2-7). This camsdiged in two ways. In a rigorous approach,
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the odd samples of the | path are delayed by onelédk period, so that they now appear on
the same clock edges as the even samples of tlagh@rRgure 2-8).

+
|

INT

Q
-2
w4

................... zlf; {0.1.0.-1} |
» AT »
[or 2 —

Figure 2-9 Chosen architecture using a linear interpolation on Q channel.
AT’ delay is equal to 1/2f_.

The drawback is that it is still necessary to oamgle and interpolate the input
signals to the RF sampling rate. An alternativeraepgh is to linearly interpolate only the
missing even Q samples from the odd ones. Thisafjipleduces the sampling rate for all the
circuitry prior to the digital mixer. The corresgbng architecture and the effective image
suppression in the RF spectrum are shown in Figrh@end Figure 2-10.
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Figure 2-10 Digital upconverter output spectrum. 8™ channel is chosen.
0dB¢s refers to a full-scale sine wave.

2.1.3 Power amplifier and antenna filters

Output stages are not the main purpose of this warkunderstanding of these blocks
Is essential in order to clarify implementationuiss and to be aware of non-idealities and
trade-offs to overcome. This part will focus ongéssues.

The power amplifier, associated with antenna fltés actually a 1-bit power digital-
to-analog converter (DAC) [6, 15]. An advantagethe high linearity provided by the
amplifier, as only two states exist. Switched-méclass S) power amplifiers are also known

to have a good theoretical efficiency.
2.1.3.1 Switching-mode power amplifier

topology

The simplest switched-mode power amplifier is apdeminverter, large enough to

provide the desired power, while working in triodsgion. Obviously, a growing chain of
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inverters must be implemented, to be able to diinelast one. Let's only consider the last
inverter, presented on Figure 2-11. Theoreticdhg, efficiency is 100% when an ideal filter
is inserted between the inverter and the loadcétisumed power is directly provided to the
load. Unfortunately, many losses degrade efficieitmnce, total power is divided into useful
load power, dissipated power in linear drain-torseuon-resistance, switching losses and

direct path losses during transitions [28].

N

Switching Dissipated Direct path  Useful

losses power losses power
v v \ v
R Couf'Vddz'f In RDS fom I{‘c—fa'""?pga.i:'r:f'{f in Rlnad
load # *
COTL  Rogon®om
out - 9@ D lon) W

Figure 2-11 On the left, schematic of the output inverter; on the right, a
diagram showing the repartition of the power supply

First, the Rs on-resistance (in linear region) dissipates poageit acts as a resistive
divider with Roas Rps is inversely proportional to the widtW of the transistors. Next,
switching losses are dependent of the value @f @roportional tow and the switching
frequency. It is to note that in most caseg; Will be overcome by be next driven gates or by
the wiring capacitance (if the inverter is directignnected to a bonding pad, for example).
Finally, during transitions, current is flowing datly from \pp to ground, leading to direct
path losses. Let’'s calls the mean transition time for rise and fall, theedi path losses are

frequency dependant and expres¥gd ...t - f .

For high frequency activity, wasted power would dree very large. Thus, there is a
trade-off to make, when sizing the inverters, betvstaying in triode region to deliver the

right current and voltage to the load and redutirgparasitic power consumption.

Another aspect to take into account when dealirtg tie output stages efficiency is
the consumption of the inverter chain driving thstlinverter. This consumption is process

dependent, as it determines the number and the sizgeceding stages.

Moreover, in the kind of architecture developedehe¢he useful information is band-
limited, so the square wave output of the powerldi®pcontains sinusoidal-shaped data in a
band situated around the fourth of its sample rétais, taking a sine wave example, the
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power contained by the useful information is 3dB/do than the power of the total square
wave (holding all other frequencies). If we defthe total efficiency as the ratio of the useful
data power to the total consumed power, then thial efficiency falls down to 50%. A
solution to avoid the amplification of unwantedquencies, and so the associated useless
consumption, is to design a filtering stage betwd#eninverter output and the load. Filters
must be wide enough not to distort content andpskaough to correctly remove unwanted

noise.

2.1.3.2 Power DAC non-idealities

The power amplifier is the limit between digitaldaanalog world. Although it works
on a single digital bit, it converts code infornaatiinto an analog voltage representation.
That's why we called it a power DAC. Inter-symbotarference (ISl) is the major distortion

brought by the conversion. It comes from three megmtributions.

First of all, the rise and fall times of the traimis will introduce a change in the
energy contained in the signal. Figure 2-12a shtheseffect of rise and fall times on the
signal. For examples,, X4 andxs have the same logic value but different energexsabse of
the next sample polarity. This difference doesppear with ideal edges. Study of this effect

shows no alteration of the signal spectrum sha@g [2

12 1 X] i X3 1
] ] I
] ] I
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Figure 2-12 Inter-symbol interference: a) with symmetric fronts; b) with
asymmetric fronts

The second effect is the edges asymmetry (Figur2- This study and other works
explain that ISI is not created by rise and fathds, but by the unbalanced positive and

negative symbols [30]. This asymmetry greatly ddgsathe frequency response by increasing
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noise inside the bandwidth. Symmetry can be redltne using differential architectures. A
comparison is shown in Figure 2-13, illustratinge thenefit of a differential structure.
Differential implementation deletes all ISI comifrgm this phenomenon and also offers the
advantage of doubling the signal swing, thus qualdrg the output power. It obviously goes

with more complex design and a larger silicon area.
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Figure 2-13 Output spectra for ideal, single-ended and differential
outputs

Finally, the last contribution is the jitter, defith as a misplacement of the edges
related to the ideal sampling instant. Total jittedecomposed in periodic jitter (also called
sinusoidal jitter), caused by external determinisbise sources, like switching power-supply
noise, and in random jitter. Jitter increases thisefloor inside the bandwidth of interest. It

mainly comes from clock oscillator phase noise.
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Figure 2-14 Example of ACLR variations, for 5 and 10 MHz offset
channels, related to random jitter variance.

An example of a random jitter study is presentedrigure 2-14, coming from an
internal report on jitter study [31]. The ACLR resaments for UMTS, as stated in first
chapter, are 33dB and 43dB for 5 and 10MHz offgetspectively. Some headroom has been
added so that the ACLR specification is set to S08BLR versus random jitter variance has
been plotted to determine the maximum allowabterjito reach the requirements. Here, the
maximum jitter variance is 1.9ps to keep an ACLRBager than 50dB for both specifications.

2.1.3.3 Antenna filters

An issue in this kind of architecture using digitef modulators is the resulting
guantization noise outside the band of interesis Tihise must be removed, especially in the
frequency bands where other standards are operdtivege constraints have been presented
in the first chapter. The Figure 2-15 presentssifstem output digital spectrum, trasnposed to

the antenna, if no filtering is done, to illustrébe demands in terms of filtering.
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Figure 2-15 Digital RF output reported to the antenna (the standard
measurement bandwidth has been respected (Table 1-3)) and UMTS
spectrum requirements.

The filtering requirements are so stringent thate LC filters cannot meet the
requirements. Several filtering stages or very-tsglectivity filters have to be designed. For
example, Bulk Acoustic Wave (BAW) technology camngrthe necessary filtering capacity
for this kind of signal [32]. It is investigated otepth within the IST European MOBILIS

project.
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2.2 UMTS implementation case of the

digital transmitter

2.2.1 Proposed digital transmission chain

Digital Baseband Digital RF Analog RF
I 1

n 1
[ g B 7 s B e . &
7 A 7R Y .
Baseband Sample rate AZ Digital Power
(Q 1 |processing ,n conversion In modulators| 1 |upconverter amplifier Filter
ﬁL’ » > Vil >
\_ ST G — 7 ~—
Fs=~MHz LxFs 2xFc 2xFc

Figure 2-16 Proposed transmitter chain

Figure 2-16 depicts the block diagram of the comepldigital RF signal generator
architecture considered throughout the rest of thiwk [33]. The delta-sigmaAg)
modulators and the digital upconverter provide gy \egh-speed 1-bit stream containing all
in-band information. The oversamplaX® modulators aim at keeping a high dynamic range
within the bandwidth, and simultaneously at shapimg noise outside the band of interest.
Since this block works with an oversampled sigtiad,signal from the baseband processing is
upsampled to reach tl& modulators’ sample rate.

This architecture tends towards an ideal softwadgorimplementation by processing
digital signals as close as possible to the antenna

The following sections describe in details eaclhcklalong the transmitter chain for

the case of a UMTS implementation (except for &t three blocks, detailed earlier).
2.2.2 Baseband processing

The study of these blocks helps us in characteyithie system input signal. Indeed, a
prior knowledge about information processed throdgh whole transmission chain is

required before any simulation. The desired siggnah 1Q modulated complex signal. Digital
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processing blocks ensure its shaping [34, 35]. leig+17 shows baseband blocks, while
Figure 2-18 highlights the successive steps, degiby encircled numbers, for generating the

baseband signal.

Sample rate

3.84MS/s —E— 7.68MS/s ] 122.88MS/s
4 N 4 ™ Y s ' ™
DPDCH i N ) Over-
—* Channel Scramblin RRC » samblin CORDIC [—
DPCCH | coding 9 filtering | stagesg rotator
— - b /
@ @ ©N @ 7 -~ ®
Channel
number

Figure 2-17 Baseband processing blocks

First of all, two input signals called DPDCH and ©®H (for Dedicated Physical
Data Channel and Dedicated Physical Control Charomltain information to transmit. It
can be voice as well as communication data of gpg.tFor generation purpose, these signals
have been generated as pseudo-random binary seguand then multiplied by orthogonal
codes obtained by Walsh method. Orthogonal codesiseful to spread the signal spectrum
over the desired bandwidth. At the output of tHick, the binary sequences are sampled at
the 3.84MS/s UMTS chip rate

Then, data scrambling allows separating users bigr@iag each one a different code
and thus controls confidentiality of transmittedad@6]. PN-codes are used in UMTS to

generate the HPSK complex scrambling sequence3g7,

Root-raised cosine (RRC) filtering is used to lintite spectrum of the coded
information and to provide a properly shaped signéh preservation of its content.
Moreover, inter-symbol interference is reduced Wijter such as a Nyquist filter. This digital
filter enlarges the 3.84MHz signal with the 0.22-off factor in order to have a 5MHz
channel. It also introduces a delay equivalenhéohalf of the filter length. The output sample

rate is twice the chip rate and equals 7.68MS/s.
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Figure 2-18 Baseband signals at each step of the baseband processing

The proposed transmitter will compute the wholedsad band (i.e. 60 MHz), instead
of only a 5MHz wide shaped channel. Thereby, theHzMhannel has to be placed, during
baseband processing, on a chosen channel among2ttevailable ones. It is done by
oversampling stages followed by a CORDIC algoritf@oordinate Rotation Digital
Computing) [39]. In our case, the signal is overglat 16 times to reach 122.88MS/s. This
sample rate is chosen in order to avoid aliasingges of the channel from being too close to
the channel of interest. That would not be accdetl proper filtering of those images. The

122.88MS/s sample rate ensures images to foldwelafar away from the signal band.

The CORDIC rotator is a digital implementation of @pconverter, using exclusively
adders and barrel shifters. CORDIC algorithm dilyitplaces the channel on the appropriate
IF carrier. Each channel is defined by a numbgdrom 1 to 12) and an associated centre
frequencyf; which is a multiple of 2.5MHz situated between &8@ +30MHz plus or minus
an offset corresponding to Table 2-2. Given theirddschannel frequency, CORDIC
algorithm is able to place the channel arounddarsier with relatively low complexity.

All these baseband blocks have been modeled usigLMB software to produce a

flexible generation tool for further transmittengilations. An example of a baseband output
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signal is presented in Figure 2-19. THechannel, situated between 10 and 15MHz, is chosen

here as an example.

B [eeaeneees e
e — — -

R N NSNS WSS S S

Armplitude ([:IBFS/H;{)

o[- JX- R RS i | EETTEE S S . AN L

EE E— I — RSN O S A1 . | '

300 i i I o T i |
20 40 60 a0 100 120
Freguency (MHz)

Figure 2-19 Spectrum of the IQ baseband output signal (9" channel is
chosen arbitrarily). Amplitude is referred to 0dB¢s (full-scale sine wave).

2.2.3 Sample rate conversion

In the architecture considered here, the 122.88M@&gnal has to be oversampled to
3.9GS/s, which is twice the carrier frequency of TUB/standard, in order to feed the
oversampled delta-sigma modulator. The oversampiatip is about 31.73. As explained
earlier, theAX modulators sampling frequency would be adjuste®.68216GS/s for the
oversampling ratio to be exactly 32. The channetauld/ be offseted during baseband
processing, thus the operation could be achieveskbgral half-band filters in cascade. Good
image attenuation could be obtained but as sampdeimcreases, computational requirements

become huge.

Since the digital delta-sigma modulator produceasntjaation noise outside the band
of interest, non attenuated images by digital cwarding filters will fall below the
quantization noise. This will happen provided thrages are rather far from the centre of the

band. Indeed, the quantization noise gets highdregsiency increases. It has been shown
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that a first half-band filtering with more than dBc attenuation on 122.888MHz images
related to the channel power can relax requiremémtsother stages. Then, first-order
interpolation by 16 can easily be realized at \evy cost. Images at multiples of 245.76 MHz
never rise above the quantization noise. This isedoy simply sample and hold the input
signal at 16 times its rate. Good filtering at lsample rate relaxes computational effort at
high sample rates. Figure 2-20 shows the choserplearate conversion architecture and

highlights intermediate sample rates.

E % " i Pl d X16 first-order — -%’E

. o filtering ,| interpolation £3

f - J f _ ) T E =
122.88MS/s 245.76MS/s 3.93216GS/s

Figure 2-20 Sample rate conversion blocks
Figure 2-21 illustrates the implementation and shtve output spectrum for different
configurations of data oversampling. The estimatelth-sigma modulator quantization noise
Is also drawn to choose the best solution, witlotahg parameters:
a) First-order interpolation by 32 (from 122.888M33s3t9GS/s). One can notice that
the image at 122.88MHz rises above the quantizaiise;

b) Half-band filtering followed by first-order interfagion by 16. This is a good
trade-off between complexity and image attenuation.
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Figure 2-21 Spectrums of the 3.9GS/s SRC output signals for the two
configurations previously cited. In red, the estimated shaped
quantization noise brought by the AZ modulator.
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2.2.4 Digital AZ modulators

Interesting and detailed literature on oversamjlelta-sigma modulation theory can
be found in [40-44].

2.2.4.1 Lowpass AZ modulator architecture

The bandwidth of the designed lowpass modulatossbiean enlarged to 100MHz for
20MHz guard bands on both sides of the 60MHz tréindrand. The corresponding
oversampling ratio is about 40. LowpasE blocks will be designed to fulfil the standard
requirements for in-band required dynamic rangenddea third-order modulator is designed,
with a 1-bit output data stream. It theoreticabads to approximately 80dB of maximum
SNR.
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Figure 2-22 (a) Pole-zero diagram (pole: x; zero: 0); (b) NTF (red) and
STF (green) of the generated AZ modulator (frequency is normalized to
fs=3.9GHz); (c) zoom on the bandwidth (f,=30MHz)

For architecture definition, we use the Delta-Sig8ehreier Toolbox for Matlab
software [45], which is a tool for automaticallyngeating standardX architectures with
optimal in-band zeros placement. A zero is centatddC and the other ones are placed at the

limit of the bandwidth. This has the effect of féating the noise transfer function (NTF)
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inside the bandwidth. Hence, the adjacent noiseepdov each channel will be approximately
identical (Figure 2-22). It is to note that thermmgtransfer function (STF) introduces no in-

band attenuation.

The toolbox is able to translate the generated BAdFSTF into a reliable architecture.
The chosen architecture type is a cascade of iimgr with feedbacks that feed back the
quantized output to each integrator input. The igumétion is presented on Figure 2-23. A
global feedback with thg; coefficient creates the optimized zero locatidrtha limit of the
transmit band. Coefficients for this architecture summed up in Table 2-4. The output
quantizer is working on two levels. Thus, it deter@s the sign of the computed signal. The

output spectrum of this two-level output signaplistted on Figure 2-24.

Integrator <aile

w ~ Quantizer
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Figure 2-23 Third-order AZ modulator architecture

CC?:IE' Value CC?::E' Value
=Y 0.1409457518558072 1C 0.3166424812531309
& 0.2435218988625833 2C 0.1684863887945898
& 0.0945693329735421 10 0.0219599951361829
b, 0.1409457518558072

Table 2-4 Coefficients for the 3™-order AZ modulator of Figure 2-23
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Figure 2-24 AZ modulator output spectrum

2.2.4.2 Simulated performances

For performance evaluation, we have considered siclaparameters forAX
modulators. The main parameter is the Signal-tcs@él@nd Distortion Ratio (SNDR), which
is the SNR with distortion components (especiallynmonics) taken into account as part of
the noise. Another one is the Spurious Free DynarRange (SFDR). It is the available
dynamic range between the maximum input power hedhtghest spurious power (most of

the time the § harmonic).

For the above architecture we obtaBNDR=76.6dB and SFDR=87.2dB. The
former value leads to the calculation of an EffeetNumber Of Bits (ENOB) of 13, which is
the in-band dynamic associated with the calcul&®®R. These parameters are obtained by
putting a 10MHz sinusoidal signal at the input witle maximum stable amplitude (-3¢{B
SNDR is relatively stable when applying sinusoitistaer frequencies, due to the flatness of
the quantization noise.

When applying an UMTS channel-shaped signal, wee haacess to the Adjacent
Channel Leakage Ratio (ACLR) parameter for 5 anH® offsets, which is the ratio
between the in-channel power to the respectiveelkadide-channel power. Since in our
specific architecture the side-channel power isnilgaconstituted by quantization noise, we
will consider through this thesis the Adjacent QmanPower Ratio (ACPR), which is ratio

between the in-channel power to the respectivd &itke-channel power. We respectively
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obtain 76.3 and 78.4dB. But this value can varytte |(<1dB), depending on the chosen
channel. Here, we choose tHR@annel for this simulation.

On Figure 2-25, the SNDR s plotted versus the tilgwel referred to the quantizer. It
shows that the maximum stable input is -B¢land that the dynamic behavior of the

modulators is in agreement with the expected one.
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Figure 2-25 Simulated SNDR for the ideal configuration

2.3 Conclusion

We have presented here an architecture for aclgedigital RF generation, thus
enabling a digital radio. This architecture ua&smodulators to provide 1-bit high-speed data
streams containing all channels information, owingheir oversampling and noise-shaping
features. TheAX modulator is the core of this system and its dessgdetailed in the next
chapter. Essential surrounding blocks, that enguoper RF signal generation amk
modulators functionality, have been described. dsstor the output power amplifier and

antenna filters have also been handled.
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BesidesAX modulators, key points of this architecture ame ghmple rate conversion
block, which oversamples the signal for prop&r modulation, and the digital upconverter,
that really creates the RF signal from the baselo@edsampling\X-modulated digital signal.

UMTS standard has been chosen in order to dimenisesystem blocks.
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CHAPTER 3
DELTA-SIGMA MODULATOR SYSTEM
DESIGN

This chapter will concentrate on th& modulator system design. The previous
chapter explained the role of this block inside tnansmission chain, dealing with
interconnections with surrounding blocks (sample @nversion and digital upconversion).
From there, the required architecture i modulators has been defined. In this chapter,
physical implementation at high sample rate willilmeestigated, leading to the introduction
of different design concepts:

* The system architecture will be optimized to betahle for a high-speed

digital implementation.
» The modulators’ coefficients will be scaled dowrptowvers of two.

* The use of a redundant arithmetic scheme will redbe length of the critical

path by enabling carry-free additions.

* Non-exact quantization of the output signal is uskbdcause the carry

propagation issue has been transferred to the bgtjauntizer.

* A precomputation of the quantization output is rezktb parallelize the output

computations and reduce the critical path even more
» Differential signals will be used everywhere instle modulator core.
» Fast dynamic logic will be investigated.

The last two points will be detailed in the nextapter, dealing with circuit

considerations.
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3.1 AZ architecture optimization

The AX architecture needs further optimization given thgh clock frequency
(3.9GHz for UMTS). The principal obstacles are tidtipliers implementing the coefficients
in front of the adders. The architecture has bempldgied by replacing all coefficients by
their closest power of two. This leads to the doefht of Table 3-1. Multiplications simply
become right shifts (for negative powers of twojl @an be implemented with little effort in

the routing scheme. No extra gates are then rafjtorenplement these operations.

Coeffi- Value Implemented| Coeffi- Value Implemented
cient value cient value
a 0.1409457518558072 3 C 0.3166424812531308 22
& 0.2435218988625833 2 G 0.1684863887945898 %
3 0.0945693329735421] 3 (o} 0.0219599951361829 =2
b, 0.1409457518558072 3

Table 3-1 Power-of-two coefficients for the AZ modulator

Integrator QIL" Quantizer
S H b I ® (=
= =T

A Accumulator

Figure 3-1 Third-order AZ modulator architecture
Moreover, in the designed modulator of Figure 3h&, accumulator, which is a zero-
delay integrator, would increase the longest piilns limiting the maximum reachable clock
frequency. This path goes from the output of thedt/z block, throughg; feedback and
several adders, to the input of the same blockiefioce this path, the accumulator has been

changed into an integrator, according to the aechire in Figure 3-2 and simulated to

evaluate the degradation.
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Figure 3-2 Optimized AZ architecture. The accumulator has been
replaced by an integrator.

Simulated performance obtained with this new aedhitre is not so much degraded,
considering the complexity reduction. Spectralhg zeros are slightly shifted but they remain
close to the band limits. SNDR versus amplitudeslles plotted on Figure 3-3. Maximum
SNDR is slightly reduced by about 3dB. ConcerninQLR for 5 and 10MHz offsets, the

simulation show maximum values of 74.7 and 72.2@Bpectively, for the maximum input

signal amplitude.
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Amplitude level (dBFS)

Figure 3-3 SNDR comparison for ideal and simplified architecture

In a digital implementation, signals are quantizedhich is not taken into
consideration within the Matlab model. By contragyDL simulations offer the possibility

to quantize the amplitude of processed signals.HOV model of the architecture has been
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simulated with different number of bits for inputdainternal nodes. Table 3-2 shows the
SNDR degradation for several cases. Amplitude geatidn brings degradation in the system
dynamic performances. An input signal of 16 bitstizsen. The input2b, coefficient can

be omitted, leading to a 13 bits input signal. Ehealues will be the reference for further

optimizations.

Matlab VHDL 28bits VHDL 24bits VHDL 16bits
SNDR 72.16dB 71.7dB 71.47dB 70.61dB

Table 3-2 SNDR degradation for Matlab and VHDL simulations

To conclude, the reduced complexity for thE modulator design justifies the very
light degradation in dynamic performances. The demify reduction consisted in scaling the
coefficients to the nearest power of two, suppresthie zero-delay integrator and quantifying
internal signals.

3.2 Logic design issues

3.2.1 Critical path and digital

implementation issues

2—5

Input — 25,0 + |—> +
2] 4,@ 22,
+ 22 . 2 25, +
r r . |1 23| - 4-{ 3 R f Output
+

-

Figure 3-4 AZ modulator architecture showing data registers

From the defined architecture, presented on Figt2ewe can go deeper to highlight
the digital implementation. All integrators will l®mputed as registers with output signal
added to the input signal. Then the architecture lsa computed as the one on Figure 3-4.
Registers have been displayed prominently and icteits, which are implemented with no

propagation delay and have no effect on timingysis| are displayed on signal paths.
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Figure 3-5 Critical path

Timing analysis of this architecture highlights tiréical path, constituted by the four-
input adder placed in front of the input of the®t register. This critical path is detailed in
Figure 3-5. The quantizer provides a 1 bit outpotjt works as an evaluation of the sign of
the input signal. In classical 2’s complement reprgation (C2), the sign is explicitly
handled by the Most Significant Bit (MSB). Thusjstlquantizer does not introduce any

additional propagation delay.

Finally, critical path is essentially composed ldders, as in every other paths. The
most critical one comprises four 16-bit signalsatlal (or subtract). As it consists of a direct-
path signal and three feedback signals, the bdshigation would be to compute the signals
two-by-two in parallel, leading to two consecutiM-bit additions as shown on Figure 3-6. It

also makes the circuit insensitive to glitchesthassignal paths are matched.

2" NN
3 —* —— >
—_— - 3 +
4 3 I
+

Figure 3-6 Architecures for 4-inputs additions
Registers in th\X modulator are clocked at a 3.9GS/s rate. That mélam period
between two clock edges i%39GS/s=2564ps. For easier explanation in following
discussions, a 250ps period will be considereds Statement leads us to find a 16-bit adder
structure able to operate faster than a half clpekod, i.e., 125ps. One can note that this
assumes ideal registers (no propagation delay arsgtup time), which is surely not the case,

as it will be discussed later.
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Pipelined structures could help in relaxing constsarelated to the high sampling
rate. Unfortunately, due to the feedbacks and fise@ated coefficients, no pipelining of this
architecture is conceivable.

3.2.2 Adder architectures analysis

In this section we will review adder implementasat the block and circuit level. An
extensive coverage of this topic can be found ileremce [28]. In a first part, possible
architectures for adding digital signals will bealked. Then, the focus will be put on circuit
design. Analysis of logic gates for adder impleragoh will be covered and propagation
time in deep submicron CMOS technologies will bghlighted through simulations results.

The simplest known adder architecture is the Rigidery Adder (RCA) presented on
Figure 3-7 for a 4-bit implementation. M-bit adder is constructed by cascadMdull-adder

(FA) circuits. The sun® and carryC output signals are described by the following Bool
equations:

S, =A08B,0C,

Eq. 3-1
Cn+l = AYan + BnCn + A"ICn
1-bit 1-bit
Full Full
Cy Cs Co | adder | ©1 | Adder | Co

l {

S, So

S;

Figure 3-7 4-bit Ripple Carry Adder architecture

The carry propagates across tHestages, thus the worst-case delay occurs when a
carry generated at the Least Significant Bit (LS®)sition must propagate to the Most
Significant Bit (MSB). The corresponding delay &N-bit adder is equal to

tRCA = (N - 1)tcarry + tsum’ Eq 3-2

wheretcary andts,m are the propagation delays fraa to Cn.1 ands,, respectively.

This structure has a propagation delay proportibmaéihe word length. Many other structures
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can help in reducing the dependency of propagadieiay on the word length [46]. The
characteristics of the most popular structuressaremarized in Table 3-3.

The Manchester Carry Chain (MCC) adder makes uskeotvell-known generatg,,
propagate, and kill k, functions defined as:

g,=a,0b, p,=a, b andk, =a, b, Eq. 3-3

This structure does not reduce the worst-case patjwen delay (when the carry
always propagates), but speeds up other casesnplermentation example can be found in
[47].

Carry SelLect (CSL) adder haveya propagation delay behavior. Two additions are
performed in parallel; one assuming the input césrgero and the other assuming the input
carry is one. The decision is made when the carfinally computed. An implementation
example can be found in [48].

Finally, the Carry LookAhead (CLA) adder is a pofueimplementation due to its
logn behavior. More circuitry is needed to estimidwte carry for higher weight stages, but it

greatly speeds up the processing. It is the modespread implementation for high-speed
adders [49].

Adder type Abbreviation Time Area
Ripple Carry Adder RCA @) 0](3))
Manchester Carry Chain adder MCC nP( 0](3))
Carry SKip adder CSK O(\/ﬁ) O(n)
Carry SelLect adder CSL O(\/ﬁ) O(n)
Carry LookAhead adder CLA o(logn) o(nlogn)
Signed-Digit Adder (basgr SD+ ob)’ O(n)
Borrow and Carry-Save Adder CSA ( O(n)

"bis the number of bits per digit

Table 3-3 Time and Area requirements for most popular n-bits adders

Most of these architectures use two’s complememhbar system. Other number
representations, like Signed-Digit or Borrow-Sakegd to powerful adder implementations
with propagation delay independent of the word teng
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3.2.3 Circuit level adders design

considerations

This section evaluates adder structures at theuitilevel in order to identify
implementation issues and justify the architectcineice. The present study of full-adder

propagation delays structures has been made in do®&lectronics 90nm CMOS technology.

The carry evaluation is the worst critical opematwith respect to the global adder
speed. In a standard full-adder, carry evaluatieeds three AND gates in parallel, followed
by a 3-input OR gate, as shown on the left of FegH8. One way to implement the full-adder
circuit is to take its logic equations and trarsl#tem directly into static complementary
CMOS circuitry. Standard cell gates from the 90nesign kit are described in a databook
[50]. The corresponding transistor diagram of &awlder is depicted on the right hand side of
Figure 3-8. The calculated propagation delay farkait full-adder carry evaluation would be
about 85ps for this logic style and 100ps for swaluation. It is clearly not possible to reach

the required total delay of less than 125ps foB-dit adder.
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Figure 3-8 Carry combinational logic and STMicroelectronics 90nm
design kit static logic implementation

Several pass-transistor logic families for macrodesign have been proposed to
improve performances of static CMOS circuits [48pmplementary pass-transistor logic
(CPL) is one example. An even more competitive anpntation is the double pass-
transistor logic (DPL), which is a modified versioh CPL that resolves noise margins and

speed degradation when designed for low supphageltircuits.
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Figure 3-9 DPL gates and full-adder implementation [48]

Figure 3-9 shows gates implementation and full-adtésign with DPL logic from
[48]. One can notice that all signals are complemrgn thus this logic style doubles the
number of pass-transistors with respect to CPL.ddwer, it is a non-restoring logic and so
additional inverters are required. Simulations teé full adder in STMicroelectronics 90nm
CMOS process have been performed. Globally, theagation delay for sum evaluation is
about 40ps and about 35ps for carry evaluatiort) wit output load. High-speed designs are
enabled with this static logic style.

Finally, dynamic logic yields high switching speetise to low load capacitance and
small area thanks to the small number of transstbtold circuitry is included and no
additional registers are needed. However, it isiérato implement and needs clock generation
and distribution blocks, which will consume addii@ power. Also issues such as charge
sharing, charge leakage or clock feedthrough, appea

Due to the high switching speed requirement, dyonadogic will be the logic style
chosen for the prototype circuit implementationnBmic logic will be explained in detail in
the next chapter, dealing with circuit design. A€anclusion, achieving very high-speed
digital processing is not an easy task. Effortseht@vbe made on adder architecture design as

well as on transistor circuit design.
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3.3 AZ architecture with redundant

arithmetic

3.3.1 Redundant number representation

The major limitation of arithmetic using naturalnbry or 2's complement
representation is the word length dependant prdmagadelay. Alternative number
representations can overcome this limitation atdbst of extra hardware. Carry-save and
signed-digit representations belong to redundaptesentations. The Borrow-Save (BS)
representation, also known as Binary Signed-D8D) or radix-2 Signed-Digit, is part of

the signed-digit one and will be detailed hereafter

If a two’'s complement number representatioman.1...aao then a,., denotes the

sign of the number. The magnitudefois given by
A=-a,,2" +>" " 2 Eq. 3-4

An unsigned carry-Save number representation isemgd of 2 digits for each bit

weight, each of which consists of a sum and caaiy @cy.1, as), whereac,,,,as, 0{01}

andas, =acg, = 0, n being the word length. This number is noted

A= {aC”aC”‘l"'aCl Eq. 3-5
as,,..asas
Its value is given by

A=3%" (ag +asg).2 Eq. 3-6

Binary Signed-Digit is somewhat similar to carryssaby the fact that each bit weight
is coded by two digits. The BSD coded number repregion isA=a,.;...&ap but now the

a, 0{- 101} and it can be stateg = (a’,a ) =a* —a~. The magnitude is
R i
A=) a2 Eq. 3-7

Thus, the couples of digits (0,0) and (1,1) repnesiee value 0. In the same manner,
(1,0) and (0,1) respectively codes for 1 and -guFe 3-10 illustrates the differences between

two’s complement, carry-save and borrow-save fdrit8arumbers and introduces a dot
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notation that will be used in this thesis [51].IFidts will stand for a positive bit (posibit) and
empty dots stand for a negative bit (negabit). Eolls can take the values 0 or 1, empty dot
the values O or -1.

7 0
C2 00000000

00000000 @ Positive bit
CS {........ (O Negative bit

{........

0]0]0]0]10]010]e.

Figure 3-10 Dot notation of two’s complement, Carry-Save and Borrow-
Save representation

3.3.2 Structures for redundant addition

Borrow-Save (BS) arithmetic enables carry-free @aolaj which means that there is no
carry propagation anymore when this coding schemesed [52]. Let's take an example to
illustrate this property. Coding scheme for twosmplement and Borrow-Save will first be
depicted. Then, two’'s complement addition will beminded. Finally, logic cells for

redundant additions will be introduced and BS additvill be explained.

Let ‘5’ and ‘-4’ be two numbers to be added. Theidwl result is ‘1’. If two’s
complement representation is chosen, ‘5’ and ‘ré’ @ded 0101 and 1100, respectively. On
the other hand, in Borrow-Save, ‘5’ and ‘-4’ colldve several representations, hence it is

+0101 {+ 0111 {+ 1000

or , While ‘-4’
-0000 |-0010

called redundant. ‘5’ can be coded, for exam Ie
-0011

+0000 (+1001 +0011
can be code

) Or .
-0100 |-1101 -0111

The successive steps in a two’'s complement repiasem are illustrated in Figure
3-11. For these 4-bit numbers, 4 calculation stesneeded, each requiring one FA (full-

adder) cell.
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5 01,01

+ -4 + 1 1|O‘O
v

1 011
0|0 1

1001

foood]

Figure 3-11 Addition in two’s complement

For Borrow-Save arithmetic, modified FA cells, edllsigned-FA cells, are used. They
are similar to a FA but with one input and the soutput inverted, as shown in Figure 3-12a
and Figure 3-12c [53]. Thus, with a signed-FA, eitlwo posibits and a negabit or two
negabits and a posibit can be added. The resulbeih negabit (resp. posibit) of the same
weight and a posibit (resp. negabit) of higher \We{gigure 3-12b). As FA cells can be called
“+++” or “---“, signed-FA cells are called “++-" (kPPM) or “--+" (FAMMP), derived from

the input polarities.

A B C value = Co
N D =11 ] +2)
Signed-FA cell FAPPM FAMMP 0 0 0 0 0 0
-1 G st " 0 0 1 +1 1 1
A s 1 L O o | 1+ [ o] ]
+ 9 8 0 1 1 +2 0 1
+1 c +2 L I 1 0 0 -1 1 0
Co
.O ® 1 0 1 0 0 0
o 1 1 0 0 0 0
(a) (b) NN N N
()

Figure 3-12 (a) “++-"-type signed-FA cell; (b) dot notation for “++-"
FAPPM and “--+"” FAMMP types and (c) logic table related to the signed-
FA cell

Using the dot notation introduced earlier, the psscof a BS addition is depicted on
Figure 3-13. For adding two BS numbers, the stepselatively simple. Two BS numbers
will be represented by two couples of posibit/negédr each weight. Using FAPPM cells,
three dots can be computed at a time. Thus, teediep consists in translating three dots of
each weight into a dot of the same weight and amotti higher weight. The remaining
intermediate line of dots is simply copied to thexinstage. Next step is computed with
FAMMP cells, leading to a reduction of the BS irgiurito one BS output. One can note that,
as all computations are done in parallel, two cotapen steps are required regardless of the
input bit width.
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Let us now consider the addition of ‘5’ and ‘-4igkre 3-14 illustrates three examples
of this addition, according to different possibl& Bepresentations of the numbers ‘5’ and *-
4,

%{.0.....0
010]10]0]010]0 e,
%{........
OCOOO00O0O0
OO 0O
000000 .
OOOOPLOO
0000 ®.
QOO Q0O
Figure 3-13 Addition process of two BS numbers. Little dots are free
places.
5 +0101 +0111 +1000
-0000 -0010 -0011
. +0000 +1001 +0011
-0100 -1101 -0111
4 - 0101 - 1100 - 1000
+0101 +1101 +1000
- 0100 - 1101 - 0111
+ 0101 +1(101 + 10111
- 01001 - 11001 - 11101
=1 =1 =1

Figure 3-14 Addition in BS notation

Any number representation system can be used feratidition, provided it is
represented in dot notation. For example, an easypatation is the addition of a BS number
and a C2 number in order to provide a BS numbeurEi@-15. This addition uses a single
stage of FAPPM connected in parallel to provide risult. However, the MSB cannot be
computed with a simple FAMMP, because the resultmogation would not fit the BS

notation. A special-FA cell, described in Figurd@&-has to be designed for this operation.
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The inputs are two negabits and a posibit, andoides a negative sum S and two carries (a
negativeNC and a positivé’C). The corresponding equations are also givengurei 3-16.

55 [000000 00
e ojelelelele &

Specia-FA /- c2 100000000

cell

Figure 3-15 Addition process of a BS humber and a 2’s complement

number
Special-FA cell
Special-FA A(H) s s
] Ej)i! — 1)
PC = ABC ®
NC =4B.C 8 o NC
PR ) 2)
S=ABBDC OJC%L C(1) —
— ) .
o — P

Figure 3-16 Special-FA cell equations, dot notation and logic diagram
In conclusion, all combinations of inputs can benpated. The addition boils down to
reduce input bits to a BS coded number, using FAMMRPPM, FA and special-FA cells.
The number of steps needed for an addition strafyends on the number of input signals to
be added. In [54], Dadda’s method is introduceeffaciently compute the sum of several
inputs. Let's introduce the following sequence,iniefy the number of steps, given the
number of input signals to add (BS signals coun®fsignals, whereas C2 signals only count

for one):
U, =2,u, =3, =4,u, =6,u, =9,u; =13...,u,,, =|3u, /2] Eqg. 3-8
The subscript numbers denote the number of stepide whe values of the sequence
indicate the number if input signals. This confirtisat for adding two BS numbers

(considered as 4 inputs), two steps are neededetkwfor 3 input signals (a BS and a C2,

for example), a single step is required. TableilBidtrates this method.
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Number of input signals Number of steps
2 0 (no computation)
3 1
4 2
6 3
9 4
13 5

Table 3-4 Illustration of Dadda’s method

3.3.3 AZ modulator architecture in BS

representation

This section deals with the application of BS am#tic inside the third-ordeAX
modulator described in a previous part. An example application of redundant
representation imM\X modulators can be found in [55]. TR& modulator architecture is
recalled in Figure 3-17. It has been reorganizecotobine adders and registers into a single
block (dynamic logic). Signals in BS notation amawin in bold lines Bit widths for each
signal have been determined from simulations ofticitecture with typical input signals.

11

7

+

Stage 1 ([ Stage2 \

e T
T T

Figure 3-17 Third-order AZ modulator architecture

16 13

It is recalled that2" blocks are simply right shift operations, when itdidy
implemented in 2's complement notation, and do remjuire any computational effort.
However, with BS notation, if the signal is shiftedd truncated, then there might be an error
equal to one LSB. We will see later that thosersrdn not cause significant performance
degradation. All stages will be detailed hereaftgh the dot notation introduced eatrlier.
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The first stage is presented in Figure 3-18a. ¢oimposed of two blocks: the first one
subtracts the 13-bit input with the siyrmultiplied by2*2 The second one adds a BS number
with a C2 coded number. This operation has beemwritbesl in the introduction and is
depicted in Figure 3-18b. The B1 block shown oruFeg3-19 is a special case. Although it
should be possible to use a classical C2 adddéhi®moperation, a more attractive solution is
proposed. One can observe thaYifs equal to 1, then the result of the subtractglh be
negative whereas ¥ is equal to 0, the result would be positive. Mgeaerally, let us take an
input signal coded oN-bits.

R-g

WhenY=0, -2 (i.e. “1..10..0 ") must be subtracted, thug.".0L0...0" must be added.
R-g-1
WhenY=1, 29 (i.e. "0...0L...1") must be subtracted, thu&lO...Ol" must be added.
R-g-1

So, in both casesY',R 'L;J._\lao..o " has to be added.

In the present cas&®—g—-1= , &hich defines the architecture for the B1 blotke
LSB addition has been deleted to avoid any caropg@gation. The error introduced should
not be relevant. However, it can be corrected IsgitingY into the B2 block output signal,
because the positive LSB of the result is left gmpinally, the B1 block of Figure 3-19 is

composed by a simple inverter.

Stage 1 B2 block
16 0
3 %{ 000000000000000
SV 0O00O00000O00000
. c2 0000000000000 00

x| B2 P B 0000000000000
— 9000000000000009 -

—
OUTPUT

h

-2y

(@) (b)

Figure 3-18 (a) Details of the first stage and (b) dot notation associated
with the B2 block

62



< < <<

N

Figure 3-19 Details of the B1 block
The second stage is the most complicated one @sriputes three BS signals and a
sum signal. This operation can be performed witiedhstages of signed-FA, as shown in

Figure 3-20. Y signal is considered, like in thstfistage, asY10..0Y .

i 0y FAPPM
55{9900000000009
5=3xT(FA) 00000000000 0
> BS{ooooooo s
0000000
000000000000000
it Stage 2 BS{OOOYOOPOQOOOOOOQO FAMMP
— Y o] )
BS o B3
000000000000000090 -
2x15 o]ololojolelolelololele o) ol O
— 0000000000000000
BS | o3 L g4 | g5 X8 000000000 0S000 * | g
2x18 0000000000 géoooo.r
Bl > . 0000000000 slelelele
BS 0000000YOOO0OD0 s | gs
1 85{Q Q0000000000000 - O Y
M ©00000000000000000.
~~ —~
OUTPUT
(a) (b)

Figure 3-20 (a) Details of the second stage and (b) dot notation
associated with B3,B4 and B5 computation blocks
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1514 0

0 =3 xT(FA) . %{ooooooooooooooo
> 000000000000 000
%{ooooooooooooooo

Stage 3 clo]ojelelolololelelolelelee;

Y ‘Cee'e ‘o
2x15 ooooooooooooooolBs
“BS _ 000000000000000 -

> 0000000000000 00
2%15 B6 R BY > 2%16 ey 1 X J ® l B7
— g B§ —
BS 0000000000000
oooo elelele)elele)
o0 olBa
1 ‘ spacir 0000000000000
Y > $000000000000000
"
OUTPUT
(a) (b)

Figure 3-21 (a) Details of the third stage and (b) dot notation associated
with B6,B7 and B8 computation blocks

Figure 3-21 describes the third stage. The inpabmposed two BS numbers plus the
Y feedback signal, thus two steps are requiredHeraddition. The last step computes the
result of B7 block with theY input to provide the 16-bit output BS signal. Ideally to
previous stage¥, is noted YYYL10..0Y ”. A special-FA cell is used for the MSB compiudat
of the last block.

3.3.4 Simulation results

Concerning the BS-implementé® modulators, Figure 3-22 shows an evaluation of
the ACLR performances for both C2 and BS implemtiona The input signal is the™s
WCDMA channel. Performance of the BS architectusealmost identical to the C2
implementation, and even slightly better. The sated ACLRs are 76.2 and 73.7dB,
respectively, for 5 and 10MHz offsets.

To study integrators saturation, several typesnpiiis have been tested. The Full-
Scale (FS) is defined as the maximum amplitudéatquantizer. For example, for a signed
16 bits input, FS is [-32768; 32768]. This modutatan accept:

* Any DC level included between -21000 and +19008), 61% of FS. This is
acceptable, because DC levels at the modulatort iapal rarely high and

commonly near zero.

64



* A sine wave up to an amplitude of 22000, i.e. 67P4=8. This result is

justified by the characteristic of tia& modulator, which saturates at -3@B

* Any WCDMA channel between -27.5MHz and +27.5MHztaghe maximum
amplitude. The maximum amplitude is defined by ffeak value of the
pattern. Thus, a backoff equal to the peak-to-ayeratio of the modulated

signal is needed.

Comparison of the cutput signal spectrum of modulators using 2’s complement (blue) and Borrow-Save with exact quantification (red)
T T T T T T T T T T

ot inband |.out of band : : : ; : ; ; =
| : : : : :

AMPLITUDE (dB)

C2 architecture :
ACLR @ 5MHz : -74.7dB
ACLR @ 10MHz : -72.2dB

i BS archﬁecture:
= ACLR @ 5MHz : -76.2dB
i ACLR @ 10MHz : -73.7dB

‘ ! ‘ I aln m‘n 12|n n:n 15‘0 naln 200
FREQUENCY (MHz)

Figure 3-22 ACLR performance comparison on the AZ modulator output
signal spectrum for 2’s complement (blue) and Borrow-Save (red)
architectures

3.4 Output quantizer in Borrow-Save

arithmetic

3.4.1 Non-exact quantization

The BS architecture has been defined in orderrtmwe any carry propagation, which
enables very high-speed digital processing. The@uuguantizer evaluates the sign of the
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output. In two’s complement representation, the ssgobviously given by the MSB polarity.
However, with BS notation, sign evaluation is nateasy task, because all bits affect the
sign. Thus, a carry must be propagated all alorey 16 quantizer input bits. A logic

comparison between the positive and the negatiwet inits must be performed.

Unfortunately, the critical path, determined earlieontains the output quantizer.
Therefore, any excessive propagation delay onhbloisk must be avoided, as all the benefits

brought by the BS notation is lost in this openatio

The solution is inspired by the analog implementatf AX modulators. Dithering is
sometimes performed before quantization to avajdai harmonics raise and to wreathe the
shaped noise [41]. Concretely, some kind of nasadided to the signal before quantization.
It is shown that this added noise does not degttael@erformances as it is also shaped away
from the band of interest. Looking at this, theaid# performing a non-exact quantization

comes to the fore.

The number of bits used in the logic comparison been progressively reduced and
AY. modulator performances have been evaluated. Tdusldd to a drastic reduction in the
comparison complexity. In fact, a 3-MSB comparasoable to achieve similar performances
than a 16-bit comparator, as shown on the plotig@ré 3-23. (a) and (b) dot notations in
Figure 3-24 depict the progressive reduction of thenber of bits considered in the

comparison.

To go further, a logic study of the output bitsued has shown that the positive and
negative MSBs are always equal for all non-satdraiput signals listed above, and that the
negative 18 bit is always null. This is depicted on the (c} dotation. Thus, they do not
affect the output sign and can be left unused. |lyin&ith our architecture, the sign can be

easily computed with the equation presented onrEige24.
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Amplitude [dB)
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> i —a

70
60
/ —+—SNR
50 ]
—=— SNDR
40 l —4— SFDR
30

20 l
i

10

0 5 10 15 20
Comparator number of bits

Figure 3-23 Evaluation of the AZ modulator performances with non-
exact quantization

a) +©® g g g g g g ©ee0e®©O®O® @} 16 bits comparison

_®® IONONONORONORONC]

(b) i‘ggg: : : : : : : : : : : * :} 3 bits comparison

© +°@@e 0 0cs 0 0cs 00 Mmimal comparison
_® 0 @®e 000000000 000 (from logic simulations)

L SIGN = Out," +Out” Out"”

e Unused bit mnside the comparator
® Used bit nisde the comparator

Figure 3-24 (a), (b) and (c): Dot notations related to the bits considered

inside the logic comparator

Performance evaluation has been made in the santitions as before, leading to the

plot of Figure 3-25. It relates a slight increase the in-band noise for the non-exact
quantization. There is a trade-off to make betwé®n comparator complexity and the
performances obtained. Table 3-5 sums up the ACaRes obtained with the respective

architectures. For BS implementation with non-ex@entization, the ACLR falls down by
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about 6dB to about 68dB. For remembering, ACLRtndiefined by the UMTS norm allows
-33 and -43dB for 5 and 10MHz offsets, respectivelyiese simulation results let a

reasonable margin for disturbances introduced lhyutistages.

ACLR @ 5MHz ACLR @ 10 MHz
Two’s complement -74,7 dB -72,2dB
Borrow-Save with exact quantization -76,2 dB (5>
Borrow-Save with 3-bit non-exact quantization -@iB8 -67,4 dB

Table 3-5 ACLR comparison for different AZ modulator architecture

Comparison of output signal spectrum of modulators using Borrow-save with exact quantification (red) and quantification on 3 bits (blue)
T T T T T T T -

o in band i out (:)f band

AMPLITUDE (dB)

BS (16bits) architecture :
e ACLR @ 5MHz : -76.2dB
¢ ACLR @ 10MHz : -73.7dB

. BS (3bits) architecture :
= ACLR @ 5MHz : -68.8dB
: ACLR @ 10MHz : -67.4dB

140 160 180 200

80 100 120
FREQUENCY (MHz)

Figure 3-25 ACLR performance comparison on the AZ modulator output
signal spectrum for BS architecture with exact (red) and non-exact (red)
quantization
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3.4.2 Output signal precomputation

2BS+Y . Stage 3

h

Comp —— Y

Out, .

Stage 3

Comp > Y
2BS+ Y » B6 » B7 » BS » QOut
FAs FAs FAs uis

Figure 3-26 Precomputation of the sign; Y is evaluated in parallel with
the stage 3 output signal.

Although the output comparator complexity is grgadduced, its computation needs
available time to be correctly performed, whichnst the case in the implementation
explained in the previous parts. Parallelizing tbenparator operation with the computation
inside the third stage seems to be a good soltigmysically implement the global function.
This is what is called precomputation of the signs depicted on Figure 3-26, with the sign

evaluation in parallel with the B8 block.

Let’s take the general case of Figure 3-21b in tvitveo BS signals are added together
with the C2-coded signal. If the comparison is made on the two MSBen the global logic

operation to perform i& = Out®Out®® + Out®*Out®*(Out® + Out’®) to evaluate the sign of

the signal. There are two possibilities to detesrtime sign of the BS signal, because zero can
be assimilated either to a positive or to a negatimumber. Thus, either

Y = Out®Out™® + Out’®(Out!® + Out'®) or Y =OutOut'® + Out’®*(Out!® + Out™®) can be
chosen. The first equation is more practical, asésOut™, which is directly produces by a

special-FA at the same time @t;® and Out'®, from theA;s, Bis andY bits, as denoted on

Figure 3-21b. Combining this logic equation witle thpecial-FA ones, one can demonstrate
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thatY = A,B,, + A.Y + B,.Y . This is the precomputed equation for 2-bit sigaleation and
can be easily computed as only three terms are used

The same reasoning can be executed if a 3-bits @aosom is pointed out. The initial
logic equation isY = Out®*Out™® + (Out™® + Out**)Out>(Out® + Out'®) and can be reduced to
Y = A.B + (A, +B,)(AsY + B.Y), while considering the B8 block equations. Fiverte
are used here which leads to a more complicatezbprputation.

Moreover, the comparator block could be placed amalkel with the B7 and B8
blocks, but, in most cases, the number of diffetemhs to compute grows with the depth of

precomputation. Thus, this solution has been abtlorte

Finally, the global idea is to find the easiestaon (involving minimum terms) for

precomputation, even sometimes by reorganizingtiaddstructures inside the third stage.

3.5 Conclusion

The system design of the third-ord€ modulators has been covered by this chapter.

First, the global architecture has been define@nTla logic description has stated the
limitations in terms of high-speed implementatioithva 3.9GS/s sample rate. Techniques for

achieving this high sample rate have been developed

* The use of redundant arithmetic inside the modulaoables carry-free

additions. So the maximum length critical patheduced to three full-adders.

* A dynamic logic transistor implementation will helim performing the
additions. This aspect is process dependent, hefare,future CMOS
technologies, dynamic logic can be replaced by-ta$yplement static logic
using, for example, pass-transistor logic. The dyicalogic used in our
architecture will be described in next chapter, ahdeals with transistor

design.

* A non-exact quantizer is designed to reduce theolbwesave sign evaluation

complexity, which needs carry propagation.
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« An output sign precomputation parallelizes the egaet quantization
operation with the last computation stage, in orffderthe output signal to be

available for the next sample period.

All these techniques (except dynamic logic) foriaeimg high-speed\X modulators

are deeply covered by a co-authored patent [56 patwhference paper [57].
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CHAPTER 4
DIGITAL TRANSMITTER CIRCUIT
DESIGN

4.1 Transmitter IC description

4.1.1 IC structure

Digital Baseband Digital RF Analog RF

1 |
1 ICI

Ln— - " L

. N o N
+ /f > > v 5
Baseband Sample fate AZ Digital wer
() 1 |processing| n | conver§ion | 1 [modulators| 7 |upconverter amplifier Filter

> » ri
(AN VAN J7
Fs=~NHz LxFs 2xFe 2xFe 4xFc | Fe Fe=~GHz

clocks

Figure 4-1 Processing blocks implemented inside the transmitter IC
prototype

The designed transmitter IC comprises all processilocks highlighted on Figure
4-1. The core is the delta-sigma modulators, aasedti with the digital quadrature
upconverter. It also handles clock generation asttilblution, pre-amplification and a part of
the sample rate conversion block (the 16-time @raming sub-block). For demonstration
and control purposes, a few blocks are added, asrslon Figure 4-2. These ones are the
Delay Locked Loop (DLL) block, the output registensd the control block. The DLL block
provides finely controlled delayed clocks from aique external master clock. Output
registers are useful for testing purpose. Theyaacterial-to-parallel (S/P) converters. The
control block provides all the useful signals fooer operating conditions.
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Figure 4-2 IC block structure

For describing the whole transmitter circuit desitite outline will be as follow. The
global structure and layout will be presented. Theside the following sections, we will
detail the circuit design and the generated layoueach block separately: the sample rate
converters, the delta-sigma modulators, the DLIckland the digital quadrature upconverter.
Output registers will not be detailed as they asmmonly implemented. The control block
will not be investigated either, as signals of iast will be evoked inside main processing

blocks description.

4.1.2 IC configuration and layout

The first prototype transmitter IC has been desigire STMicroelectronics 90nm
CMOS process. The layout is shown on Figure 4-83iziks aroundx rhm2 and counts 96
pads. Top (resp. bottom) side comprises the 13-Hitesp. Q) input and half of the
parallelized | (resp. Q) outputs. | and Q signaltha 3.9GS/s output of thex modulators are
parralelized into 243.75MS/s 16-bit streams. Theicd has been made, for reducing the pin
count, to output only the first 8-bit half or thecend 8-bit half of this stream and a control
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signal enables to choose which half to output. € dide is principally found the master
clock input pad. The right side hosts the analogpuupads. Control pads are dispersed all

over the pad ring where room is left.

I inputs Half of the I outputs

"ddCLEK

VddDsS
/ Q mputs Half of the Q outputs
Compensation
cell s AZ core &
Clock tree . :
i - 1 Sample rate Output S/P stage
. (adjusted to CRErET < . R
Clock shaper equalize the 2 Multiplexers &
& DLL delay) output buffers

Figure 4-3 First prototype IC layout

The pad ring is supplied with 2.5V and the corevesking under a 1 to 1.2V power
supply. Core power supply is divided in 3 arease dor the clock circuitry (VddCLK),
another for digital processing blocks (VddDS) ahé tast one for analog output stages
(VddANA). Thus, power consumption can be evaluateplarately for each block. It is to note
that proper pad ring functionality with 90nm progegquires a compensation cell, which

compensates for process and temperature variations.

4.2 Sample rate conversion block

design

4.2.1 Block structure

To be recalled into mind, the sample rate convarsilmck implemented inside the
prototype IC is simply a 16-time oversampler aldetransform the 245.76MS/s (250MS/s
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will be used in the sequel for more concisenegm)tisample rate into the 3.9GS/s rate of the
delta-sigma modulators. This operation is not cliffi to implement as it is only composed by
registers, as shown on Figure 4-4. In the cloclesshused, the IC provides the 250MHz
main clock and the output stages of outside compisn@gnainly FPGAs) are sampled with
this clock. It avoids outside generation of syncimas clocks. However, other schemes could
be used, which are synchronicity-independent. kample, for the second prototype IC, the
clocking scheme has been modified. Clock is pravibg the outside and resynchronized on
the input. It is depicted on Figure 4-5. This datguisition process will work whatever is the
phase relationship between the clocks. We willisdbe next chapter on test equipment that

the second solution is more practical to implement.
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| channel
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©
=
| data N S
—_— e > » — E
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o
r 3 F 3
4GHz clock
R NV 250MHz clock
Bonding and wire
connections
synchronous

Figure 4-4 Input sample rate conversion block and clock scheme
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Figure 4-5 Clock scheme used for data acquisition in the second
prototype IC

As described in a previous chapter, an operatiordingfar interpolation must be
accomplished on Q channel to avoid images fronmgisibove the quantization noise. Since
the input signals are oversampled 16 times wittampde-and-hold function, the resulting
operation, described in Figure 4-6, is relatively@e. The input symbol on Q channel is
repeated 15 times, while the".6ne is calculated from two successive symbolss Thn be
implemented using the structure of Figure 4-7. $hatch command is used to place the
calculated 18 symbol at the right place. This switch commaneasily generated from the
250MHz clock. Registers sampled at 4GS/s delagadtan appropriated logic gate combines
the original clock with the delayed one and thusdpces the switch command. It is to note

that an equivalent delay is introduce on | chamoresynchronicity.
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Figure 4-6 Qualitative I and Q signals at the AZ modulators input. Q
signal has been linearly interpolated on each sample.
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Figure 4-7 Linear interpolation on Q channel inside SRC block

4.2.2 TSPCFF registers

For transistor implementation, D flip-flops ablevtork at few GHz must be designed.
The edge symmetry is also a criterion of choicditémature, the dynamic True Single Phase
Clock Flip-Flop (TSPCFF) appears to be one of #eest [28]. Moreover, as stated in its
name, it uses a single phase clock, which is aatdduasset. The schematic and layout of this

flip-flop is displayed on Figure 4-8. The layoutes 54 x 4.5um2,
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Figure 4-9 describes the mechanism of operatione\the clock signal is lowp)2
node is stuck at Vcc through the conducting PMOl8s phase is called “precharge”. Thus,
outl node is left high impedance andt node is its complementary. These latter nodes keep

their preceding values (“hold” phas@1 node is the complementary Bfinput.

When the clock signal goes high, tHe becomes dependent over & value. This
is called “evaluation”. IfD1 is low, thenD2 does not change its precharge valueD1fis
high, thenD2 node is discharging through the NMOS transistdfe nodesoutl and out
follow the D2 node as they are in an inverter configurationt{i@t mode).

The registering operation is very fast, but outpdges rise and fall times and related
propagation delays could be very different. Fiosttput NMOS and PMOS are sized in order
to equalize rise and fall times. Let's detail theasons why propagation delays could be

different to find an acceptable solution.

In the case of a rising output edge, the hold vafusutlis 1. When made active with
the rising edge of the clock amR evaluated as 1 (not discharge), then the timeofito

become 1 is the time to discham&l and charge theutnode.

In the case of a falling output edge, the hold galtioutlis 0. When made active with
the rising edge of the clock?2 is evaluated as 0. This node must discharge befatrand
out gets their values. Thus, the time faut to become 0 is now equal to the time taking to
dischargeD?2, chargeoutland then discharge oftnode.

An acceptable solution for equalizing the propagatdelays for each transition is
equating theoutl discharge time with thB2 discharge plusutl charge times, by adjusting

sizes of N and P MOS transistors. In famifl discharge must be slowed down whereas its
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charge must be fastened. This can be made by gsinglthe flip-flop to find the best
optimization. An eye-diagram for an 8GHz clock, g@eted on Figure 4-10, describes the
performance of the optimized flip-flop. The outpiste and fall times are varying from 17 to

22ps depending of the process corners (fast or)sibe propagation delay is equal to 40ps
for the best implementation case.

precharge\ hold evaluation\ active
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Figure 4-9 Mechanism inside the TSPCFF when clock signal is low (left)
and high (right)
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Figure 4-10 Eye diagram of the TSPCFF output signal for a typical
process corner and a temperature of 80°C
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4.3 Digital delta-sigma modulator

circuit design

4.3.1 Global structure

-+

Stage 1 Stage 2
13| 17 15
-2 /

N @’ L

Figure 4-11 Third-order AZ modulator architecture

The third-orderAX modulator architecture is drawn on Figure 4-11.d&scribed on
Figure 3-18, Figure 3-20 and Figure 3-21, eachestammprises, at the most, three logic
layers, each built up from signed-FAs, signed-HAbuwffers. From this statement, the idea is
to design a brick-like architecture. As the gatétaving speed is the main parameter for our
application, the previous chapter has stated dym#rgic was the logic style of choice. Using
differential dynamic logic does not require anyiségy anymore because the storage function
is implicitly implemented. However, each dynamigitolayer requires its own clock to be
functional. Thus, for three logic layers, threeakl® would be used, each delayed from the
others by a third of the period. Figure 4-12 depitte layout of the dynamic logic base

bricks. A DLL (explained later) will be useful tegerate multiphase clocks.

Each differential dynamic logic layer will be evating the gate output into a third of
a period. During the unused time, the dynamic gatidsprecharge themselves to be ready

when their respective clocks will rise up.

81



_ | FAorHA Y[ | FA or HA ' FA or HA
| |
o buffer C__I | or buffer c——: | or buffer ¢f—
| | f
CLK1 v CLK2 v CLK3

CLK3

Figure 4-12 Layout of the basic bricks and relationship between the
three different clocks

4.3.2 Dynamic FA circuit description
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Figure 4-13 Differential dynamic FA cell circuit diagram (transistor gate
lengths are minimal)

Details of a differential dynamic Full-Adder celteapresented on Figure 4-13. The

principle of operation of such a cell is quite danito the dynamic flip-flop cell presented
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earlier. It counts two succeeding stages: a preehevaluation stage followed by a

hold/active clocked inverter (tri-state invertéffhen the clock is low, intermediate nodes are
precharging to the high state through the PMOSsiséors and the outputs are high
impedance. At the moment the clock signal is tugnio ‘1’, outputs are made active and
reflect the intermediate node evaluation. One méesliate node over the two stays high,
whereas the other one is discharging itself int® ¢onducting FA NMOS logic and the

clocked NMOS. FA logic for sum and carry evaluatismot depicted here as it is simply a

differential NMOS logic network.
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Figure 4-14 Transient response of a FA cell with an ideal clock

A transient simulation of such a cell can be foond~igure 4-14. For this simulation,
inputs of the FA cell are chosen to be a 3-bit ¢teyrhence there are 8 states in the graph.
The simulation is done with a 250ps ideal clockhwBDps rising and falling edges. We can
observe, from top to bottom, the clock, the intedtiage precharge node, the sum output, the
differential intermediate precharge node and findétle differential sum output. Evaluation
and precharge phases have been displayed pronyinéntting precharge, all intermediate
nodes are precharged to 1 (up arrows), while thputsl are held (right arrows). During
evaluation, the intermediate nodes are evaluatédet@omputed value. The output sums are
inverted and then take their final value for theiqu
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The propagation delay of this gate is around 5@pke worst case when loaded by an
identical gate. Larger output loads and additiometialization circuitry, which will be
discussed hereafter, will slightly increase thiduga One can note that in any case the
effective propagation delay is not defined by tivewst itself, but rather by the third of the

applied clock period, assuming the circuit coulérape at the desired rate.

For validation, the global transistor circuit haseh simulated and bit-to-bit compared

to system simulations. It does not show any dismees.

The global consumption of the whad modulator with its initialization circuit has
been evaluated by simulations, as though it istmetcritical point of this study, contrary to
speed enhancement. It would consume around 20m\fresious identical design with a
130nm process has shown a consumption of 36mW. &dehopefully think that a further

technology shrink (65nm process) will still redubes estimated consumption.

4.3.3 Initialization circuitry

A major drawback is that this system comprisestiaells. In fact, if no care is taken,
the two nodes of a differential signal could beaaguhen powering up the system. Then, as
outputs are fed back on inputs, the non-differdibtiaf these signals keeps the circuit stable

into this bad and non-operating state. So an lizéiaon phase is fundamental.

Forcing outputs to be differential is a solutionetasure a good startup of the system.
Thus, a reset signal is needed, coming from outifidechip or from the locked flag of the
DLL. To implement this control, two transistors added inside the block controlled by

CLK3, as shown on Figure 4-15.

On this figure, clocked inverter symbols have repththe previous transistor diagram
for the sake of clarity. The added transistorsamatrolled by the complementary sign&
active when high. It forces th@UM output to be low by pulling its level through a KOG
transistor. No conflict happens beca@éM is either high impedance or logically stuck at ‘0’
when in the reset state.

For the complementary outputSUM the intermediate node is pulling down only
when the clock signal is high, in order to avoidftict when this node is precharging. For
that purpose, the NMOS transistor width has beatuaed. If not, a non-defined level
between high and low state might appear duringhanere.
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Figure 4-15 Dynamic FA cell circuit diagram, including the reset circuitry

A potential problem now appears when the resetasignrelaxed (from ‘1’ to ‘0’).
Examine the case when the reset signal is reledsedg of the evaluation period (clock is
high) and that the expected evaluation resubigM = an#l _SUM = Q. The intermediate
node forSUM will be discharged during the evaluation period arhen the reset is relaxed,
SUM output will stick at ‘1’ (provided the reset signeaft time for the level to rise). For the
complementary intermediate node, the FA logic wiit be conducting but the reset-
controlled transistor will be, so this node wilkaldischarge itself and could never rise again
before the next period. That mearSUM output will stick at ‘1'.SUM and_SUMwould not
constitute a differential signal anymore. Errordl \wropagate to all nodes due to th&

feedback structure. To sum up, the reset signat rele itself during a precharge period.

To perform this, the reset signal has to be synthed with the clock signal, what is

not easy to realize and would not operate for awahge of frequencies.

In a perspective of configuration, another initiation circuitry has been developed. It
is illustrated on Figure 4-16. The cross-coupled @B/transistors have two purposes. The
first one is to maintain a differential output sigmvhatever are the inputs. Only one side can
discharge, as it automatically blocks the othee stkecondly, this structure acts as a latch, so

it can operate at any frequency (of course limitgdthe worst case propagation delay).
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Unfortunately, the addition of this cross-coupleahsistor slightly slows down the operation,
compared with the above architecture.

T
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| |
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7777
7777

Figure 4-16 Dynamic FA cell circuit diagram, with an improved reset
circuitry (The FA logic has been split in two differential blocks)

4.3.4 AZ modulator layout view

The layout of theAX modulators is rather dense, because of intercoiomscbetween
the base blocks. A strategy for correctly connectall these blocks must be adopted.
STMicroelectronics CMOS 90nm technology offers vels of routing metal (two uppers are
thick metal levels). Figure 4-17 details the rogtistrategy and the different types of
interconnections. The three sum stages are stayganel shifted according to the
multiplicating power-of-two factors. Thus, direarmections from one block to the following
are routed straight ahead in second and third netals (first level is kept for internal cell
routing). The integrators feedbacks are integraéal each stage. Stage outputs are routing
directly back into stage inputs on the third mégakl. Then, the global feedback is routing
over the second and third stages, using fourth Ineatal. Finally, the output sign is fed back

to the requested inputs using fifth and sixth mietadls.

Clocks and reset signals are routed vertically nnupper metal with a ladder type

routing and access points to the cell are spreldvak the distance. Power supplies and

86



grounds are not represented on this figure. Theyharizontally comb-routed all over the
modulator layout.
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Figure 4-17 AZ modulator layout routing strategy

One can observe on the left of Figure 4-18 thengement of the three stages and the
network of interconnections. Power supplies andugdorails are not shown. A bit slice has
been highlighted and zoomed in on the right offtgare. On it, one can observe the clock
and reset distribution rails as well as the thoggcl cell inside each sum stage.

Details of the dynamic signed-FA cell layout arevemi underneath. Two parts
compose this cell: a fixed part implementing th@aiyic logic circuitry for precharge and
evaluation and a configurable part, which lets oneose the desired logic function to realize

(sum or carry in the case of a FA).
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Figure 4-18 AZ modulator layout

4.4 Clock generation and distribution

To make dynamic cells operating, three clocks,’atl0° and 240° are needed [58].
They are produced with a Delay Locked Loop (DLI3. principle of operation is illustrated
on Figure 4-19 [59]. The main component is a cdi@dodelay line in which delays are
functions of an applied voltage. In this case, eéhidentical delay elements deliver the desired
clock signals. To be able to synchronize thesekslan a reference clock, the phase of the
latter one is constantly compared with the phas¢heflast generated clock (CLK3). The
phase detector will provide the phase informatiora tcharge pump. From this information,

the voltage applied to the delay line will be iresed or decreased. Thus, CLK3 will be
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dephased exactly by one period, whereas CLK1 ang2GAkill be respectively dephased by
120° and 240°.

U
Phase Detector g Charge pump

down

Controlled delay line
CLK

CLK
1

CLK
2

CLK
3

Figure 4-19 Global structure of a DLL

The 3.9GHz reference clock is delivered from tf8GHz IC main clock. This clock is
brought to the circuit via an external source anthiernally divided to provide the 3.9GHz
and 250MHz clocks. Then, the produced clocks arelapnized with rising edges of the
7.8GHz clock. Several clock domains exist in thel®HC: one for the\X core in which the
clock tree has been designed carefully to equalizthe delays on clocks signals; another for
the multiplexer and output stages and a last on¢hfo S/P blocks. Clocks are synchronized

locally inside each clock domain [60].

4.4.1 Controlled delay line description

The delay line is constituted by inverters with tage-adjustable delays and static
inverters, as shown on Figure 4-20a. The voltagestable delays are controlled b and
Vp, provided by the charge pump. The role of theicsiaverters is to reshape the possibly

degraded signal.

To implement delay elements, several solutioncaneeivable. In one hand, a digital
delay control can be implemented by adjusting tiveiiter load [61]. The load is traditionally
constituted by capacitors or transistor gates haswgiched according to the control word.
This type of control adjusts the gate propagatietayl as well as rise and fall times. On the

other hand, an analog control, like the one impleee here, is constituted by an inverter in
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which a NMOS and a PMOS has been added in serit® imain branch, as on Figure 4-20b
[62]. The rise and fall times are better controltbén with the digital control. Only one
NMOS or PMOS could be used, but it would unbalatiheerise and fall times of the clock

signals.
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Figure 4-20 Inverter chain constituting the voltage-controlled delay line

4.4.2 Phase comparator and charge pump

The phase comparator provides information aboufptiese relationship between the
reference clock and CLKS. Its principle of operatis described on Figure 4-21. In a first
step, clock frequencies are divided by two in ofderthe succeeding computations not to be
critical. The phase detector is waiting for a rsiadge on each clock to reset its output
(Figure 4-22). The RS flip-flop triggers on withetliirst rising edge and keeps holding its
value until the second sets in. Its output sigsateturning to zero when inputs are falling
down. This flip-flop provides ak/P signal, meaning the voltadé must be increased and a
DOWN signal, meaning it must be decreased. The chargg rings or removes a defined
charge quantity from the storage capacium.is then obtained on the capacitor anl is
created using a diode-mounted transistor in ordenaveVp=Vdd-Vn (give or take the
transistors threshold voltages). Adequate cont@lVoltages are obtained from this phase

comparison.
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Figure 4-22 Phase comparator and charge pump signals

4.4.3 DLL mechanism and clock signals

characteristics

The DLL has two operating phases: a calibrationsphand a locking phase. In the
initial state, delays are set to the minimum bgkstig Vn to Vdd During calibration,Vn
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voltage is decreasing slowly aMmp increases similarly, until they stabilize when thecks

are locked in phase (Figure 4-23). Then, the changmp is continuously adjusting the

voltage around this locking state. In simulationthva 100 A current source for the charge

pump, the calibration phase lasts between 50 a@dslfor a few GHz clock.
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Figure 4-23 Evolution of Vn and Vp during calibration and locking phases
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Figure 4-24 CLK1, CLK2, CLK3 and reference clock waveforms.

Figure 4-24 shows output signals of the DLL for@H% clock (250ps period) when

locked. The locking error between CLK3 and the negfiee clock is around 5 picoseconds.

Simulated clock characteristics are summed up inlerd-1. Duty cycles are near 50% and

rise and fall times are acceptable.
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Duty cycle Rise time Fall time Phase delay (+/)5ps
CLK1 51% 37ps 23ps 83ps (33%)
CLK2 51% 38ps 23ps 84ps (34%)
CLK3 52% 43ps 25ps 84ps (34%)

Table 4-1 DLL clocks characteristics for 4GHz clock reference. The load is
constituted by one AXZ modulator.

Consumption has been evaluated during simulatibargely depends over the sizes
of the chain delay transistors. For about 100pmitwRMOS and 50um width NMOS, the
calculated consumption is around 50mA under 1.2¥.d0uld expect this consumption to be
greatly reduced going though next generation teldgyoprocess. It is to note that for further

configurable architectures, wide-range DLLs mustieésigned [63].

4.5 Digital mixer and output stages

design

A previous section has described the digital miaed output stages principle of
operation and different types of non-idealitiesugiat to the output signal of this stage. It has
been stated that edges symmetry must be guarabyedd use of a differential structure, as
shown on Figure 4-25. In fact, all symbols mustenlve same energy. The digital mixer

stage will be designed with great care for genegadi signal with the most symmetric edges.
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— />
¢ buffers

Figure 4-25 Differential output stages architecture

It must be considered that processing the signal fhese stages correspond to a
conversion from digital to analog [64]. Thus, tHhewae structure must operate independently
of the data and of the operating sample rate,deroilo equalize the energy for each bit and to
respect RF signal integrity.
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4.5.1 Digital mixer structure

The study of the digital mixer structure is partfofel Flament’'s thesis work and is
fully detailed in his thesis report [65] and in article [64]. Here are only given some

elements for understanding.

The digital mixer relies on a multiplexing operatidt could be realized with D flip-
flops and transmission gates, as illustrated omr€ig-26. The first transmission gates let us
choose either | (resp. Q) or its complementaryp(r€® complementary). The second gates
selects either | channel or Q channel. Three cl@aid their complements have to be used
with this architecture: one at 4 times the carfiequencyf. (7.8GHz), another divided by two
(3.9GHz) and the last one Rt(1.95GHz). They are produced and synchronizedlligcas

they are only used there.
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Figure 4-26 Multiplexer architecture

Critical paths for this architecture are preseniiedthe left of Figure 4-27. The
architecture must ensure that data going throughatst flip-flop have traveled the same path
length and established themselves with the sameraxe This is to keep the delay data-

independent, which is not obvious to realize wiihkfrequency switching.

Highlighted critical paths have different lengthgedto the opposite phase clocks
controlling the transmission gates. To synchromizéécal paths, a TSPCFF is inserted on Q
channel and clocks phase controlling transmissetegare inverted. The computed function
stays identical, but now time to reach the inputhef last flip-flop is rigorously identical for |

and Q channel. Delays has become independent ateeadd working frequency.
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Figure 4-27 Multiplexer architecture, showing (left) critical paths and
(right) the adopted solution for data-independent signal paths

4.5.2 Output stages

Output stages following the digital mixer are agtboth as a pre-amplifier and as a 1-
bit digital-to-analog converter. They are simplglain of growing inverters, able to drive a
50Q load under a 1V power supply. Inverters had t@iked in order to guarantee the output
signal edge symmetry. A simulated eye-diagram asvshon the left of Figure 4-28 to outline
obtained performances at the differential outputhef buffers for an 80°C temperature and a
slow process corner. We show a zero-crossing @ifiteal signal with 23ps rise and fall times.
Modeling pads and bonding wires to come closer teadistic simulation leads to the eye-
diagram on the right of Figure 4-28. It depictsngsand falling times twice than simulations

without pads and bonding wires models.
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Figure 4-28 Eye diagrams for 50Q-loaded buffers differential output
signals for a slow process corner at 80°C (a) without and (b) with an
electrical model for pads and bonding wires
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4.6 Conclusion

A first 96-pad 3x Inm?2 prototype IC has been developed in STMicrosleats
CMOS 90nm technology. Circuit diagrams and layautthe main parts of the prototype IC
have been explained in full details into this cleapt

 The sample rate conversion blocks, including therpolation circuit on Q
channel, has been detailed. A focus has been mmatlealesign of high-speed

dynamic flip-flops, known as True Single Phase €Iblip-Flops (TSPCFF)

 The digital AX modulators have been fully covered, with a toptdoat

approach and emphasizing on initialization circaitsl layout arrangement.

* The Delay-Locked-Loop multiphase clock generatidack has helped in
dealing with dynamic logic inside th#% core by providing three dephased
clock signals.

* Finally, the digital mixer, digitally implementedyla multiplexing operation

and output buffering stages has been reviewed.

Inside those circuit descriptions, other architeztuhave been propounded. They will
be used in a second prototype, detailed in nexptehaThis second prototype will enhance

the first version and correct some unsuccessfuktebko

Implementation of dynamic gates requires a clockegation block, initialization
circuits and a complex layout. But, at the momdnthis circuit wants to be demonstrated,
then the switching speed is the priority. In a rfeéure, design complexity would be reduced
by using high-speed static logic gates, like DPgidostyle. Consumption would also be

greatly reduced, by removing DLL blocks, which come a lot.
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CHAPTER 5
EXPERIMENTAL RESULTS

5.1 First prototype IC (FULBERT I)

5.1.1 Test hardware description

5.1.1.1 Measurement tools

The first prototype IC has been described in thleipus chapter and its structure and
layout was presented on Figure 4-2 and Figureréshectively.

The scheduled measurements are the analysis @nleg output spectrum and the
recovery of the output digital data stream. Thegetest protocols are depicted on Figure 5-1
and Figure 5-2, respectively. A sine wave generptovides the 7.8GHz main clock to the
device under test (DUT). This clock is centered0dsV with a DC bias tee. The differential
outputs are directly connected to a spectrum aeraljgough DC blocks.

Data from | and Q channels are sampled at 250M&/sve do not possess or have
access to an arbitrary waveform or pattern generattich can handle this sample rate, a less
powerful arbitrary waveform generator (AWG420 [66&)used to produce a digital 16-bit
wide word at 125MS/s. FPGAs are implemented angraramed to upsample the incoming
signal and filter out images. The signal is broughtthe DUT through an impedance-
controlled connector (MICTOR). Another FPGA is ugedmake an interface to the logic
analyzer, decreasing the sample rate of the odigital stream. It is to note that the test must
be done twice, because only half of the outputastrés output during each run. A marker is
generated at the beginning of each test run tobketa recall the good sequence. For clock
management, the clock scheme is the following:RDE provides a 250MHz clock to the
FPGAs. The latter ones generate a synchronous 1250ti¢k and control the measurement
instruments. The two 125MHz clocks could have dedint polarity, depending on which
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edge of the 250MHz clocks is counted up first itltie FPGAS, leading to synchronization
issues. Another clock scheme strategy will be astbpt the second prototype.

Data from |
Alimentation
1V & 2.5V
e s : ,' /l/\ v Differential Fne T
wav - *| analyzer

e generator r

lprer = T00HA

Data from Q

Figure 5-1 Test hardware for the analog output analysis
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AWG 420

13 hits
250MS/s

MICTOR 72 pins

8 bits
250MS/s

16 bits
125MS/s

250MHz clock

— > 125MHz clock

Figure 5-2 Test hardware for the digital output test

5.1.1.2 Test boards and assembly

Several printed boards are designed to realize tdss First, as ICs are delivered

naked, a substrate must be designed. ICs will tteemvire bonded onto the substrate. The
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substrate will then be soldered onto a daughterdya@a which are placed all the circuits for
control, analog 1/0Os and power supplies. Finallge tdaughter board is placed on a
motherboard through high-speed impedance-controllRdCTOR connectors. The

motherboard hosts the FPGAs, programming interfacamories and all the connectors for

connecting instruments.

The substrate is a FR4, 4-lay@d x12mm? printed circuit board (PCB) with state-of-
the-art constraints on track width and isolatioracks on which the IC will be bonded are
50um wide and spaced by 50um from other trackehAd4C pad pitch is 80pm and the PCB
pitch is 100um, angles at extremities are arourfd waich is in fact too high for a reliable

and repeatable wire bonding operation. Figure &&vs a picture of the substrate on which

an IC has been wire bonded at the center. FigudesBoews the daughter board and the
motherboard.

Figure 5-3 IC wire bonded on the substrate, soldered on the daughter
board

99



Figure 5-4 Daughter board (left) and motherboard (right)

5.1.2 Measurement results

5.1.2.1 Issues

When measurements were executed, a main issueppadrad. Huge oscillations on
power and ground inside the chip have been obsgwieeh the sample rate was increased. In
fact, not enough decoupling capacitance was presemhip, as the only decoupling was
lying inside some pad ring cells. Moreover, theecpower supply is divided in three parts:
clock, AX core and output stages. There were not so manyempsupply pads for each
separated supply. As the circuit is wirebonded lamgle current peaks (especially on clocks
and output stages) flow into the wires, voltageeptial differences are created according to

the well know inductance equation:

u=L9 Eq. 5-1
dt

This effect has been post-simulated to confirmptablem. Bonding wire inductance,
ground-related capacitance and resistance have éednated according to its shape and
fitted with an electrical model. This model showattbonding wires introduce around 1nH of

inductance.

With this values and assuming an ideal off-chip epwsupply, transient simulations
have been performed. The simulation concentratesnechip supplies and clock signals as
shown on Figure 5-5. The clock goes through theQkdd domain, then through vddDS
domain. Unfortunately, the vddCLK supply shows &kgriations (around 500mVpk) when
the chip is enabled, due to high current peakkisxdlock domain. vddDS only slightly varies
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(<100mV). Figure 5-6 shows effects of supply vamias on signals. Clock signals hardly
suffer from the vddCLK variations, especially dgrithe phases when the voltage is
decreased. It behaves as the gates operatiorzenfiwy the low voltage supply. Thus, when
the clk7g8 signal is going through the vddDS donfaint affected by that disturbance) then
the resulting clock does not look like a clock amwyen The high-speed functionality of the IC
is deeply affected by this effect and could notlbmonstrated.

Ideal 1V Ideal 1V

L

4

7)) .
High variations ) | Low variations
(~500mVpk) § (<100mV)
7.8GHz clk7g8 clk7g8_1
clock L L~

Figure 5-5 IC post-simulation with bonding wires
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Figure 5-6 Transient post-simulation according to Figure 5-5
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For lower operating frequencies, the circuit doessuffer from those huge variations.
Unfortunately, theAX core could not be initialized properly, because tieset circuit
presented on Figure 4-15 is not working for a wiaege of frequencies. It has been designed
for working with a 7.8GHz main clock. At low frequees, theAX outputs are not differential

as they would be.

So, supplies variations prevent the high-speed atiper, while low frequency
operation is not authorized by the initializatidages. A second prototype, detailed in next

subpart, has been designed to correct these twbspoi

5.1.2.2 Output stages measurements

The only achievable measurement on this circutni®valuation of the output stages,
when the circuit is on reset state. TRE outputs are then stable and differential. Thus, th
output sequence i[&i ,Q,I_,QJ: [0041]. In that case, the output is a periodic signahveit
frequency equal to the main clock frequency dividgdt. An eye diagram has been drawn on
Figure 5-7, although the signal is not randomltribsted, in order to figure out the output

signal shape for a 3.9GHz input clock (half theirdglsoperating frequency).

8GHz Standard BW

T EET - BER - RO BN

Figure 5-7 Eye diagram of the IC output for a 3.9GHz input clock. The IC
has been placed in its reset state

A measurement concerning output stage consumptaEndiso been realized. The
output stage consumption (comprising digital miaed output buffers) has been noted down
for different frequencies. The circuit has beeniputs reset state and the supply voltage was

0.95V. The obtained result is presented on FigeBe Bhe useful current flowing through the
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50Q load is approximately equal to 18mA. The outpapst current consumption increases
with the frequency with a slope of about 8mA/GHRhuUS, we can extrapolate to the desired
frequency of 7.8GHz. Switching losses will reaclo@hb60mA, which results in a maximum

efficiency of 25% (the efficiency is here defineslthe load current to the total current ratio).

50
45 ——

40 /

. N\

30 // N Switching
&E~ - / losses
= N /'/_/ﬁ_//

15 /

10 /

Load current
(0,95V in 50Q)

0 0,5 1 1,5 2 25 3 3,5 4 45
f (GHz)

Figure 5-8 Current consumption in output stages

5.2 Second prototype IC (FULBERT II)

5.2.1 Changes and enhancements

Figure 5-9 Layout of the second prototype IC
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Figure 5-10 Die microphotograph of the prototype chip in 90nm CMOS

Test of the first prototype IC has revealed crupm@ihts to be redesigned in order for

the circuit to be functional. Changes and enhanoé&nbave been brought to a second

prototype IC in STMicroelectronics 90nm CMOS. Aeg ttircuit is a redesign, its structure is

similar to the first prototype. Layout of this aiit is presented on Figure 5-9 and die

microphotograph on Figure 5-10. Here are the mhanges from the first attempt:

The circuit is now sizingt x  081m?2 and counts 103 pads.

Assembly has been restrictive for the first propety because chosen
dimensions were at the PCB technology limits. Tigaa pad pitch has been
enlarged to 150um, according to the easier andpehneBCB fabrication.

Moreover, ground pads have been intercalated betwaeh signal pads. For
the assembly, a large ground plane is placed uheéelC and all grounds are
wirebonded on it. Signals are wirebonded a littigtfer to 75um-wide tracks.
With that kind of assembly the ground would be atrgerfect inside the chip.

All power supplies inside the circuit have beenraxted together. This unique
power supply will be equal to 1 or 1.2V. We lost fhossibility to evaluate the
power consumption of each block separately but, pasver pads are
disseminated all over the map, the bonding wireball inductance will be

decreased. It should be better for making a redigblwer supply.
Digital outputs have been suppressed to gain room.

On-chip decoupling capacitors have been addeddmml aariations over supply

voltages. The total added capacitance is aroundrRB00

The AX core initialization stage has been redesignedetaalle to operate

properly at any frequency (according to the schenmditFigure 4-16).

Clock scheme used inside the digital input blocks been modified. The

clock is now provided by the instrument tools (réteFigure 4-5).
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5.2.2 Test hardware description
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Figure 5-11 Test setup for the second prototype IC

The test setup is almost similar to the first prygpe IC apart from the digital output
stream acquisition that has been dropped out. Aitrary Waveform Generator (AWG420)
will be loaded with a Matlab file containing the \B®IA baseband signal. A FPGA will
oversample and filter the complex signal, beforplypg it to the DUT, in the same time as
the data clock. Main clock will be provided to tBevice Under Test (DUT) by a frequency
synthesizer through a bias tee. Generators wilsyoreehronized and calibrated by using an
external 10MHz reference synthesizer. Finally, Rifpats will be visualized on a spectrum
analyzer centered on the band of interest (or ahg#izing oscilloscope or a modulation

analyzer, depending on the measurement to be pethr

The chip has a differential RF output but mostrinsients inputs are single-end. A
balun has been implemented between the chip anisiétrement input interface. The chosen
balun is a Mini-Circuits TC1-1-13M [67], which caperate until 3GHz. At this rate, the

average insertion loss is around 3dB.

On Figure 5-12 is shown a photography of the teatds and chip assembly. The chip
has been wire-bonded on a little FR4 substrate lrmsdbeen protected by black resin for
shipping. Decoupling capacitors are present onbibexd as close as possible to the chip.
Then the substrate has been soldered on the mard,behich shelter components useful for
power supply and control signals handling and cotore for digital input signals. These

signals are coming from two FPGA boards contaimingiltera Cyclone Il. The master input
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clock comes from the SMA connector at the bottomtle picture and the two SMA

connectors at the top are for the differential REpats.

Figure 5-12 Photography of the chip assembly and test boards

5.2.3 Measurement results

Globally, the chip shows full functionality up to4&Hz main clock frequency. The
targeted clock frequency is 7.8GHz but the corensesot to be functional at this desired rate.
Therefore, the maximum achievable center frequaac¥GHz. However, the first image
band, situated at % of the main clock frequency lmamused, thus reaching a 3GHz carrier
frequency. The counterpart of this is that the &igs attenuated by the gishaping function
and that the bandwidth is limited to 50MHz (hak tthesigned one). The measurement results
achieve most standards requirements, on the funaahfeequency, as well as on the image
band. When moving the main clock frequency, evemameter, defined for a 7.8GHz main
clock functionality, is proportionally reduced. Fexample, the UMTS standard can be

addressed with a 2.6GHz main clock frequency, sarttage band falls around 1.95GHz.
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To relate the measurement results, we will firsindestrate the digital core
functionality. Then we will focus on a single clofilequency, which is 2.6GHz, to measure

the dynamic performances. We will finally study #neolution of the main parameters with

the frequency.

5.2.3.1 Core functionality

Y N S —

Analog output
spectrum

T TS S b

Amplitude (dBFSIHz)

T S N S 0 B 1 8 L

Digital data
stream spectrum

O O U U U U —

-200

S50M B00k B0 700m

Freqguency (Hz)

Figure 5-13 Digital and analog spectrum measurements for a 2.5GHz
main clock and a DC input signal

To show the right functionality of the digital conge use an Agilent Infiniium series
digitizing oscilloscope. As it can have a samplingguency of 5GS/s, the main clock has
been set to 2.5GHz in order to have 2 samples mpsls. Hence, we could acquire a frame
on which an FFT can be performed. Doing this leada frequency spectrum of the analog
output signal. The digital output stream can beeaet¢d by determining if each sample is a
digital ‘1’ or ‘0. Then the analog disturbanceau¢k as jitter, supply voltage variations,
etc...) are suppressed, leading to a frequency gpectif the digital data output stream.

These two frequency spectra are plotted on Figuk® for a DC input signal.
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The digital data stream spectrum shows the degidedhoise shaping. The in-band
mean noise is -146.5dBm/Hz. The estimated SNDR2i854B over a 30MHZ bandwidth.
The analog output spectrum shows a higher in-bamgkrfloor. Measurements on the analog

signal will be detailed inside next sections.

5.2.3.2 Measurement results at a 2.6GHz

main clock frequency

All measurement results with a 2.6GHz clock will peesented hereafter and a

summary will be given in the last part.

Frequency Spectra

The modulated input signal is a WCDMA QPSK signakha3.84MHz symbol rate
sampled at 81.25MS/s (2.6GHz / 32). It is filtetwda root raised cosine filter with a 0.22
roll-off factor, so the spread signal occupies a-BMvide channel. This signal has a Peak-to-
Average Power Ratio (PAPR) of 8.1dB. This meansntiean power of the signal is 8.1dB
lower than a sine wave with the same peak powertHeofollowing plots, the peak power has

been set to -3dB, the full-scale being the quantizer scale.

The first test setup includes generation of thenaigvith the baseband processing
chain presented in this report. Measures with $igmal do not provide optimum results.
Excessive noise is present inside the bandwidth. rBpid and accurate generation, the
Tektronix MCIQ utility has been used to generate 1 desired signal. This tool lets us
obtain good measurement results but we have lastptssibility to choose the channel
placement. The generated channel is inherentlyénniiddle of the band. Investigations on
the signal generation method are still ongoingroheoto find the critical block and to resolve

the problem.
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Figure 5-14 Wideband spectrum of the chip output at 650MHz with a
5MHz input channel with a span of 200MHz (a) and 500MHz (b). RBW is
the resolution bandwidth.

Frequency spectra have been acquired with an AdsaiR3265 spectrum analyzer.
Figure 5-14a and b depict wideband spectrum oféb@MHz band with, respectively, a
200MHz and a 500MHz span. The noise shaping oAthenodulators can be shown, as well
as the flat in-band noise. One can observe a skaswvbetween each side of the rising
quantization noise. It is mainly due to the balsedion the differential outputs. Similar plots
on the image band at 1.95GHz are depicted on Figire. Axes have kept the same ranges
for easy comparison with the previous case. Oretipdsts, two disturbances appear at about
21MHz around the carrier. It is brought by a conglphenomenon, outside the chip, between
the digital modules of the Arbitrary Waveform Geater and the clock interface. When the
chip is running, it is hard to totally delete thimjt it can be reduced by carefully positioning
the test modules related to each others. On th#BZ0plot, this phenomenon is hidden by

the quantization noise.
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Figure 5-15 Wideband spectrum at 1.95GHz. The parameters are the
same as Figure 5-14.

Figure 5-16 shows in-band spectra for 5SMHz chanaélmaximum power, for the
fundamental and the image band. The plot is cemtere the channel of interest and the
adjacent and alternate channels are shown on edeh FFom this, an Adjacent Channel
Power Ratio (ACPR) can be measured. It is the ditibe in-band power to the power of the
adjacent (or alternate) channel. It can be readctlyr on the Y axis, by evaluating the
difference between the two flat levels for the ¢desed channels. In the left plot, the ACPR
is around 52dB, while on the right plot, it is anou44dB. The difference stays in two points.
First, the image is attenuated by thi_(f/f,) shaping function. At % of the sampling

frequency, the attenuation is theoretically equall®.45dB. The signal is affected by this
degradation, but not the noise, which is not catesl to the signal. The noise floor is only
3.2dB lower. This leads to around 8dB of total éeigtion on the ACPR value between the

fundamental channel and its image.

The measured in-band power is respectively -3.9dBm -15.8dBm. The in-band
power has been measured on th@ %@ad of an Agilent E8408A VXI Modulation Analyzer
with the balun placed between the chip RF output e load. Measured values have not

been corrected with balun insertion losses.

Figure 5-17 depicts the measured output channekpoglated to the input channel
power referred to the quantizer scale. It shows ftrathis kind of signal, Odgs corresponds
with an output channel power of -1.8dBm, integrate@r 5MHz. It also shows that the
output power is linear with the input signal amyadié and that there is a constant difference

between the channel power in the fundamental baddrathe image band. This difference is
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around 11.7dB. It is slightly more than the preelicsin attenuation and is due to the balun

higher insertion loss at higher frequencies.
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Figure 5-16 In-band spectrum measurements for a 5SMHz WCDMA
channel for the fundamental (a) and the image band (b).
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Figure 5-17 Output channel power versus the input channel power
referred to the quantizer full-scale.

ACPR vs Channel Power

The ACPR has been studied according to the chgyoweér with the same signal as
described in the preceding paragraph, with an 8.Pd¥PR. The signal peak power is
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considered for the full-scale reference. The ACPRIotted on Figure 5-18 for the 650MHz
and 1.95GHz bands. The maximum ACPR is 53.6dB ah@®dB, respectively. These
measured values meet the UMTS requirements (33/4@d8djacent and alternate channels)

even in the 1.95GHz attenuated image band.
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Figure 5-18 ACPR vs Channel Power for adjacent and alternate channels
around fundamental and image bands.
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SNDR vs Channel Power
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Figure 5-19 650MHz fundamental band : (a) Signal and in-band noise
power on 30MHz related to the input channel power (b) SNDR on 30MHz
vs input power.

For Signal-to-Noise and Distortion Ratio (SNDR)dstuthe input is a 5MHz sine
wave. The amplitude of this sine wave is referedhe quantizer full-scale. Og@Brefers to

the peak power of the maximum coded sine wave.

The SNDR is plotted on Figure 5-19b. The peak vakiée3.6dB over a 30Mz
bandwidth for an input power of -4.4e8 In system simulations, the SNDR peak value
appeared for a -3dB input sine wave. Measurements show that the dejtaa modulators
saturate for an input sine wave power higher tasdB-s. On Figure 5-19a, the peak output
power is 1.09dBm in a single-ended configuratiod &nobtained for -3dg;, although the
SNDR is already degraded. For a differential oytplue peak output power is 3dB higher,
thus reaching 3.1dBm. For input channel powers tahen -4.4dBs, the noise floor is equal
to -129.5dBm/Hz. For higher values, the in-bandseobegins to rise, thus prematurely

degrading the SNDR value.
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Figure 5-20 1.95GHz image band : (a) Signal and in-band noise power on
30MHz related to the input channel power (b) SNDR on 30MHz vs input
power.

Figure 5-20 shows the same plots for the 1.95GHagemband. The peak SNDR is
40.8dB over a 30MHz bandwidth for a -4.4dBnput power. The peak output power is -
8.59dBm into a differential load and for an inpotyer of -2dBs. It is to note that the noise
floor is equal to -129.4dBm/HZ and is almost thesaas in the fundamental band (what was
not the case when the ACPR has been studied). dfartine, one can observe a different
slope for low and high input powers in the SNDRtpls well as in the signal power plot.
These patrticularities, degrading the image band BNIDd system linearity, have not been

explained yet and need further investigations.

EVM measurements

Error Vector Magnitude (EVM) has been measured wite Agilent Modulation
Analyzer. Constellations have been acquired andeti®l for the 3.84MS/s RRC filtered
QPSK downconverted signal is measured to 1.24%h®650MHz band and 3.42% for the
1.95GHz band (Figure 5-21). For comparison, in UM EVM specification is 17.5% for

output powers higher than -20dBm. Typical perforoeaaf analog transmitters is 7 to 8%.

A study of the EVM parameter has been made relatdéte channel power. Results
are presented on Figure 5-22. For the 650MHz b#dred EVM stays under 2% down to -
10dB:s. The EVM for the image band is higher and stagsiiad 6%. For input powers lower
than -20dBs, the EVM could not have been measured due to énsitsvity of the input

stages of the instrument, which cannot handle $mwhsignals. Further measurements must
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be made with an amplifier before the instrumentuingtage in order to check if the EVM
stays low or really increases. For high input payére EVM degrades due to the saturation

of theAX core system.

1.95GHz ba

650MHz band

EVM =1.24% | ===

nd

05---- : ; ARLEEEEE 05 -

05 (- & oo el

Figure 5-21 IQ constellations for the fundamental (right) and image
band (left). This plot leads to the EVM measurement.

—e—EVMfor the 650MHZ band
16 —=—— BvM for the 1.95GHz band
UMTS EWM requirement

— — Typical BYM performance

EVM (%)

/
/]
6 ]
4 ! Vi
/

_—*___ﬂ'—_’“_ﬂﬁﬂﬁw/

-20 -18 -16 -14 -12 -10 -8 -6 -4 -2 0
Input pow er (dBFS)

Figure 5-22 EVM versus the input channel power

Output Jitter

Output jitter has been measured to investigateddgradation of the analog output
spectrum measurement, compared with the digital sieam analysis presented before. The
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2.6GS/s output signal has been applied to an Agitgmiium DSO 81204A oscilloscope to
characterize it. The eye diagram of this signallagted on Figure 5-23. It shows a mean jitter
of 13.24psawms, an eye width of about 300ps (for a 385ps peraodt) an eye height of 636mV.
According to non-idealities simulations presentea iprevious section, we can conclude that
the main contribution to the observed analog inebaaise is the output signal jitter. It has
two possible sources. First, it comes from the phasse on the main clock, which travels all
along the chip and is surely disturbed by surrodnalgive switching area. Next, the supply
voltage varies on the output stages, what can tafifec switching threshold of the inverters
and thus the switching instant. One more time,raphasis is made on the cleanliness of the

design of output stages and clock blocks.

Channel 1 Scale 200 m¥/ Offzet 415 mY Coupling DC Impedance 50 Ohms

Time baze Scale 100 pz/ Position 2. 8872 hs Reference center

Meazure Eye jitr EMIcg) Eye widthlcgl Eue height (cg)
mean 13,24 ps 202.21 ps 636.0 my

Figure 5-23 Eye diagram of the 2.6GS/s output

Summary of measurements with a 2.6GHz main clock

Above measurements have been summarized in TableThe power consumption
has been measured for the whole chip, due to thglesilV power supply. The relative
contributions of the output stages and the coree Hzeen evaluated during first prototype

measurements, where the output buffers consumpétierbeen evaluated separately.
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2.6GHz clock
650MHz 1.95GHz
channel channel (image
ACPR (5MHz wide channel) 53.6dB 44.3dB
Max Channel Power -3.9dBm -15.8dBm
EVM 1.24% 3.42%
Output jitter 13.2psus
SNDR (BW = 30MHz) 53.6dB 40.3dB
In-band noise floor -129.5dBm/Hg  -129.4dBm/Hz
Peak output power 3.1dBm -8.59dBm
total 69MmW (1V)
c OnF')Scl)JVr\r/1e|Z)rti on output stages 39mw
core 2 x 15mwW

Table 5-1 Summary of measurements with a 2.6GHz clock

5.2.3.3 Measurements at other frequencies

Each parameter measured previously for the 2.6GHn rock frequency will be
studied here for clock frequencies from 200MHz @H%, thus addressing bands from
50MHz to 1GHz (from 1GHz to 3GHz for the image bamdth a proportional bandwidth.
The input power is fixed for these measurementsvamdan assume that the power behavior

will be similar for all frequencies.
Power consumption

The power provided to the 80resistive loads is equal to 20mW under a 1V supply
voltage. In fact, the two differential outputs deli a 1V delta-sigma signal, whose average
voltage is 0.5V. It leads to 10mA of current congtion into the 5@ load and consequently

to a global power consumption of 20mW for the tviffedential outputs.

Power consumption has been plotted on Figure 24édch clock frequency between
100MHz and 4GHz when the circuit is in its activats. This supply voltage has to be
adjusted, so that the chip is operating propertyiarshown in this figure for each frequency.
The power consumption has been measured and thkddo a 1V supply voltage reference
for comparison and tendency analysis. It shows timatswitching losses increase with the
frequency with a nearly 20mW/GHz slope.
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Figure 5-24 Chip total power consumption as a function of the clock
frequency
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Figure 5-25 ACPR versus carrier frequencies for fundamental bands

The ACPR has been measured for different workirgpguencies with a -3d8
channel. Considering the fundamental bands, Fi§t26 shows the ACPR for alternate and

adjacent channels as a function of the carrieruiaqy. The channel width is proportional to
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the carrier frequency and equals to 3.84MHz for6B6MHz center carrier frequency. The
measured ACPR stays higher than 50dB for everyuéreqy, except for the 1GHz carrier
frequency. The UMTS requirements for ACPR are 38 4BdB for adjacent and alternate

channels. These specifications are fully completed.

Figure 5-26 shows a similar plot with the ACPR meament extended to the image
band. As explained before, the ACPR is attenuatedilimut 8dB for image bands. The
measured values are around 43dB from 1GHz to 3@Hey are at the limit of the 43dB
requirement for alternate channels, sometimestla ltorse. The measured difference for
particular frequencies could be explained by a wemsitive device to every parameters of the
test setup (supply voltage, clock frequency anddi®S and even perturbations brought by the

digital inputs).

Fundamental band Image band
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: : : i requirements
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a 30
o
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Figure 5-26 ACPR versus carrier frequencies for fundamental and image
bands
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Evolution of SNDR
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Figure 5-27 Measured SNDR for different main clock frequencies

The SNDR has been measured with a sine wave awvaVviidz (its frequency is
proportional to the clock frequency) and with aBgglpower. It is plotted in Figure 5-27. The
SNDR is calculated by measuring the ratio of tlggal power to the noise power inside a
bandwidth relative to the sampling frequency. lowh an almost constant SNDR value,
except for two measurement points (at 1.4 and 4Gétz)which the noise level was
particularly high when measured. The high noiserflior the 4GHz clock frequency (1GHz
carrier frequency) could explain the degraded AQRBasured at this frequency in the
preceding section. Measurement errors could beorsdple for the isolated measured value at
1.4GHz.
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Evolution of EVM
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Figure 5-28 Measured EVM as a function of the main clock frequency

The Error Vector Magnitude is plotted on Figure&da a function of the main clock
frequency. It has been measured for the fundamedmdads with a frequency-relative
bandwidth QPSK modulated channel at a dBeak power. From 200MHz to 4GHz, the
EVM stays under 6%, most of the time around 2%leljrades itself at particular frequencies

around 1GHz, probably due to measurement inceditidl clock frequencies near 4GHz, the

EVM also increases, thus reflecting the previouseokations.
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Evolution of the channel power
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Figure 5-29 Output channel power versus the main clock frequency

The channel power has been acquired and measutadtivei Agilent Modulation
Analyzer. This output channel power is not constaith the frequency. It varies by about
4dB, depending upon the working frequency, as showRigure 5-29. The maximum output
power is around -2dBm. Around a 1.2GHz and a 3Gldekcfrequency, the output channel
power degrades to -5.5dBm. These variations areé teaexplain. The inserted balun could
influence the channel power by amplitude and phasematch and insertion losses. A
characterization of the implemented balun mustdréopmed in order to define if the balun is

really responsible for these variations or if othgpects interfere.
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Evolution of the jitter
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Figure 5-30 Data and clock jitter versus the main clock frequency

The output jitter is responsible for a huge parthaf degradation on the output signal
in-band spectrum. This analog behavior has beersumed by acquiring the output data
stream on an Agilent Infinilum oscilloscope. Figuse30 plots the measured values for
different frequencies. First, the jitter has beerasured when the circuit is in active state with
input data. The data jitter increases with thelclivequency. It goes from 6pgs at 1GHz to
almost 15pgus at 3.5GHz. When the circuit is in the reset statgputting a periodical signal
at a fourth of the clock frequency, the jitter fer every frequency, around 2pg&. This
demonstrates that the output data jitter does aptecfrom the clock path. It rather comes
either from the disturbances of the digital corétawng activity on the clock signal or from
the data-dependent behavior of the mixer and oustjagies.

Summary of measurements

Performances described for the 2.6GHz clock frequeemains relatively constant
for other frequencies operation, up to 4GHz. ACP&surements show values above 50dB
for fundamental bands and around 43dB for imaged$art fulfils UMTS ACPR
requirements for most frequencies. SNDR stays ar&@®aB, although the chip performances

degrade for a 4GHz clock frequency. EVM stays ui@dérfor all frequencies when measured
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with the maximum channel power. The whole chip pogasumption is of course increasing
with the frequency with a 20mW/GHz slope.

However, channel power and jitter varies with tregfiency. More investigations are
needed to explain the channel power variations.jitiee increases with the frequency, which

is not surprising, due to the interactions betwiendigital core and the clock signals.

5.2.4 Comparison with similar works

This work [10]
Max Clock Frequency 4GHz clock 700MHz clock
Max Carrier Frequency 1GHz channgl 3GHZ channel 175MHz channel
(image)
Max Adjacent ACPR (5MHz wide 55dB @ 445dB @ 50.26dB
channel) 500MHz clock| 2.4GHz clock '
Max Alternate ACPR (5MHz wide 57.2dB @ 47dB @ 40 27dB
channel) 500MHz clock| 2.4GHz clock '
. 25mW (1V) @ 700MHz clock
Total Power Consumption 69mW (1V) @ 2.6GHz clock 139mW (1.5V)
Total Silicon Area 3.2mm2 5.2mm?
Process 90nm CMOS (GP) 130nm CMO$

Table 5-2 Comparison with similar works

The only similar work has been reported in 2004],[but for IF frequencies. The
clock frequency was 700MHz for a 175MHz IF carfieguency. The ACPR measured for a
5MHz WCDMA channel are 50.26dB and 40.27dB, respelst for adjacent and alternate
channels. In their system, t& modulators bandwidth is pretty much the same as th
channel bandwidth, what explains the bad valualt@rnate channel ACPR. The quantization
noise is already increasing due to the limited badth. It employs a current output and the
full-scale current is 11.5mA. The die area of thg is 5.2mm?2 and it consumes 139mW
with a 1.5V supply.

Our work offers a higher working frequency, a largandwidth, a better ACPR for
the fundamental band, a lower power consumption asthaller die area, as compared in

Table 5-2.
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5.3 Conclusion

Two 90nm CMOS chips has been designed and fabdi¢eden a STMicroelectronics
process for demonstrating the digital transmitterppsed concept based a& modulation.
The first chip was not functional but brings valleamformation for a redesign. The second
chip has shown functionality up to a 4GHz main kléequency, thus addressing a 1GHz
maximum carrier frequency (or 3GHz if the image dais considered). Measured
performances fulfill requirements for most standarsuch as UMTS. Performances in the

image band are a little lower, due to the inhesamtattenuation.

For a 2.6GHz clock frequency, the measured ACP&dand 53dB for a 5SMHz wide
channel and the channel output power is -3.9dBne. SNDR is about 53dB over a 30 MHz
bandwidth. The EVM is lower than 2%. The chip canegs 69mW on a 1V supply voltage
and occupies a 3.2mmz2 die are (0.15mm? for theeaectiea).

Those parameters remain almost constant for workieguencies from 200MHz to
4GHz.

The designed chip settles the state-of-the-atlirbased digital RF signal generation

in terms of working frequency. The measurementltesbtained on this prototype are high
enough for this kind of digital chip to replace sixig analog implementations in a near

future.
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CONCLUSION

For the field of mobile communications, a digitdf Ransmitter usingX modulation
has been demonstrated. A prototype 90nm CMOS chfp been designed, which fulfils
requirements for standards such as UMTS. One optiential advantages of a 1-bit coded
digital RF signal is the ability to use class-Ststived power amplifiers having a very high

efficiency.
Parallel works

The architecture demonstrated here is the firsbnted transmitter chain using 1-bit

digital AX .modulation working in the RF domain

Previously, as evoked in the state-of-the-art arehsurement results, the nearest
implementation was made by Sommarek et al. [102004 for IF frequencies. The main
clock frequency is 700MHz and the obtained ACPR5@526/40.27dB for adjacent and
alternate channels. Our work marks a great advianttes field by moving the IF conversion

to RF frequencies.

Several works on transmitters from other resea@eims have been performed during
the three years of this thesis work. Two of thased great interest [68, 69]. They explore a
different way by proposing a Digital-to-RF ConversiDRFC). A multi-bit D-to-A converter
is merged with the mixer into the DRFC block.

In [68], 10-bit 307.2MS/s signals are applied te thRFC. A 41/56dB ACPR is
obtained for WCDMA 5MHz channels and an output powk 25dBm. The EVM stays

below 2% over 60dB of control range.

In [69], aAX modulator is used to reduce the number of bitaired in the DRFC to 3
bits. TheAX modulator uses a second-order MASH structure getabes with a 2.5GS/s
sample rate. The MASH structure has been choserntdasimplicity and relatively short
critical path, only composed by a 12-bit adder. #sgpate style adder with a differential
sense-amplifier flip-flop scheme has been desigridte aiming standard is mainly the
~500MHz bandwidth WLAN around 5GHz. The proposedaapts and the chip design are
very valuable and depict very good results. For mamson with our work, this

implementation only works with very simph& modulator structures and is not compatible
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with more complex structures, such as tieoBder zeros-optimized architecture used in this
thesis.

The DRFC structure is of great interest. Howevere disadvantage of the DRFC
structure is that it requires on-chip matching. &tver, this structure operates inherently in
current-mode, limiting at low voltage the maximuwwer that can be delivered to a load. In

particular, class-S amplification is incompatiblghna current-mode output.
Reconfigurability

The proposed architecture opens a way for easynfigooability and flexibility. The
topology chosen for th&X modulators achieves a low and flat noise floordas band equal
to the clock frequency divided by 80. The possitafigurabilities in this prototype are to
change the clock frequency value and the basebmmhls to transmit. The frequency
planning has to be carefully investigated. Thusergvstandard, up to a 3GHz center
frequency, can be addressed with the fundamentahage band, keeping in mind that the

image band offers worse performances.

For optimum reconfigurability, coefficients of thaX modulator should be
dynamically modified in order to place poles andogein a location appropriated to the
aiming standard. Investigations on coefficient rdiguration have not been yet engaged but

should be stated as an objective for such an aathite.

We have recently begun to work on the possibletioceaof zeros of theAX noise
transfer function [70]. We have imagined to inceeéise order of thAX modulators and to
place the added zeros in the band in which theenmisistraints are the hardest to reach for
any given standard. Doing this would greatly rethe filter requirements. A method for
automatically placing poles and zeros for high-orle modulators has been developed. An

example, shown in Figure C - 1, has been taken foMTS/DCS1800 reconfiguration.
The UMTS configuration clearly shows 3NTF zeroghe UMTS TX band (one of

them at the center band frequency and the two othear the band extremity). A zero has
been placed in the DCS TX band and another in tMT® RX band. The zeros are
symmetrical around the carrier frequency. For th€SI800 configuration, the clock
frequency has changed and A& modulator coefficients are modified. It leads toet

placement of a zero on the DCS RX band (the otheri®not in any specific band).
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Figure C - 1 Output spectrum of a digital transmitter implemented with a
configurable 5" order AZ modulator in (a) UMTS configuration and (b)
DCS1800 configuration

Future directions

The chip developed in this thesis work is at a gisgte state. Many enhancements
must be done in order to be able to replace adgaatsly the components in place and to
integrate it into a complete transmitter.

First of all, techniques for achieving very highesd computations inside thex
modulators have demonstrated a possible implementaith a 90nm CMOS process. Going
further with smaller and faster process will surepen a way to reduce the core complexity.
For example, investigations in 65nm have shown #iatransistor level design, the dynamic
logic could be replaced by simpler DPL static add&or the same kind of application, the
latter logic style is, with a given technology, wkr than dynamic logic style but is sufficient
when implemented with faster transistors. This rhication heavily reduces complexity, as

the DLL 3-phase clock generation block becomesessednd the clock tree simpler.

Next, the filtering capability of such a digital Rétream, with huge out-of-band
guantization noise, remained to be proven. BAWerfdtare a good candidate to such an
application [32]. They are recently investigatedidie the MOBILIS IST European project
[71]. The goal of the MOBILIS project is to enaldigital multi-band handsets by developing
digital transmitter modules, combining a SoC digitéegrated circuit (IC) with BAW filter
and SiP RF power module along with a power ampliied BAW filter/duplexer. Main
challenges are the power handling capability andatthn of BAW filters as well as the

impedance matching between switching-mode DACsBAWMY filters.
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Other ways of output filtering must be investigatad interesting way is developed in
Axel Flament's thesis [65]. Power combining is penfied with transmission lines to replace
traditional power amplification stages. As it isdigital implementation, the proposed
structure enables a FIR filtering capability, whicbuld greatly relax the constraints on
antenna filtering stages. This structure is in adey with aAX-based RF signal generator, as
it takes advantage of the high efficiency of swinghpower amplification.

All-digital transmitters withAX modulation are serious candidates to replace egsel
terminals analog front-end blocks. They offer rdaurability, flexibility, robustness,
reduced power consumption, better efficiency antiebentegration. But many bottlenecks
still need to be overcome...
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Résumé en francais

Le domaine d’application de ce travail concernedesmmunications mobiles et plus
particulierement les architectures de transmissioa. travail de recherche introduit une
architecture de transmetteur numérique qui peraitettte remplacer avantageusement les
solutions matérielles actuelles. Cette architectineeprofit de la modulatioAX d’'un signal
suréchantillonné qui permet de quantifier un manértque sur 1 bit sans toutefois perdre
I'information utile dans le bruit de quantificatiapporté. La trés haute cadence de cette partie
numérique met en avant des limitations qui sonisuatées par des techniques innovantes.

Un circuit prototype en 90nm CMOS a été dévelopmdr plémontrer le concept proposeé.

L’'organisation des parties est la suivante. Darespremiére partie, la notion de radio
logicielle est abordée. Un état de l'art sur leshadectures d’émission est effectué pour
replacer l'architecture proposée dans son contdxtéin, les principales spécifications du
standard UMTS sont données. Ce standard seragmime exemple, dans un premier temps,
pour la conception du circuit. La deuxiéme partigcrd I'architecture du transmetteur
numeérique propose, en axant sur les choix architegk. La troisieme partie est centrée sur
le modulateuAX et décrit toutes les techniques utilisées afipaevoir faire fonctionner ce
systéme numérique a cadence rapide. Le quatriena@iteh décrit la conception du
transmetteur au niveau transistor. Chaque blodésit en mettant en avant le schéma et le
layout utilisé. Le dernier chapitre est consacre mnesures sur les circuits prototypes. Les

composants de tests et les résultats de mesuredéaitlés et comparés avec la littérature.

Ce résumé en francais détaille, de facon conciseamtle le contenu de chaque
chapitre en anglais, en mettant en avant les ctsggpposes, les limitations rencontrées et

comment elles ont été surmontées.
Contexte

Radio logicielle

Le concept de radio logicielle imagine un transmettpour les communications
mobiles comme étant un bloc de traitement de sigmaltifonctions et totalement

reconfigurable. Il pourrait se placer juste devantconvertisseur numérique-analogique et



I'antenne d’émission, afin de fournir le signal B&siré selon le standard sélectionné (Figure
1-1). Devant la profusion de standards existantd wenir (GSM, UMTS, Wi-Fi, Wimax, 4G,

etc...), ce genre de terminal mobile universel senagt révolution.

Etat de I’art sur les architectures de transmetteurs

La tendance est de numériser progressivement linehdémission afin de se
rapprocher du concept de radio logicielle. Tradmiellement, les architectures d’émission
sont entierement analogiques (Figure 1-3 et Figud@. La conversion N/A est réalisée en
bande de base. On distingue deux implémentatiossilies selon que la transposition en RF
se fait en une ou deux étapes. Ces structuresrespectivement appelées homodynes et
hétérodynes. Récemment, des architectures utilisaat conversion N/A aux fréquences
intermédiaires (IF) ont été proposées (Figure 1EHEs sont principalement basées sur des
modulateursAX et des mélangeurs numérigues en quadrature. E#icpncept est étendu
aux fréquences RF (Figure 1-8). Cela permet dagtilides amplificateurs de puissance
commutés, offrant une trées bonne efficacité. A oer,j aucune implémentation aux
radiofréquences n’est reportée. Le concept est dégnadans la littérature théoriquement et
par des simulations. Le but du travail présentéegti de démontrer par un prototype la
faisabilité d’'une telle architecture et sa possibiplémentation dans des technologies CMOS

nanometriques.

Spécifications du standard UMTS

Nous nous intéressons ici a la couche physiquaJd&TlS dont les spécifications sont
données par 'ETSI. En émission, TUMTS utilise unende de 60MHz située entre 1,92 et
1,98GHz. L'UMTS utilise une technique d’'acces nplés par codage (CDMA).
L’information est étalée sur des canaux largesMeéls d’'ou le nom de WCDMA (W pour

Wideband). Les spécifications qui nous intéressent les suivantes :
* Le masque d’émission spectrale en bande (TabletlFigure 1-13).

* Les valeurs dACLR (Adjacent Channel Leakage Rapour les canaux
adjacents et alternatifs (Table 1-2). Ces valeoin$ eespectivement égales a 33
et 43dB.

* Les émissions parasites qui définissent la puigssaraximale a I'antenne pour

certaines bandes de fréquence (Figure 1-14 et Thidp Les contraintes



proviennent principalement des bandes dédiées &daption UMTS et
DCS1800 ainsi que des bandes GSM.

e Lavaleur dEVM dont le maximum est de 17,5%.
Architecture du transmetteur numérique

Choix de l’architecture

Le but de cette architecture est de fournir unalignbit suréchantillonné contenant
linformation du signal RF a un amplificateur de iggance commuté. L’architecture
envisagée est constituée autour d’un modulateuret d’'un transposeur numérique en
guadrature. Le modulatenZ quantifie le signal numérique en une séquenceléncz rapide
sur 1 bit. Le bruit de quantification apporté espaussé en dehors de la bande utile. La

transposition numérique permet de placer le signaur de la frequence RF porteuse voulue.

Deux architectures sont envisageables (Figure Rébpremiére utilise un modulateur
AY passe-bande suivant une transposition numériqusighal. La seconde utilise deux
modulateurs passe-bas sur les voies | et Q, sdiuige transposition numérique sur un seul
bit. La seconde solution a été retenue car ellenpede simplifier fortement le bloc de
transposition RF et de réduire par deux la caddiéghantillonnage des modulateus.

La cadence d’échantillonnadge du bloc de transposition est égal a 4 fois ladedge
centrale du standard (1,95GHz x 4 = 7,8Géch/dje @es modulateurdX est alors de la
moitié (3,9Géch/s). Pour rentrer dans les spétifina dynamiques du standard, les
modulateurs congus sont du troisieme ordre avecapport de suréchantillonnage de 40
(bande passante de 100MHz).

Transposition numérique RF 1 bit

En choisissant une configuration passe-bas poumtstulateursAX, on a largement
simplifié I'opération de transposition RF, puisgu’oe travaille plus que sur un seul bit. Les
données de sortie des modulateAsdes voies | et Q sont multipli€ées numériguementupa
sinus et un cosinus a la fréquence centrale, éllbants aF. Cette multiplication
numerique revient a faire une opération de multigde entre les voies | et Q, telle que la

sortie est la séquence constituée |_[1)3D|_6] Cette opération devient tres simple a réaliser

sur un faible nombre de bits.



Par contre, un probleme de synchronisation des d®ies apparait. En effet, les
modulateurs fonctionnent de maniere synchronesetdées | et Q ne sont plus en quadrature
lors du multiplexage. Une image du canal appataisae I'autre coté de la porteuse (Figure
2-7). Pour éviter ce phénomene, une interpolatioéalre est constamment réalisée sur la

voie Q avant les modulateutx.

Architecture proposée

L’architecture proposée est présentée sur la Figuté. Elle est basée sur les deux
modulateursAX et le bloc de transposition RF décrit plus hautaudes blocs sont
nécessaires dans cette chaine de transmissiobld@sssont les suivants :

» Un traitement en bande de base qui met en formgidesux d’entrée selon le

standard considéré.

e Un bloc de conversion de cadence qui réalise ungersion non entiere et

suréchantillonne les signaux jusquFa ./2

* Les deux modulateurdX passe-bas qui transforment le signal numérique
d’entrée en un signal 1 bit, dont le bruit de qifeattion est repoussé hors

bande.
* Un bloc de transposition numérique RF sur 1 bit.
* Un amplificateur de puissance commuté.
» Unfiltre d’antenne

Le choix a été fait de considérer non pas un cahil'S, mais la totalité de la bande

du standard (soit 60MHz), afin d’avoir un bruita@ement uniforme dans la bande passante.

Le traitement en bande de base

Le traitement en bande de base est constitué @s pkrmettant la mise en forme du
signal (Figure 2-17). A partir des données a tratigm le signal est étalé sur 3,84MHz et
embrouillé afin d’avoir son propre code. Ensuite filtre a cosinus surélevé avec un roll-off
de 0,22 permet de limiter la bande occupée paatalca 5SMHz. Des filtres demi-bandes
permettent de suréchantillonner le signal afin tdiatlre une cadence de 122,88Méch/s.
Finalement, un algorithme numérique de CORDIC #&lsé pour placer le canal de 5SMHz
sur une sous-porteuse dans la bande de 60MHz ddasth Le signal de sortie généré est
présenté sur la Fig 2-10.



La conversion de cadence

La cadence du signal en bande de base est dépendanta cadence symbole
(3,84Méch/s). C’est un multiple de cette caden@2,88Méch/s, ici). Par contre, la cadence a
I'entrée des modulateurs: est de 3,9Géch/s. Pour palier au fait que le ndpgrdre ces deux
fréquences soit non entier, on peut rajouter uraldge sur la fréquence de sous-porteuse, en

bande de base, selon la Table 2-2.

Ensuite, le signal doit étre suréchantillonné paiR&gure 2-20). Des simulations ont
montré qu’'un premier filtre FIR demi-bande tréscefte permet de s’affranchir du filtrage
des étages suivants. Ces étages deviennent deesimpgrpolateurs d’'ordre 1, relativement
faciles a implémenter. En effet, les images réatdade ce manque de filtrage seront noyées
dans le bruit de quantification hors-bande généarégs modulateursx.

Les modulateurs AX numériques

Un modulateuAX est composé d’'un quantificateur, assimilable asmece de bruit
blanc, et d'une boucle de contre-réaction. Ce syst@ossede des fonctions de transfert
différentes pour le signal et pour le bruit de difmation. Pour le signal, la fonction de
transfert est plate dans la bande passante, tgadipour le bruit, elle présente une fonction
de filtrage qui atténue le bruit en bande et leousge en dehors de la bande utile. On peut
ainsi coder, sur trés peu de bits mais avec usebivane dynamique, des signaux limités en

bande.

L’architecture des modulateurs passe-bas du trossigrdre est présentée sur la Figure
2-23. Elle a la particularité d’avoir une boucle r@éour permettant de placer des zéros aux
extrémités de la bande considérée, permettant diélsirgir la bande passante et d’avoir un

bruit de quantification relativement plat dans edli (Figure 2-24).

Les performance simulées indiquent un ACPR d’emviv®dB pour un canal de
5MHz et un SNDR de 76dB (13 bits efficaces).

L’amplificateur de puissance et les filtres d’antenne

L’amplificateur de puissance est ici considéré camom convertisseur N/A. Sa
topologie est relativement simple, puisqu’elle d¢stes en une chaine d’inverseurs de
dimensions croissantes (Figure 2-11). L'efficatitéorique d’'un tel étage est de 100%, mais



des pertes lors des commutations et de la puisshssipée statiguement ou dynamiquement
réduisent cette efficacite.

D’autres non-idéalités perturbent le signal de isort’asymétrie des fronts est
compenseée par une structure de sortie différeatiBlar contre, le jitter sur le signal de sortie

dégrade le spectre en augmentant le bruit darsndeb

Le filtre d’antenne doit étre capable d’atténuebreit hors bande, notamment dans les
bandes de réception d’autres standards. Des texgiasltelles que les filtres BAW pourraient

permettre un filtrage efficace de ce genre de signa

Conception systéme du modulateur AZ

A partir de la structure du modulateNE définie précédemment, des optimisations
sont nécessaires pour permettre de réaliser lesatap®s logiques a haute cadence
(3,9Géchs/s) a l'intérieur du systeme. Dans un fetemps, I'accumulateur présent dans
I'architecture précédente sera remplacé par ungratéur (Figure 3-2). Ensuite, les
coefficients du modulateur vont étre arrondis gusésance de deux la plus proche, selon la
Table 3-1, afin que ces opérations ne prennentrademps de calcul. En effet, elles
consisteront en de simples décalages des bits ideaug internes. Les performances
dynamiques sont peu affectées. Le SNDR est dégfadeiron 3dB tandis que I'ACLR est

de 74,7dB et 72,2dB, respectivement pour les caadjacents et alternatifs.

Utilisation de l’arithmétique redondante

Le chemin critique est constitué par un additiomnzwt entrées précédant 18"2
registre (Figure 3-4 et Figure 3-5). En utilisantelarchitecture classique en complément a 2,
le chemin critique est réduit a deux additions essives sur environ 16 bits. La cadence
d’échantillonnage visée est de 3,9Géch/s, soitrem250ps de période. Ce qui laisse moins
de 125ps pour une addition 16bits (en omettardrigs de propagation des bascules, qui sera

bien sOr non négligeable).

En utilisant des additionneurs a retenue bondiss@CA (Figure 3-7)), le temps de
propagation est environ égal au nombre de bitsiptigl{par le temps de propagation unitaire
d’un additionneur complet (FA), ce qui est biené&igur au temps disponible. Des structures

a anticipation de retenue permettent d’amélioreieiaps de calcul total. Malheureusement,

Vi



méme avec des portes logiques rapides (en logidRk, Par exemple (Figure 3-9)), la
contrainte de temps ne peut étre respectée.

L'utilisation d'une arithmétique redondante, pouemmplacer I'arithmétique en
complément a 2 permettrait d’atteindre la cadengsirée. En arithmétique redondante de
type Borrow-Save (BS), chaque signal sur N bitcede par 2 x N bits, la moitié codant pour
du positif et I'autre moitié pour du négatif (FiguB-10). Ainsi, un nombre donné peut étre
codé de plusieurs fagcons différentes, d’ou le n@ndedondant ». Ce codage permet de
réaliser des additions en temps constant, sansagatipn de retenue, ce qui nous avantage

dans le type d’architecture implémentée.

On construit, & partir de cellules FA traditionesll des cellules appelées signed-FA,
qui constitueront les blocs de base de l'architect{rigure 3-12). Chaque bloc est détaillé
dans les figures suivantes (Figure 3-17 a Figuld)3-Le chemin critigue est maintenant
composé d’au maximum trois cellules FA successikes.performances du modulateur sont

guasiment identiques aux performances précédentes.

Quantification non exacte et pré-évaluation du signal de sortie

Le quantificateur de sortie est sur deux niveawbifl et définit donc le signe du
signal entrant. Malheureusement, avec un nombré& &vd arithmétique redondante, on a
difficilement acces a cette information. En effééterminer le signe d’'un nombre codé en
arithmétique redondante revient a propager un@ueta travers tous ses bits. On a déplace le

probléeme du chemin critique sur le quantificateur.

Une étude des performances du modulateur en fondionombre de bits pris en
compte dans la quantification a permis de mettréwtience que les parameétres dynamiques
sont tres peu dégradés si on réduit le nombre tdedni quantificateur (Figure 3-24). Dans
notre cas, nous avons pu réduire ce nombre a.Jd@tplus, une étude logique a montré, dans
I'architecture particuliere implémentée ici, que dggne pouvait étre déterminé par une
fonction a 3 entrées. Les performances sont tggréénent dégradés (Table 3-5). L'ACLR
est de 68,8 et 67,4dB pour des offsets de 5 et ZOIMH

Méme si la fonction logique du quantificateur a Bduite, elle occupe un certain
temps de calcul. L'idée a été de traiter cette af@m en paralléle avec le dernier étage
(Figure 3-26), en pré-évaluant le signe du sigeaattie.

VI



Conception circuit du transmetteur numérique

Description du circuit intégré

Le circuit intégré contient les blocs de suréchiamiage par 16, les modulate s,
le bloc de transposition numérique et les buffexspdeamplification. A cela s’ajoutent les
blocs de génération (basé sur une DLL) et de digion des horloges, ainsi que les blocs de

controle (Figure 4-1 et Figure 4-2).

Le premier circuit prototype a été concu dans wehriologie CMOS 90nm de
STMicroelectronics. Le layout est présenté suritpufe 4-3. Il mesure 3x1mm?2 et comporte
96 pads. On trouve 13 pads d’entrée numériqueslpswoies | et Q sur les parties hautes et
basses du pad ring, ainsi que des sorties numérpprallélisées. A gauche se trouve I'entrée
d’horloge et a droite les pads de sortie RF. Uroiséqrototype a ensuite été concu dans la
méme technologie afin de corriger les erreurs anéliorer le fonctionnement du circuit. Les
modifications apportées sont détaillées dans Ipitiessuivant.

Le bloc de conversion de cadence

Le bloc de conversion de cadence a pour role deckantillonner le signal entrant de
243,75Méch/s jusque 3,9Géch/s. Ce suréchantill@resy du premier ordre et est donc
facilement construit avec des bascules cadencéss das horloges a ces fréquences. Deux
schémas d’horloges ont été utilisés pour chacunpde®types (Figure 4-4 et Figure 4-5).
Dans le premier prototype, le circuit intégré génknorloge a 250MHz a partir de celle a
4GHz et les instruments sont contrdlés avec cettde. Dans le deuxieme prototype, c’est
I'inverse qui est utilisé. L’horloge a 250MHz esh@née de I'extérieure et resynchronisée en
interne. Sur la voie Q, le circuit permettant Erpolation linéaire, pour éviter la mauvaise

synchronisation des 2 voies, est présenté suglar¢i-7.

Les bascules utilisées dans ce bloc sont des lessdyhamiques utilisant un seul front
d’horloge (TSPCFF). Ces bascules ont été créées gmuvoir fonctionner a haute cadence
grace a un systéme de précharge et d’évaluations&téma et son layout sont présentés sur
la Figure 4-8. Son mécanisme est expliqué surdarEi4-9.

La conception du circuit du modulateur AX numérique

Dans le chapitre précédent, on a montré qu’aveithfaétique redondante, 3 cellules
FA au maximum doivent étre traitées pendant un@geérd’horloge. L'idée a donc été de

Vil



diviser chaque période en trois parties, ou couch®&sur la conception circuit des
modulateurs, la logique dynamique a été identifiémme la plus rapide et la seule pouvant,
en CMOS 90nm, permettre au systeme de rentrer ldgmsriode désirée. L'utilisation de ce
type de logique évite de recourir a des basculascéntre, on a besoin d’'une horloge pour
chaque bloc. Nous avons donc besoin de trois hesldgne pour chaque couche), chacune
déphasée d'un tiers de période par rapport a alithe DLL, détaillée plus loin, permettra

de générer ces horloges. L’arrangement des celistgsrésenté sur la Figure 4-12.

Les cellules FA en logique dynamique sont totaléndéférentielles et sont basées sur
deux étages (Figure 4-13). Un premier qui aurafdestions de précharge et d’évaluation,
selon la polarité de I'horloge. Le deuxieme seranwerseur trois-états, le troisieme état étant
une fonction de maintien de l'information en sariaque cellule fonctionne donc en moins
de 83ps (tiers de période).

Ces cellules sont tres sensibles a la non-diffexé@t des entrées, du fait que le
systeme soit rebouclé. Ainsi, un circuit d’initedtion a d( étre intégré au circuit des cellules
de base, afin de pouvoir démarrer correctementléSpremier prototype, les sorties ont été
placées dans un état différentiel en tirant leematls a travers un transistor vers leurs
valeurs respectives (Figure 4-15). Cette technigeefonctionne que sur une gamme de
fréquences donnée, puisque la commande d'inittaisaloit arriver a un moment opportun
par rapport aux horloges. Sur le second prototypecircuit, comprenant des transistors
couplés, a été développé afin de garantir la diffgalité des signaux et un fonctionnement a
toutes les fréquences (Figure 4-16). Le layout@wicnumérique du circuit est présentée sur
les Figure 4-17 et Figure 4-18.

Génération et distribution des horloges

Une DLL est utilisée pour générer 3 horloges dépbmsa partir d'une horloge
principale (Figure 4-19). Elle consiste en des éléts de retard contrélables et d'un détecteur
de phase qui fournit une information sur le déppaste I'horloge de sortie (360°) par rapport
a celle d’entrée. Cette information est traitée yoa& pompe de charge qui contréle la valeur

des retards.

La ligne a retards est composée d’inverseurs enébaiqui comprennent deux
transistors supplémentaires (un NMOS et un PMOSis daur chemin de charge et de
décharge (Figure 4-20). Ainsi, en fonction de lasten appliquée sur ces transistors,

I'inverseur sera plus ou moins rapide. Le détectieuphase est basé sur une bascule RS. La



pompe de charge utilise une capacité sur lagub#evient ajouter ou prélever une certaine
guantité de charge, définie par le courant uti{is80uA, ici) dans la pompe de charge. On

obtient en simulation de trés bonnes caractérisidliable 4-1).

Mélangeur numérique et étage de sortie

La structure du mélangeur numérique est basée ssirpdrtes de transmission
pipelinées, afin de réaliser l'opération de mudizge (Figure 4-26). Une attention
particuliere a été portée sur le fait que les chendie données ne devaient pas dépendre des
données traitées. Pour cela une bascule a été&éndans I'architecture (Figure 4-27). L'étage
de sortie est composé d’'une ligne de buffers acaoiss Un diagramme de I'ceil de la sortie

RF, obtenu en simulation, est présenté sur la Eigt28.

Résultats expérimentaux

Premier circuit prototype

Le matériel de test pour le premier circuit estrdéafin de pouvoir d’'une part,
analyser le spectre de la sortie analogique etrdaart, acquérir les données numériques de
sortie (Figure 5-1 et Figure 5-2). Les signaux sgg@rmiérés sur un géenérateur arbitraire (AWG
420). Des cartes basées sur des FPGA ont été débsgpour suréchantillonner ces signaux
jusqu’a 250Méch/s.

Le circuit intégré a été bondé sur un substrat 412mm?2 sur des pistes de cuivre
large de 50um et espacées de 50um (Figure 5-3ulsrat est ensuite soudé sur une carte
fille abritant tous les composants utiles a I'alitagion et aux contréles. Deux connecteurs la

relient a une carte mere abritant les FPGA (Figu4e.

Les mesures sur ce premier prototype n’ont pagrétéueuses. Le circuit n'est pas
fonctionnel a haute cadence car de larges var@sont présentes sur les alimentations, dues
aux pics de courant a travers les bondings (Figdbeet Figure 5-6). Malheureusement, a
cause du systéeme d'initialisation, le systeme nest fonctionnel a plus basse fréquence. Le
fonctionnement du cceur n'a donc pas pu étre téé.contre, nous avons pu tirer des
informations sur les aspects du circuit a retrésaét quelques mesures sur I'étage de sortie,

notamment au niveau de sa consommation (Figuret3-ifure 5-8).



Deuxieme circuit prototype : changements et protocoles de tests

Les principaux changements apportés sont les dsivan

« L’alimentation a été retravaillée (regroupementtdetes les alimentations,
placement judicieux des pads d’alimentation et @desgn) et les pads ont été

espaces afin de faciliter I'étape d’assemblage.
* Des capacités de découplage ont été ajoutées cincué intégre.
» Le systeme d'initialisation a été revu (décrit dans partie précédente).

Les protocoles de test sont sensiblement identiquesux du premier circuit, a la

différence pres que les sorties numériques orgugiprimées (Figure 5-11).

Deuxieme circuit : résultats de mesure pour une horloge a 2.6GHz

Le circuit fonctionne comme désiré jusqu’a une tirece d’horloge de 4GHz (au lieu
des 7,8GHz prévus). Ainsi, le circuit peut adresser bande passante de 50MHz jusqu’a une
fréquence porteuse de 1GHz (voire 3GHz si la bamage est considérée ; on observe dans
ce cas une atténuation due au sinus cardinal).idmalsde sortie RF a été acquis avec un
oscilloscope numérique et le signal, une fois dradmme un signal numérique, a révélé la

fonction de transfert attendue pour les modulatadirg~igure 5-13).

Avec une fréquence d’horloge a 2,6GHz, une bandeuawe 650MHz a pu étre
adressée (1,95GHz pour la bande image). Le sigaatrée est soit un canal WCDMA de
5MHz de large modulé en QPSK, soit une sinusoidedga aux alentours de 5MHz. L'ACPR,
le SNDR et 'EVM ont été étudiés en fonction deplaissance du canal ou de la sinusoide.
Dans le tableau suivant sont regroupées les casditjées mesurées, dont toutes les figures
sont données (Figure 5-14 a Figure 5-23). Le dirmésuré rentre dans les spécifications
pour le standard UMTS.
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Horloge a 2,6GHz
Canal a Canal & 1,95GHZ
650MHz (image)
ACPR (canal de 5MHz de large 53,6dB 44,3dB
Puissance max du canal -3,9dBm -15,8dBm
EVM 1,24% 3,42%
Jitter de sortie 13,2p6s
SNDR (BW = 30MHz) 53,6dB 40,3dB
Bruit en bande -129,5dBm/Hz -129,4dBm/Hg
Puissance de sortie en pic 3,1dBm -8,59dBm
total 69MmW (1V)
Consommation | Etage de sortig 39mw
Coeur 2 x 15mwW

Deuxieme circuit : résultats de mesure en fonction de la fréquence

La consommation du circuit augmente en fonctionladéréquence avec une pente
d’environ 20mW/GHz (Figure 5-24). L'ACPR, ainsi qlee SNDR, mesurés a différentes
fréquences restent relativement identiques auxuvalmesurées précédemment (Figure 5-25a
Figure 5-27). L'EVM reste toujours inférieur a 6%idure 5-28). Par contre, la puissance du
canal varie fortement avec la fréquence. La vamatva jusqu'a 4dB (Figure 5-29).
L’explication n’est pas encore claire mais celav@ot probablement du balun utilisée pour la
conversion différentielle vers single-ended. Léefjitde sortie augmente avec la fréquence,
comme attendu a cause des perturbations des étogiques sur les alimentations et les
chemins d’horloge. Pour la plupart des fréquenkeesysteme rentre dans les spécifications

du standard UMTS, qui est un des plus contraignants

Une comparaison est effectuée entre ce travaih étavail réalisé sur une architecture
identigue mais fonctionnant en fréquences intermiégli (Table 5-2). Cette comparaison

montre une nette avancée de nos travaux, surtdetres de fréquence de fonctionnement.
Conclusion

Pour des applications de communications mobilestransmetteur numériqgue RF
utilisant la modulatiolAX a été proposé et démontré. Un prototype en techi@lO0nm

CMOS a été développé, qui respecte les spécifitatite la plupart des standards, tels que
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TUMTS. Un des avantages potentiels d’'un signal REnérique codé sur 1 bit est la
possibilité d’utiliser un amplificateur de puissancommuté, ayant une grande efficacité.
L’architecture démontrée ici est la premiere chaji@nission utilisant une modulatiok®

sur 1 bit reportée dans la littérature pour deguedices RF.

Les directions futures concernent principalementeleonfigurabilité dynamique du
systeme pour différents standards (DCS1800, etd.l'ijrgplémentation de cette architecture
dans des technologies plus poussées (65nm, parpdentn effet, les techniques
développées ici pourront étre implémentés avec eoreption circuit plus simple. Par
exemple, la logique dynamique, contraignante emdsrde gestion des horloges, pourra étre
avantageusement remplacée par de la logique statmpide comme la DPL, grace a un

process technologique plus rapide.

Dans un futur proche, le filtrage devra aussi étglié. Des filtres BAW pouvant
répondre a la demande de filtrage sont actuellengédmdiés dans le projet européen
MOBILIS. D’autres techniques pouvant réduire lestcaintes de filtrage sont aussi a I'étude,

comme par exemple, un filtrage numérique sur Ieradige sortie (these d’Axel Flament).

Les transmetteurs numérigues a base de modulat&ussnt de bons candidats pour
remplacer avantageusement les architectures agaksyactuelles des transmetteurs mobiles.
lIs peuvent offrir de la reconfigurabilité, de laXibilité, de la robustesse, une consommation
réduite, une meilleure efficacité et une meilleim&gration. Mais beaucoup de verrous

technologiques doivent encore étre surmontés...
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