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Chapter 0

Résumé en francais

0.1 Introduction

Les composants électroniques conventionnels sont basés sur la manipulation de la
charge électrique de 1’électron. Une autre propriété de 1'électron, le spin, n’ est
habituellement pas exploitée. La mécanique quantique nous indique que cette pro-
priété a le caractere d’un moment cinétique. Avec le moment cinétique orbital, il
est responsable du moment magnétique de 1’électron, et ainsi du phénomene macro-
scopique du magnétisme.

Le magnétisme est un sujet majeur dans la recherche d’aujourd’hui du fait que
ce phénomene quantique tres compliqué et fascinant n’est toujours pas entierement
compris et aucune théorie universelle n’existe. Cependant, les phénomenes ma-
gnétiques ne sont pas seulement intéressants pour la recherche fondamentale, mais
également d'une grande importance pour les applications. Les matériaux ferro-
magnétiques sont notamment déja employés dans la haute technologie, leur utili-
sation pour le stockage de données dans des disques durs est bien établie. Tan-
dis que la part de marché de certaines applications diminue, comme par exemple
Ienregistrement magnéto-optique, d’autres émergent : la logique magnétique of-
fre la possibilité impressionnante d’étre reprogrammable presque instantanement
[1]. Un autre produit phare est la mémoire magnétique a acces aléatoire (MRAM
pour Magnetoresistive Random Access Memory en anglais). Un effort de recherche
considérable est dirigé vers l'exploration des différentes réalisations possibles de
MRAM, entre autres la commutation de ’aimantation par I’application d’un champ
magnétique [2], la commutation de I'aimantation thermiquement assisté [3] et I'uti-
lisation du transfert de moment cinétique angulaire de spin [4]. Ce type de mémoire
offre des propriétés avantageuses, notamment la non-volatilité et sa résistance au
rayonnement, la prédestinant a une variété de nouveaux dispositifs.

L’utilisation du magnétisme dans la technologie de I'information a été rendu
possible par la recherche fondamentale sur les couches minces magnétiques, devenue
accessible grce aux améliorations en technologie de dépot de films minces.

Le confinement dans, au moins, une dimension a mené a une série de découvertes
dans les 20 dernieres années, comme le couplage d’échange intercouches [5] ou la
magnétorésistance géante [6] et tunnel [7]. Ces effets sont exploités dans les proces-
sus de transport dependant du spin en combinaison avec ’électronique convention-
nelle menant aux nouvelles applications. Ce nouveau champ de recherches, appelé
électronique de spin, (parfois 'spintronics’ ou 'magnetoelectronics’) fait progresser a
I’heure actuelle les recherches dans le magnétisme.
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Afin d’avoir une meilleure compréhension des processus physiques régissant les
effets découverts, une caractérisation précise des couches minces (ferro-) magnétiques
est nécessaire. Pendant plus de 50 ans, la technique expérimentale de la résonance
ferromagnétique (FMR) [8] a constitué un moyen fiable pour caractériser précisément
les propriétés des échantillons magnétiques, et, en particulier, des couches minces
magnétiques [9, 10]. La FMR possede un aspect intéressant supplémentaire : ’éva-
luation du comportement de 'aimantation a haute fréquence. Comme le débit de
données ne cesse d’augmenter, il existe un intérét élevé pour la dynamique a grande
vitesse dans les couches minces magnétiques.

Une version moderne de la FMR est la résonance ferromagnétique a 'aide d’un
analyseur de réseau vectoriel (VNA-FMR), qui s’est avérée étre un excellent outil
pour la caractérisation a haute fréquence, particulierement approprié pour I’examen
des échantillons sous forme de couche mince. Cet instrument du type perméametre
inductif offre la possibilité d’examiner des aspects de la dynamique de I’aimantation,
qui ne sont pas accessibles en utilisant la FMR classique : au lieu d’employer une
cavité résonante limitée a une seule fréquence de résonance, on utilise un guide
d’ondes coplanaire (CPW) pour créer un petit champ oscillatoire qui excite la
précession de 'aimantation. Puisque le CPW est adapté sur une large bande de
fréquences, il est possible d’acquérir des données résolues en fréquences au lieu de
balayer le champ magnétique. Le balayage de la fréquence a un champ fixe conserve
I’état de 'aimantation de I’échantillon, ce qui est avantageux pour 1’étude de certains
effets, comme, par exemple, le phénomene de I’anisotropie magnétique d’échange.

La capacité de changer indépendamment le champ magnétique et la fréquence
est également une condition requise pour une étude quantitative du parametre
d’amortissement de 'aimantation, qui peut étre calculé a partir de la largeur de
la raie de résonance. L’amortissement de 'aimantation est toujours un sujet de
recherche fondamentale : le parametre d’amortissement est introduit phénoménolo-
giquement et la possibilité de le manipuler serait avantageuse dans une variété des
dispositifs. Les mesures de la largeur de raie a large bande sont nécessaires pour
séparer 'amortissement “intrinseque” des contributions extrinseques [11, 12].

Une détermination précise de 'amortissement est également intéressante pour un
nouvel effet utilisé par I’électronique de spin : le couple de transfert de spin [13, 14].
Cet effet ouvre les portes a des applications différentes, comme la commutation de la
direction de l'aimantation [15] ou les oscillations de I'aimantation auto-entretenues
par application d’un courant électrique [16, 17, 18]. Dans les deux cas, les courants
de seuil, qui s’appellent le courant critique et le courant d’instabilité, dépendent de
la valeur du parametre d’amortissement.

Ce travail de these est consacré au développement de la résonance ferromagnétique
a I’aide d’un analyseur de réseau vectoriel, et a son utilisation pour la compréhension
de la dynamique de I'aimantation de couches minces magnétiques typiques. Bien que
cette technique soit une approche prometteuse pour la métrologie de la dynamique
de 'aimantation dans les couches minces, elle n’est apparue que récemment et sa
standardisation n’est pas encore accomplie. Nous avons ainsi établi un traitement
des données approprié pour une géométrie de transmission d’ondes, ol une anal-
yse rigoureuse est possible. En utilisant cette méthode comme standard de qualité,
nous avons comparé plusieurs simplifications de l'expérience, en particulier aussi
I’exploitation d’une réflexion a I'extrémité du guide d’ondes, permettant un disposi-
tif expérimental plus compact et plus sensible.

En utilisant notre montage expérimental, nous avons étudié plusieurs couches
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minces type, y compris des multicouches, des systemes avec une anisotropie magné-
tique d’échange et des alliages amorphes. Deux traitements de bombardement d’ions
ont été examinés pour améliorer les propriétés des multicouches Fe/Au. En combi-
naison avec des caracterisations structurales, la technique VNA-FMR s’est montrée
adéquate, donnant des preuves claires des améliorations induites par le bombarde-
ment ionique : une rugosité d’interface réduite et une largeur de la raie de résonance
ferromagnétique mieux définie. Nous avons également étudié le phénomene de
I'anisotropie magnétique d’échange dans des systemes IrMn/NiFe et IrMn/CoFeB,
ou les caractérisations conventionnelles peuvent assigner seulement une valeur unique
au champ d’échange par boucle d’hystérésis. En utilisant la technique de VNA-FMR,
nous avons pu déduire le champ d’échange agissant sur I’aimantation de la couche
ferromagnétique a chaque point de la boucle d’hystérésis. Nous avons démontré
comment il évolue avec I’histoire du champ appliqué, donnant une meilleure com-
préhension de I’évolution de I’état micromagnétique de ’antiferromagnétique. Enfin,
nous avons étudié des alliages de CoFeB, afin de mettre en valeur leur parametre
d’amortissement effectif et leur constante de la raideur d’échange. Nous avons
montré que le recuit thermique et la cristallisation suivante pouvaient déclencher
une augmentation du parametre d’amortissement. Un lien peut étre établi entre nos
résultats et 'augmentation du courant critique dans des expériences de commuta-
tion avec le couple de transfert de spin dans les jonctions tunnel magnétiques a base
de CoFeB.

0.2 Résumé

Les chapitres 1 et 2 sont concus pour introduire les notions de base théoriques et
expérimentales.

Dans le chapitre 1 nous présentons les concepts théoriques nécessaires a une
bonne compréhension des expériences de résonance ferromagnétique effectuées.
D’abord nous décrivons les différentes expressions des énergies qui entrent en jeu
dans la description du comportement statique ou dynamique de I'aimantation dans
un échantillon ferromagnétique en couche mince. Ensuite, nous introduisons 1I’équa-
tion du mouvement régissant la dynamique de l'aimantation. A l'aide de cette
derniere, nous dérivons analytiquement la susceptibilité dynamique complexe qui
est la quantité que nous avons l'intention de mesurer. La susceptibilité dynamique
permet notamment de déterminer la relation entre les propriétés du matériau ex-
aminé, comme 'aimantation effective et la constante d’anisotropie, et la fréquence de
résonance ainsi que la largeur de raie. En outre, une maniere alternative de dériver
la fréquence de résonance est exposée, suivant ’Ansatz de Smit et de Beljers.

La largeur de la raie de résonance est liée au parametre d’amortissement. Nous
analysons les mécanismes qui sont derriere ’amortissement du mouvement de I’aiman-
tation dans les échantillons ferromagnétiques métalliques en couche mince. En
conclusion, nous adressons les ondes de spin qui dépendent de la géométrie de
I’échantillon.

Le chapitre 2 traite les aspects de base expérimentaux. D’abord nous don-
nons une vue d’ensemble des techniques généralement répandues dans le domaine
de la dynamique de l'aimantation. Parmi ces dernieres, figure également un type
d’instrument inductif appelé perméametre. Le montage expérimental principale-
ment utilisé au cours de cette these appartient a cette catégorie.
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Ensuite, nous rappelons les connaissances de l'ingénierie micro-ondes qui sont
indispensables pour l’analyse du processus de mesure. Puis, nous donnons une
description détaillée de la technique de caractérisation, que nous avons utilisée prin-
cipalement au cours de cette these, et sa réalisation expérimentale : la résonance
ferromagnétique a 'aide d’un analyseur de réseau vectoriel (VNA-FMR).

Les chapitres 3 et 4 concernent 'interprétation des données brutes et du traite-
ment de données.

Le chapitre 3 est consacré a ’analyse des données brutes obtenues pour une
mesure d'un réseau électrique a deux ports en utilisant une structure de guide
d’ondes coplanaire. Le calcul présenté permet d’accéder a des valeurs proportion-
nelles a la perméabilité et la permittivité de I’échantillon. Nous décrivons ana-
lytiquement toutes les étapes nécessaires afin d’obtenir les données prévues : la
susceptibilité dynamique complexe et sa dépendance au champ magnétique ainsi
qu’a la fréquence. Une fagon simple de corriger un alignement imprécis dans le
centre du guide d’ondes est introduite. Comme autre avantage, cette correction
rend la détermination exacte de la position de I’échantillon superflue. Au cours de
cette these, ce traitement de données était implémenté dans un programme sous le
langage LabView. Les instructions pour l'utilisation de ce programme se trouve en
appendice A.

A part le traitement de données démontré, nous abordons deux méthodes approx-
imatives trouvées dans la littérature. Ces dernieres sont basées sur un seul parametre
S en transmission et nous analysons 'impact de cette simplification. Nous faisons
une évaluation de leur validité en les appliquant aux mémes données brutes et en
procédant a une comparaison des résultats. Pour cela, nous avons mesurer la ma-
trice S complete de deux échantillons modeles jusqu’a 15 GHz. Nous avons discuté la
différence des données evaluées par rapport au traitement de données présenté dans
cette these, qui seul prend en compte les parametres de réflexion. Pour les fréquences
de la résonance ferromagnétique, nous trouvons un bon accord entre les différentes
méthodes. L’erreur relative reste en dessous de 1%. Mais pour la largeur de raie,
les méthodes approximatives montrent une divergence qui peut atteindre 10% par
rapport a l'utilisation des quatre parametres S. L’exploitation d’un seul parametre
complexe mene nécessairement a une caractérisation réduite de 1’échantillon. La
plus grande partie du contenu de ce chapitre est publiée dans [19].

Dans le chapitre 4 nous évaluons la possibilité de simplifier le montage expéri-
mental en enlevant une sonde a haute fréquence tout en conservant le méme guide
d’ondes. A la place d’une mesure de la matrice S complete dans le cas présenté dans
le chapitre précédent, nous n’obtenons qu'un seul parametre. Nous discutons les
inconvénients et les avantages d'une expérience a un port électrique, en particulier
pour notre approche qui n’est pas basée sur un guide d’ondes court-circuité a une
extrémité, comme les montages a un port décrits dans la littérature. Contrairement
a ces derniers, ’extréemité déconnectée se comporte dans notre cas comme un circuit
ouvert qui provoque une réflexion de 'onde éléctromagnétique.

Nous analysons les changements exercés sur les données brutes mesurées (para-
metre de réflexion ST). Nous présentons un traitement de données adapté en reliant
SE et les quatre parametres de la matrice S. A 1'aide d'une approximation, il est
possible de calculer une valeur complexe correspondant a la susceptibilité dynamique
de I’échantillon. Afin d’evaluer la validité de ’approximation, nous faisons une com-
paraison avec les expériences a deux ports en utilisant des données brutes, comme
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dans le chapitre précédent.

Les fréquences et la largeur de raie de la résonance ferromagnétique sont ex-
aminées pour deux échantillons modeles. La différence pour les fréquences de ré-
sonance entre ’expérience a un port et a deux ports est petite. Un ajustement
de données pour 'obtention des propriétés magnétiques a montré une divergence
entierement négligeable. Il est évident dans la comparaison de la largeur de raie que
les différences mesurées sont exclusivement liées au bruit et ne sont pas systématiques.
L’accord est alors aussi excellent.

Nous concluons que I'expérience a un port éléctrique représente une véritable al-
ternative a I'expérience a deux ports. Dans certains cas, elle est méme avantageuse,
par exemple si des contraintes spatiales empéchent 'utilisation des deux sondes a
haute fréquence. Bien que nos résultats aient été corrects, la validité des approxi-
mations utilisées doit étre vérifiée pour chaque montage expérimental individuel.

Les chapitres 5, 6 et 7 rapportent les résultats sur plusieurs sujets récents dans le
domaine du magnétisme, qui ont été obtenus en particulier a ’aide des expériences
de résonance ferromagnétique.

L’objet du chapitre 5 est 'amélioration des interfaces des multicouches Fe/Au
qui sont déposées par épitaxie par jet moléculaire sur des substrats monocristallins
de MgO. Afin de réduire la rugosité de surface et d’interfaces, nous utilisons des
bombardements par faisceau ionique. Deux traitements différents sont examinés :
une irradiation avec des atomes d’oxygene avant la croissance afin d’optimiser 1’état
du substrat avant le dépot de 1’échantillon, et un bombardement apres la croissance
avec des ions He™, qui meéne & un démélange aux interfaces.

La premiere irradiation consiste en une exposition a un faisceau d’atomes d’oxy-
geéne chimiquement actifs a 60 eV pendant deux minutes. Elle résulte en un net-
toyage du substrat en enlevant entierement la contamination avec du carbone, qui
est généralement observée sur les substrats MgO disponibles dans le commerce. Les
expériences FMR donnent des criteres pour I'efficacité du traitement : une réduction
de I’élargissement inhomogene de la largeur de raie de la résonance pour 1’échantillon
déposé sur un substrat traité est reliée aux interfaces plus lisses. Des caractérisations
structurales additionnelles sont fournies : Des mesures de la rugosité de la surface
supérieure en Au a ’aide d’un microscope a force atomique ainsi que des expériences
de diffractométrie aux rayons X ont permis d’obtenir des données quantitatives, qui
ont validé les résultats des expériences de résonance ferromagnétique.

Le deuxieme traitement consiste en un bombardement de 1’échantillon apres son
dépot avec des ions He™ d’une énergie de 30 keV. Les collisions d’ions fournissent
la mobilité atomique qui est nécessaire pour activer un démélange du Fe et Au aux
interfaces. Une interface plus lisse, qui correspond a une zone de contact réduite,
est thermodynamiquement favorisée, car les deux éléments sont immiscibles. Simul-
tanément, ’énergie relativement basse des ions empéche une amorphisation ou la
création de défauts. Le lissage d’interfaces est mis en évidence par la diminution
de la contribution inhomogene a la largeur de raie de la résonance ferromagnétique
apres le bombardement ionique. L’élargissement inhomogene devient d’autant plus
petit que la fluence de lirradiation est augmentée. Ceci est illustré dans la fig-
ure 1. Des expériences de diffractométrie aux rayons X fournissent une confirmation
additionnelle et quantitative de I'effet de l'irradiation.

En conclusion, nous établissons l'efficacité des deux procédés de réduction de la
rugosité interfacique par traitement ionique et, en plus, nous démontrons la possi-
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Figure 1: La partie imaginaire de la susceptibilité des trois échantillons B sous un
champ appliqué de 45 mT. Les échantillons ont été soumis a une fluence croissante
dans 'ordre B-non, B-low, B-high. L’élargissement inhomogene de la largeur de raie
décroit dans le méme ordre.

bilité de combiner leurs effets.

Le chapitre 6 analyse I'influence d’une couche antiferromagnétique introduisant
une anisotropie magnétique d’échange sur la résonance d’un échantillon ferromagné-
tique en couche mince. D’apres la définition généralement utilisée, 1’anisotropie
magnétique d’échange est caractérisée par le champ Hep, qui est le champ au centre
de deux coercivités dans une boucle d’hystérésis. En comparant les résultats des
mesures des échantillons avec et sans une couche antiferromagnétique, en particulier
leur comportement dans une boucle d’hystérésis, nous avons constaté qu’il est diffi-
cile d’attribuer une valeur précise suivant cette définition. Déterminer précisement
H,, est rendu difficile par I'existence de domaines dans I'antiferromagnétique, qui
contribuent normalement a ’anisotropie d’échange, mais qui peuvent étre renversés
par une activation thermique, une fois que l'aimantation du ferromagnétique est
renversée par un champ extérieur. Par conséquent, le champ Hg, effectivement ob-
servé est diminué, quand 'aimantation du ferromagnétique est inversé par rapport
a la direction de l'anisotropie d’échange pendant un temps suffisamment long. Le
méme phénomene est valable pour les champs coercitifs. Il est également difficile
de donner des valeurs précises pour H., car, par exemple, une boucle d’hystérésis
d’'un AGM ne fournit pas d’informations sur 'amplitude de Hg,, en passant un
champ coercitif ou I'autre. Pour une basse vitesse de mesure, les champs coerci-
tifs seront nécessairement influencés par une amplitude changeante du champ de
I’anisotropie d’échange. Nous pouvons donc conclure que chaque amplitude extraite
d’une expérience pour caractériser le champ de ’anisotropie d’échange ou les coer-
civités d'un échantillon avec une couche antiferromagnétique devrait toujours étre
accompagnée d'une description détaillée des conditions de mesure.

Nous remarquons que le phénomene observé apparait evidemment indépendam-
ment de la technique de mesure. Cependant, il ne peut pas toujours étre observé
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Figure 2: La gamme d’amplitudes du champ de ’anisotropie d’échange pendant
une boucle d’hystérésis pour 1’échantillon ISN11. Une boucle mesurée a 1’aide d'un
AGM est aussi montrée. H,, ne pouvait pas étre résolu correctement entre les
champs coercitifs.

directement : Les boucles d’hystérésis mesurés a 1’aide d’un magnétometre conven-
tionnel, comme un AGM et un Moke, indiquent seulement des informations sur les
moments magnétiques des couches ferromagnétiques. Il n’y a aucune évidence si le
champ de I'anisotropie d’échange effectif lors de la mesure d’une des deux coercivités
est le méme que celui agissant sur le ferromagnétique lors de la mesure de ’autre co-
ercivité. En choisissant bien les conditions de I'expérience, il est néanmoins possible
a l'aide de la magnétométrie conventionnelle d’améliorer la compréhension sur les
processus fondamentaux, comme montré dans [20] et [21]. Les mesures VNA-FMR,
par contre, ont également permis de tirer des conclusions directes : elles dépendent
non seulement de 'alignement des moments magnétiques dans le ferromagnétique,
mais aussi de I'énergie totale du systeme examiné. Par conséquent, il est possi-
ble d’extraire des informations sur ’état de 'antiferromagnétique, méme lorsque le
ferromagnétique est déja saturé. A partir de chaque fréquence de résonance fer-
romagnétique le champ Hg, instantané peut étre calculé, et il devient possible de
donner une gamme d’amplitudes que le champ de ’anisotropie d’échange adopte
pendant une boucle d’hystérésis. Ceci est illustré dans la figure 2.

Dans le chapitre 7 nous présentons les propriétés magnétiques dynamiques des
alliages de CoFeB. Puisque l'utilisation de ce matériau n’est devenue répandue que
récemment, les données numériques le caractérisant n’étaient pas disponibles. Les
expériences de résonance ferromagnétique fournissent les valeurs de 'aimantation
effective et du parametre phénoménologique de l'amortissement d’apres Gilbert.
Tous les deux sont examinés au moyen de la résonance ferromagnétique pour les
échantillons CozoFe1gB1g déposés par un faisceau ionique en fonction de I’épaisseur de
couche et du recuit thermique. Comme montré par d’autres études, sans traitement
thermique les couches sont dans un état amorphe. Leurs largeurs de raie sont tres
fines correspondant a une constante d’amortissement tres basse (aup, = 0.006).
Pour les gammes d’épaisseurs des échantillons examinés (5 - 40 nm), la valeur de la
constante était indépendante de 1’épaisseur.
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Nous avons aussi mesuré un échantillon de référence en CoggFesg sans contenu de
bore. Cet échantillon, qui est dans un état cristallin immédiatement apres le dépot,
a montré un amortissement deux fois plus élevé (anp, = 0.013). Nous insistons sur
le fait que la valeur obtenue pour les échantillons CorFeigBig amorphes est méme
au-dessous de celle habituellement observée pour des échantillons en Permalloy de
haute qualité. En conséquence, les alliages de CoFeB sont prédestinés a I'utilisation
dans les applications a haute vitesse. A cause du manque des données explicites de
la constante de I'amortissement pour CoFeB dans la littérature avant notre contri-
bution, plusieurs observations expérimentales ont été expliqués a l'aide des valeurs
que nous avons mesurées [22, 23].

Il a été démontré que le recuit thermique a 280°C déclenche un changement
de phase dans le CozyFeisBig amorphe. Dans les expériences FMR, ce processus
de cristallisation a eu pour conséquence une augmentation de ’aimantation effec-
tive ainsi qu'une augmentation dramatique de ’amortissement, atteignant un fac-
teur de 5 pour le film d’une épaisseur de 40 nm. Pour les épaisseurs inférieures,
I’augmentation de la constante d’amortissement apres le recuit était moins prononcée.
Ceci est illustré dans la figure 3.

La dépendance de 'amortissement au recuit thermique peut expliquer les évolu-
tions étonnantes récemment observées dans des jonctions tunnel magnétiques con-
sistant de CoFeB/MgO/CoFeB : La commutation de I'aimantation a été réalisée
par transfert de spin par I'application d’un courant, et le courant critique J., qui
représente le seuil nécessaire pour commuter, a été déterminé. Apres recuit de leur
échantillon, la valeur de J. a augmenté, malgré une augmentation de la polarisation
en spin qui devrait étre accompagnée d’une diminution de J.. Ce fait pourrait étre
expliqué par nos résultats, car J. est proportionnel a a et a 'aimantation effective,
qui tous les deux ont augmentés apres le recuit.

En plus des caractérisations précédentes, la constante de raideur d’échange a
pu étre extraite quantitativement a partir d'un mode de résonance dominée par
I’échange. Pour I’échantillon CorsFeigB1g amorphe nous avons déduit une valeur
de A = 284 -107'2 J/m. Cette valeur est proche des valeurs publiées pour le
Co. Puisqu’il n’y avait pas de données pour la raideur d’échange de Coz2Fe1gB1g
dans la littérature, les valeurs déterminées peuvent se révéler utiles par exemple
pour des simulations micromagnétiques, qui nécessitent la raideur d’échange comme
parametre d’entrée.

0.3 Conclusion

Au cours de cette these, nous avons employé la résonance ferromagnétique a 'aide
d’un analyseur de réseau vectoriel pour améliorer la compréhension de plusieurs
sujets d’étude du nanomagnétisme moderne. La technique elle-méme étant une
nouveauté, des efforts ont été dirigés vers I'amélioration de son mode de fonction-
nement. Pour des expériences en géométrie deux ports sur une structure de guide
d’ondes coplanaire, réalisation la plus commune de ce type de mesure pour des
échantillons en couche mince, une meilleure description des données brutes obtenues
a été réalisée. a cette fin, une représentation analytique précise des parametres
de répartition mesurés a été développée en utilisant des éléments de la théorie de
circuit micro-ondes. Cette analyse a eu comme conséquence un procédé de traite-
ment de données permettant de calculer une valeur directement proportionnelle a



0.3. CONCLUSION 9

I T T T T I I I 4
° °
354 fo o 8%5%¢| oo AT+ P 2 8%\ ee A7
AV CA N P WA AT Oy PP
e o ool e/ L ool oo
304 ee” | A A o e N
—_ ] 11 h‘foAA N A \A/M \;MAAXL
¢ —O0—Co,,Fe B, sans traitement \‘A/ y Co,,Fe,B,y:
o 251 —e—coFe B, recuita280C | T o —4onm
X 20 1 —o— Co, Fe,, sans traitement TT\ \/ AN & -_Z_zgnm
ed - i S S, 7 &/ Zo€nm
2 | —®— Co, Fe, recuit & 280°C | 3 \/ v d—A—250m
6“’15— > 4 B _|—%—10nm
YN O R o
] o O & AN D,
. 00493500 $00 2500868, 500
5 _10°C0000000000D00K AR AR |
1(a
0 ( ') T T T T T
8 9 10 11 12 138
f.[GHz]

Figure 3: L’amortissement apparent a,p, en fonction de la fréquence de résonance
ferromagnétique. Les symboles ouverts représentent les échantillons sans traite-
ment, tandis que les symboles pleins représentent ceux recuits a 280°C. (a) 40 nm
CogoFeyy (diamant) et 40 nm CoroFeisBig (cercle); anpp est particulierement bas
pour CozFejsBio sans traitement (o). (b) 5 (rectangle), 10 (étoile), 25 (triangle)
and 40 nm (cercle) CorFe3Byg, sans traitement et recuit.

la susceptibilité dynamique du dispositif a I'essai. Nous avons comparé ce nouveau
procédé a des solutions approximatives trouvées dans la littérature. Alors que les
résultats des procédés approximatifs conviennent plutot bien pour quelques aspects
(détermination de la fréquence de résonance), il y a une plus grande différence entre
les résultats pour d’autres aspects (largeurs de raie). Par conséquent, nous recom-
mandons l'utilisation du traitement de données présenté dans cette these pour des
expérience en géométrie deux ports, car il s’agit de la seule méthode parmi celles ex-
aminées prenant en compte les parametres de réflexion de la matrice de répartition.

Tandis que nous obtenions une description solide de I'expérience dans une géo-
métrie a deux ports, plusieurs groupes de recherche effectuerent leurs mesures en
utilisant seulement une sonde a haute fréquence dans une géométrie a un port. Ceci
peut offrir plusieurs avantages comme un calibrage simplifié, une plus haute rapidité
de mesure ansi qu’'un signal plus élevé. Habituellement, la deuxieme extrémité du
guide d’ondes est court-circuitée. Par contre, nous avons examiné ici une réalisation
alternative ou le guide d’ondes est inchangé par rapport a la géométrie deux ports
et la deuxieme extrémité reste simplement déconnectée, fonctionnant comme un
circuit ouvert. Bien que ceci permette un changement facile entre une mesure a
deux ports et une mesure a un port en débranchant simplement la deuxieme sonde
haute fréquence, 'utilisation d’un circuit ouvert au lieu d’'un court-circuit n’a pas
été adressée jusqu’ici. Comme pour la géométrie a deux ports, nous avons établi un
modele analytique que nous avons résolu aussi loin que possible. En raison de la
complexité additionnelle qui est ajoutée par la réflexion a 'extrémité ouverte, nous
avons analysé la possibilité de simplifier le modele. En utilisant une approximation
appropriée, nous avons développé un traitement de données permettant de calculer la
susceptibilité de I’échantillon. Faisant une comparaison avec des données de mesure
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brutes, nous confirmons une bonne concordance avec des expérience en géométrie
deux ports.

La largeur des raies de résonance, qui est extraite de la susceptibilité mesurée
par VNA-FMR, contient une contribution due a l'inhomogénéité des propriétés
magnétiques de I’échantillon. Cet élargissement inhomogene peut étre séparé de
la largeur de raie intrinseque, si la largeur de raie est mesurée en fonction du champ
appliqué dans le domaine fréquentiel. Nous avons exploité ce critere pour qual-
ifier les changements infligés par irradiation ionique sur des multicouches Fe/Au.
Un nettoyage du substrat MgO avant le dépot de 1’échantillon par un bombarde-
ment avec des atomes d’oxygene chimiquement actifs a entrané une décroissance de
I’élargissement inhomogene par rapport a un échantillon nominalement équivalent
déposé sur un substrat non nettoyé. Ce traitement enleve la contamination sur-
facique du substrat avec du carbone améliorant les conditions de croissance pour les
couches déposées. La réduction de I’élargissement inhomogene a été corrélée avec
une rugosité d’interface réduite par des caractérisations structurales. Une irradia-
tion avec des ions He' a été appliquée sur les échantillons apres la croissance avec
des fluences différentes. Le Fe et I’Au ne sont pas miscibles, mais un démélange aux
interfaces des multicouches est cinétiquement interdit a température ambiante. En
utilisant des simulations, les ions He™ a 30 keV ont été déterminés comme étant les
candidats idéaux pour un traitement par faisceau ionique, ou les collisions d’ions
fournissent la mobilité atomique nécessaire pour réaliser le démélange. En effet,
I’élargissement inhomogene de la largeur de raie est réduit de plus en plus avec une
fluence d’irradiation plus haute. La réflectivité de rayons X a confirmé une réduction
coincidante de la rugosité interfacique. Les effets des deux traitements d’irradiation
peuvent étre cumulés.

Les expériences FMR sont réputées pour leur détermination précise des pro-
priétés magnétiques des matériaux ferromagnétiques. Nous avons examiné les infor-
mations accessibles par FMR sur une couche antiferromagnetique couplée a un ferro-
magnétique. La métrologie magnétique conventionnelle n’est sensible qu’a 1’aiman-
tation de la couche ferromagnétique et les propriétés de I'antiferromagnétique sont
dérivées indirectement, par exemple le champ d’anisotropie magnétique d’échange
est défini comme la moyenne arithmétique des deux coercivitiés qui marquent la
commutation du ferromagnétique. En revanche, des expériences FMR permettent
de tirer également des conclusions directes sur ’état de 'antiferromagnétique, car
elles sont sensibles a 1’énergie totale du systeme. En particulier, a partir des mesures
dans le domaine fréquentiel le champ d’échange instantané a été déterminé a tous les
champs appliqués d’une boucle d’hystérésis. Pendant le balayage du champ appliqué,
la valeur du champ d’échange a changé. Ceci peut étre expliqué par le renversement
thermiquement activé de I'aimantation des grains de l'antiferromagnétique poly-
cristallin. En principe ce recuit par champ magnétique est prévisible a température
finie, mais il est difficile a analyser en utilisant des techniques standard. En raison de
la dépendance du champ d’échange a 'histoire du champ appliqué et au temps de
mesure, que nous avons découverte, nous recommandons d’accompagner toujours
les résultats caractérisant un antiferromagnétique par une description précise des
conditions de mesure. Sinon, la non-ambiguité des résultats n’est pas garantie.

En raison de leurs propriétés avantageuses, I'utilisation des alliages de CoFeB
est devenue tres répandue dans les jonctions tunnel magnétiques. Tandis que des
caractérisations statiques peuvent étre trouvées facilement dans la littérature, les
données d’expériences de résonance ferromagnétique n’étaient pas disponibles. Nous
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avons mesuré une série d’échantillons de CoroFe 3B ayant des épaisseurs différentes
et soit dans 1’état immédiatement apres la déposition soit apres un recuit ther-
mique. L’aimantation effective des couches sans traitement thermique a montré une
dépendance avec 1’épaisseur comme prévue pour une anisotropie surfacique. Il est
connu que le recuit thermique provoque une cristallisation des couches autrement
amorphes. Ceci a été démontré par des plus grandes valeurs de I'aimantation ef-
fective pour toutes les épaisseurs apres le recuit. L’amortissement de I’aimantation,
qui n’avait pas été caractérisé précédemment, s’est avéré tres bas pour les films
sans traitement thermique. Les valeurs obtenues sont bien comparables au Permal-
loy de haute qualité. Nous avons observé une forte augmentation inattendue de
I’amortissement apres le recuit thermique, qui peut étre attribuée a la transition de
phase déclenchée. La dépendance de I’amortissement des échantillons recuits avec
I’épaisseur peut étre associée a une cristallisation seulement partielle. En plus, nous
avons observé des résonances appelées “perpendicular standing spinwave” (PSSW),
qui permettent une détermination quantitative de la constante de raideur d’échange.
Sa valeur pour lalliage CoroFeigB1g s’est avérée proche de la valeur publiée du Co.
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Introduction

Conventional electronic components are based on the manipulation of the electrical
charge of the electron. Another property of the electron, the spin, is usually not used.
This property has the character of a purely quantum mechanical angular momentum.
Together with the orbital angular momentum, it is responsible for the magnetic
moment of the electron, and thus for the macroscopic solid state phenomenon of
magnetism.

One reason for the presence of magnetism as a top research topic today is cer-
tainly that this very complicated and fascinating quantum phenomenon is still not
fully understood and no universal theory exists. But, magnetic phenomena are not
only interesting for fundamental research, but also relevant for applications. Espe-
cially ferromagnetic materials are used nowadays in high technology, for example
their utilization in data storage in hard disk drives is firmly established. While the
market share of some areas of application, as e.g. magneto-optical recording, dimin-
ishes, new application scenarios are emerging at the same time: magnetic logic com-
ponents for example offers the exciting possibility of being reprogrammable on the
fly [1]. Another major product is the Magnetic Random Access Memory (MRAM).
A strong research effort is directed at the possible implementations, among oth-
ers field induced magnetic switching MRAM [2], thermally assisted magnetization
switching MRAM [3] and spin-transfer torque MRAM [4]. This type of memory of-
fers advantageous properties, notably non-volatility and radiation hardness, making
it suitable for a variety of new devices.

The application of magnetism in information technology was enabled by the
basic research in thin film magnetism, which was made possible thanks to consider-
able improvements in film deposition technology. The confinement in (at least) one
dimension led to a series of discoveries in the last 20 years, as e.g. the interlayer cou-
pling [5] or the giant [6] and tunnel magnetoresistance [7]. These effects are exploited
in spin-dependent transport processes in combination with conventional electronics
leading to novel applications. This new research field called spintronics (sometimes
spin electronics or magnetoelectronics) is driving the progress in magnetism today
[24].

In order to achieve a better understanding of the physical processes governing
the discovered effects, a precise characterization of (ferro-) magnetic thin films is
necessary. Since more than 50 years the well established experimental technique
of FerroMagnetic Resonance (FMR) [8] provided a reliable means of characterizing
accurately the properties of magnetic samples, in particular also magnetic thin films
[9, 10]. FMR has an additional beneficial aspect: the evaluation of the magnetization
behavior at high frequencies. Since data rates ever increase, there is a high interest
in the high speed dynamics in magnetic thin films.

A modern version of FMR is Vector Network Analyzer FerroMagnetic Resonance
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(VNA-FMR), which has proven to be an excellent tool for high frequency characteri-
zation, particularly adapted for the examination of thin film samples. This inductive
permeameter type of instrument allows to gain insight into aspects of magnetization
dynamics, which are impossible to assess using classical FMR: instead of using a mi-
crowave cavity limited to a single resonance frequency, a coplanar waveguide (CPW)
is employed to create the oscillating field which excites magnetization precession.
As the CPW is adapted over a wide frequency range, it allows to acquire frequency-
resolved data, instead of sweeping the magnetic field. Sweeping the frequency at a
fixed field conserves the magnetization state of the sample, which is advantageous
for the study of certain effects, as e.g. the exchange bias phenomenon.

Being able to vary independently the magnetic field and the frequency is also
beneficial for a quantitative study of the damping parameter, which can be cal-
culated from the linewidth of the measured resonance. Magnetization damping is
still a subject of fundamental research: the damping parameter is introduced phe-
nomenologically and its engineering would be desirable in a variety of application
devices. Broad-band measurements of the linewidth are imperatively necessary to
separate the “intrinsic” damping from extrinsic contributions [11, 12].

A precise determination of damping is also of interest for a novel effect in magne-
toelectronics, namely the spin-transfer torque [13, 14]. This effect leads to different
applications, as the switching of the magnetization direction [15] or self-sustained
magnetization oscillations [16, 17, 18] by the application of an electrical current. In
both cases, the threshold currents, which are called critical current and instability
current, depend on the value of the damping parameter.

This work is devoted to the development of VNA-FMR, and to its use for the un-
derstanding of the magnetization dynamics of model thin film. While this technique
is a promising approach for the metrology of magnetization dynamics in thin films,
it only appeared recently and its standardization was not yet completed. We thus
established the appropriate data analysis in a wave transmission geometry, where
a rigorous analysis is possible. Using the former method as a quality standard, we
have compared several simplifications of the measurement method, with a special
focus on the use of an open-end reflection at the end of the waveguide, allowing a
more compact and more sensitive set-up.

Using our set-up, we have investigated several model thin films, including mul-
tilayers, exchange biased systems and amorphous alloys. Two ion bombardment
treatments were tested to tailor the properties of Fe/Au multilayer. In combina-
tion with structural measurements, VNA-FMR proved as an adequate technique,
giving clear evidence on the ion-induced ameliorations of the magnetic layers, both
in terms of lower interface roughness and better defined ferromagnetic resonance
linewidth. We have also studied the exchange bias phenomenon in IrMn/NiFe and
IrMn/CoFeB systems, where conventional methods of investigation can only assign
a sole exchange bias field value per hysteresis loop. Using VNA-FMR, we could
deduce the exchange bias field acting on the magnetization at each point along an
hysteresis loop. We could evidence how it evolves continuously with field history,
giving thus insight into the micromagnetic state of the antiferromagnet. Finally, we
have investigated CoFeB alloys, with an emphasis on their effective damping pa-
rameter and exchange stiffness constant. It was shown that the thermal annealing
and the subsequent recrystallization could trigger a small to drastic increase of the
effective damping parameter. Our findings correlate with the increase of the spin-
transfer torque critical switching current in magnetic tunnel junctions of CoFeB,
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that could formerly not be understood.

Structure of the thesis

The thesis is organized as follows:

In Chapter 1 we introduce the theoretical concepts necessary for the under-
standing of the performed ferromagnetic resonance measurements. These concepts
include the energetics in ferromagnets, which allow in combination with the equation
of motion to analytically represent the dynamic susceptibility, the quantity to be
measured. Furthermore, we analyze the mechanisms which are behind the damping
of magnetization motion and the concept of spin waves.

Chapter 2 is concerned with the basic experimental aspects. We first give an
overview of techniques commonly encountered in magnetization dynamics. Among
these figure also the inductive permeameter type of instruments, to which the mainly
used measurement setup belongs. Afterwards, we remind some important basics of
microwave engineering indispensible for the analysis of the measurement process.
Finally, we give a detailed description of the main characterization technique we
employed and its experimental realization.

Chapter 3 is dedicated to the analysis of the raw data obtained from a two
port measurement using a coplanar waveguide structure. We describe analytically
all steps necessary in order to obtain the intended data: the dynamic susceptibility
and the magnetic field and frequency dependence thereof. Apart from the demon-
strated data evaluation method, we address two approximate methods found in the
literature. We give an estimation of their validity by applying them to the same raw
data and proceeding with a comparison of the results.

In Chapter 4 we assess the possibility of simplifying the measurement setup by
removing one high-frequency probe while keeping the same microwave guide. We
discuss the disadvantages and advantages of this one port technique, which exploits
the reflection at the open end, and analyze the changes in the measured raw data.
We present an adapted data analysis procedure and give a comparison to two port
measurements as described in the previous chapter.

The improvement of the interfaces of Fe/Au multilayers by the use of ion-beam
bombardments is the topic of Chapter 5. Two different treatments are examined:
a pre-growth irradiation with oxygen atoms in order to optimize the condition of
the substrate before the sample deposition, and a post-growth bombardment with
He™ ions, which leads to demixing at the interfaces. The FMR measurements give a
criteria for the efficiency of the treatments, namely the inhomogeneous broadening
in the resonance linewidth. Additional structural characterizations are provided.

Chapter 6 analyzes the influence of an antiferrogmagnetic exchange biasing
layer on the ferromagnetic resonance of a thin film sample. After giving a short
introduction into the exchange bias phenomenon, we compare the measurements
between samples with and without an added antiferromagnetic layer, in particular
their hysteretic behavior. Differences to conventional magnetometry measurements
are pointed out, especially the possibility to deduce from the resonance frequency
the instantaneously acting exchange bias.

The dynamic magnetic properties of CoFeB alloys are presented in Chapter 7.
Numerical data was still missing as this material gained widespread use only re-
cently. Ferromagnetic resonance measurements provide characterization of the ef-
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fective magnetization and the phenomenological Gilbert damping parameter. Both
are examined for CoryFe1sB1g samples with respect to the layer thickness and ther-
mal annealing. Additionally, the exchange stiffness constant could be extracted
quantitatively from a higher-order exchange-dominated thickness mode.

Finally, we give a conclusion, containing a summary of the most important re-
sults and an outlook on interesting aspects for future studies. The subsequent
appendix explains the use of the computer programs implemented to automate data
acquisition and analysis.
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Chapter 1

Basic theory of magnetization
dynamics

In this chapter we first introduce the different energy terms which come into play
when describing the static or dynamic behaviour of the magnetization in a ferromag-
netic thin film sample (§1.1). In the following section we describe the equation of
motion governing the magnetization dynamics (§1.2), from which we derive the com-
plex dynamic susceptibility which is the quantity we intend to measure (§1.3). An
alternative way to derive the resonance frequency is exposed, following the Ansatz
of Smit and Beljers (§1.4). Finally, we discuss the origin of magnetization damping
(§1.5) and we address the different spin waves in thin films (§1.6).

1.1 Energetics in Ferromagnets

The interplay between multiple interactions determines the domain structure in
ferromagnets. Knowing the energy landscape created by these interactions is likewise
indispensable in order to describe the dynamics. In the following we outline these
interactions and give the corresponding energy terms which we will employ in the
subsequent sections. We formulate the energies in the continuum model where the
magnetization M is given by the total of the magnetic moments divided by the
enclosing volume.

e Exchange Energy

The exchange interaction is based on the Coulomb interaction in combination
with the quantum mechanical Pauli exclusion principle, which declares that
two fermions cannot be in the same state. The consequence for two atoms
with the spins S; and S; is a difference in energy for parallel and antiparallel
alignment of their spins. This is applied to solids in the Heisenberg model
coupling N atoms, resulting in the following contribution to the total energy
25)

N N
Eex - — Z JU(SZ . SJ) — —ZZ JU(SI . Sj), (11)
i\j i<j
where J;; is the exchange integral. In the case of ferromagnetic ordering the

sign of J;; is positive, leading to a lower energy for parallel alignement of the
spins.

17



18

CHAPTER 1. BASIC THEORY OF MAGNETIZATION DYNAMICS

In Eq. 1.1 the summation is sometimes limited to nearest neighbors only, as
this interaction falls off rapidly with increasing distance [26]. This is justified
by the fact that only the wavefunctions of nearest neighbors overlap and give
a sizable contribution to the energy. Despite this limited range, the exchange
interaction is at the origin of spontaneous long range ordering in ferromagnets
due to its magnitude. It leads to the so-called exchange splitting between the
spin-up and spin-down bands on the order of 1 eV [27].

At a mesoscopic level we make the transition to a (classical) continuum rep-
resentation which is valid as long as the lengthscale is much bigger than the
interatomic distance. The exchange energy density is given by [28]

Eox = é/dv (Vm)?, (1.2)

where m = M/M; is the normalized magnetization, M being the magneti-
zation vector and M; being the saturation magnetization. A is the exchange
stiffness constant, which has the dimension [energy/length] and is related to
J by A =nJS?/a, where a is the lattice constant, S is the magnitude of the
spin and n is a factor depending on the crystal structure [29]. To give general
guidelines, we give literature values: A(Co) = 28.5 x 1071? J/m [30], A(Py) ~
10 x 10712 J/m [31], A(Fe) ~ 20 x 1072 J/m [32], A(Ni) ~ 8 x 10712 J/m
[33]. In general, the exchange stiffness constant is on the order of 107 J/m
(1 J/m = 10" erg/cm) [32, 28]. We will give numerical values for A extracted
from our measurements in section 7.5 which we deduced from perpendicular
standing spin waves introduced in section 1.6.3.

Zeeman Energy
The interaction of the magnetization M with an external magnetic field Hey
is described by the energy density that follows [28]

Eroe = —% dV M - Hey. (1.3)

This energy is minimized by aligning the magnetization in the direction of the
external field.

Demagnetizing Field Energy

The dipolar interaction between the magnetic moments is very long ranged.
It gives rise to a non-local energy contribution, as every magnetic moment
interacts with the dipolar field of every other magnetic moment. This energy
called demagnetizing field energy is described by [28]

_ Ko
2V

Edem =

dV M - Hen. (1.4)

sample

The demagnetizing field Hge,, created by the magnetic body itself, can be
found starting from Maxwell’s equation

V-B=pV:(Hogm+M)=0 = V- -Hym=-V-M (1.5)

Hgem is the field generated by the divergence of the magnetization, i.e. the
presence of magnetic poles.
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While the calculation of Hgep, is complicated in the general case, it is simple
in the case of a uniformly magnetized ellipsoid [25]:

Hiem = —NM, (1.6)

the demagnetizing field being a linear function of the magnetization with the
location-independent demagnetizing tensor N. Eq. 1.4 can be expressed in a
simpler form as

Qm:%MﬁM. (1.7)

When orienting the coordinate system along the principles axes of the ellipsoid,

N is diagonal and expressed as

) Ne 00
N=[(o0o N 0 |. (1.8)
0 0 N,

The trace of the dimensionless demagnetizing tensor complies with Ny 4+ Ny +
N, = 1. For a general ellipsoid with the axes (a, b, ¢), the N; can be calculated
numerically [28]. Explicite analytical formulas for the NN; can be found for
rotation ellipsoids with axes (a = b) [28].

Of particular importance within this thesis is the limit case of an oblate (disc-
shaped) ellipsoid: for an infinitely extended thin film with the z-axis pointing
perpendicular to the film plane one obtains Ny = Ny = 0 and N, = 1. The
demagnetizing field and the corresponding energy density are expressed by

Hdem = _ez(ez : M) ; Edem = %(ez : M)27 (19)

where e, is the unit vector normal to the film plane.

Anisotropy Energy
In general the energy of a magnetic sample is dependent on the direction of
the magnetization. One explanation can be found in the shape anisotropy
which is due to the dipolar energy. However, even in the case of an infinitely
extended homogeneous sample without borders, the energy is not isotropic.
This phenomenon is explained by the spin-orbit interaction: the spins are
coupled to the orbital angular momentum, whose energy is connected to its
orientation with respect to the crystal lattice. Through the spin-orbit coupling,
the energy of the spins is also linked to the symmetry of the crystal lattice.
While it is approximately 10 - 100 smaller than the exchange interaction [27],
it is of considerable importance as it breaks the spatial isotropy. For cubic
crystals the energy density of this so-called magnetocrystalline anisotropy is
given by [28]

€ani = Kl(mimz + mimi +m2m?2) + Kgmimzmi, (1.10)
where m; are the components of the normalized magnetization m referring to
the cubic axes of the lattice. Often this energy is written using the direction
cosines of the normalized magnetization «;, which is simply the same as «o; =
e;-m = m;. K; assumes values in the range of £10* J/m3 for different
materials [28]. Literature values are often still in cgs units: [ergs/cm?| can



20 CHAPTER 1. BASIC THEORY OF MAGNETIZATION DYNAMICS

be simply converted to [J/m?] by dividing by 10, e.g. the bulk anisotropy of
Fe is 4.7 x 10° ergs/cm® = 4.7 x 10* J/m? [34]. This gives an anisotropy
field poH; = % = 60 mT, which is the quantity we measure, introduced in
section 1.3.

K, and K, are the anisotropy constants of first and second order. Third or
higher order terms are negligibly small [28].

A uniaxial magnetocrystalline anisotropy is often observed. Its energy density
is described by

Euni = _Kum?ga (111)

where K, is the uniaxial anisotropy constant. For K, > 0 the x-axis becomes a
so-called easy axis, i.e. the energy is minimal when the magnetization is aligned
in parallel. For K, < 0 the x-axis is a hard axis and the magnetization tends
to align in the plane perpendicular to it. Uniaxial anisotropies can be very
strong, reaching 107 J/m? for rare earth transition metal permanent magnets
[28]. For commonly employed materials they are often deliberately minimized,
e.g. for evaporated Permalloy films K, ~ 10? J/m?, expressed as an anisotropy
field poH, = 2Kf‘ =0.2 mT.

M

Apart from the volume anisotropies described above, in thin films surface
anisotropies become important. This effect which is negligible in bulk sam-
ples is attributed to the reduced symmetry of the atomic environment of sur-
face atoms. It is described using a phenomenological uniaxial perpendicular
anisotropy parameter /| as

K
Eour = —fmi, (1.12)

where d is the film thickness. K| is also often given in cgs-units: to convert
from [ergs/cm?| to [J/m?] one has to divide by 1000. An example for Fe in
an Fe/Au multilayer is 0.38 mJ/m? [35]. For very thin layers (< 1 nm) this
can even dominate the demagnetization energy and lead to a stabilization of
a perpendicular magnetization direction.

Summing up the different contributions, we can now calculate the total energy
density as

Etot = Cex + Ezee + E€dem + €ani + €uni + Esur- (113>

We will choose the contributing energies depending on the examined sample. We
remind that finding the minima in Eq. 1.13 permits to determine the different static
equilibrium configurations of the magnetization.

The total energy density allows us to introduce the total effective magnetic field
H.q [36]: it is defined as the functional derivative of ey, with respect to the mag-

netization M as

1
Heff = __ngtot (114>

Ho

We will see in the following section that He.g represents the instantaneous axis of
magnetization precession.
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Figure 1.1: (Color online) (a) The magnetization M (red) precesses counterclockwise
around the effective field Heg (blue) following the Landau-Lifshitz equation (green,
Eq. 1.15). (b) Adding the phenomenological damping term (orange) causes the
magnetization motion to relax in the direction of Heg.

1.2 Magnetization Dynamics

Having introduced in the last section the effective magnetic field Heg which deter-
mines the static equilibrium orientation, we now introduce the dynamical model
proposed by Landau and Lifshitz (LL) in 1935:

dM

dt
with the gyromagnetic ratio 7 = gle|/(2m.), choosing the convention of a positive
v. g is the g-factor, e the electron charge and m, the electron mass. To give an
example, assuming g = 2.1 we find v = 184.7 x 10° rad/(sT).

According to the LL model the total magnetic moment is connected to a total
angular momentum which is subject to a torque, resulting in a precessional motion.
However, the behavior predicted by Eq. 1.15 in the case of a misalignement of the
magnetization with respect to Heg does not correspond to experimental observa-
tion: An undamped precession with a constant cone angle is anticipated, but in
practice the magnetization aligns after a finite time with the direction of minimal
energy (see Fig. 1.1). Landau and Lifshitz amended this inconsistency by adding a
phenomenological dissipation term [37]:

% = —vuoM X Heg — MLSQM X (M x Heg), (1.16)
with the phenomenological damping constant A > 0 having the dimension of a
frequency. We point out that Eq. 1.16 conserves the magnitude of the magnetization
according to the micromagnetic constraint |M| = M.

While Eq. 1.16 can account for experimental observations, the most often em-
ployed equation of motion is the so-called Landau-Lifshitz-Gilbert (LLG) equation.
It consists of the same precessional term as in the LL equation (Eq. 1.15) but com-
bined with a different damping term. This phenomenological dissipation term after
Gilbert (1955) models a ’viscous’ damping, depending on the time derivative of the
magnetization. The LLG equation [38] is given by

= —ypuoM X Heg, (1.15)

dM o dM
— = —vuoM x H — (M x — 1.1
dt Yo X off + Ms ( X dt ) ) ( 7)
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with the phenomenomogical dimensionless Gilbert damping parameter «. As al-
ready for the LL model, the magnitude of the magnetization is conserved by the
LLG equation.

The LLG equation (Eq. 1.17) can be transformed into a form similar to the LL
equation (Eq. 1.16) [27]:

dM YHo Vo
— = M x Hyg — —120—
dt 1+ a? T M1+ a?)

M x (M x Heg). (1.18)

One can see the mathemathical equivalence between Eq. 1.18 and Eq. 1.16 when
assuming
_ e oy ayaim oM
1+a2 1+a2
While mathematically equivalent, the two equations do not lead to the same mag-
netization dynamics for infinitely high damping: The LLG equation results in
(dM)/(dt) — 0 for &« — oo. In contrast, the LL equation results in (dM)/(dt) — oo
for A — oo. As only the behavior predicted by the LLG equation is physical for
large damping, we will use it exclusively in the following.

We insist on the fact that the damping term is phenomenological, i.e. it was
specifically introduced to imitate in the best conceivable manner the experimen-
tal observation. However, the processes of energy dissipation in ferromagnets are
numerous and complicated and can be only approximately described by a single
damping parameter. In section 1.5 we will give an overview of contributions to
energy dissipation and thus to a.

As one of the processes analyzed in that section does not conserve the magnitude
of the magnetization, we introduce the equation of motion after Bloch-Bloembergen
(BB), which is better suited to describe such behavior. The BB equation reads [39]

YLL (1.19)

dM (e, - M) (e, - M) (e, - M — M)
N oM X Hyp — _ & .
dt YHo X Fleff T € T €y T

e., (1.20)

where the z-axis is aligned with the equilibrium direction of the magnetization. In-
stead of a single relaxation parameter, two independent relaxation times are used:
The transverse relaxation time Ts, which describes the relaxation of the magnetiza-
tion in the equilibrium direction and which reduces the magnitude of M, and the
longitudinal relaxation time 17 describing the relaxation along the equilibrium di-
rection towards the full magnitude of the magnetization (M;). Only for the special
case of small angle excitations and T} = T5/2 the magnitude of the magnetization is
conserved by the BB equation. We will come back to a more precise interpretation
of this equation in section 1.5.3.

1.3 Dynamic Susceptibility
Finding an analytical solution for the LLG differential equation (Eq. 1.17) is not
feasible in a general form. Therefore, we resolve it for the special case under the

following assumptions:

e Our sample is an (infinitely extended) thin film in the x-y plane. We can use
the demagnetizing factors Ny = Ny = 0 and IV, = 1 and resort to Eq. 1.9.
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e We assume a uniform uniaxial in-plane magnetocrystalline anisotropy with an
easy axis along x, where the anisotropy field Hy,; < M; (see Eq. 1.24).

e A uniaxial perpendicular anisotropy caused by the two surfaces is also present.
We assume that it is not so high as to outweigh the demagnetizing field, i.e.
the effective magnetization remains positive in Eq. 1.24.

e Under the influence of a homogenous magnetic field Hy; which we apply in
the plane along the x-axis, the magnetization is uniformly pointing in that
direction.

e The magnetization is treated in the macrospin model, i.e. a model in which
no spatial variation of the magnetization is allowed [40].

e Corresponding to our experimental situation, we assume a small uniform ex-
citation field h pointing along the y-axis, i.e. perpendicular to Hey.

As h <« H.y, we expect the excitation field to sustain a precession with a very
small angle around the x-axis. This allows us to decompose the magnetization into
a static and a dynamic part as follows

M = Mym ~ Mex + myey, + m.e,, (1.21)

where Mj is the saturation magnetization and m, and m, are the oscillating high
frequency components of the magnetization. In order to prevent misunderstanding,
we emphasize that m,, m. and h are not used as dimensionless variables, but all
have the dimension of a magnetic field strength [A/m]. We can now combine the
Eqgs. 1.3, 1.9, 1.11, 1.12 to the total energy density, which is

Ky

Etot = —HoM - Heye + %(ez -M)? ¥ (e, -m)® — K,(e, -m)> (1.22)
Including the small excitation field, we find after Eq. 1.14:
2K | 2K

Hyg=He+h—e, (e, -M)+ e.(e, -m)+ e, -m). (1.23)

u
_— —e
d,UOMs ,LLOMS l‘(
We introduce the anisotropy field H,,; containing the uniaxial anisotropy and we
contract the demagnetizing and perpendicular anisotropy contributions by introduc-

ing the effective magnetization Mg (as they show the same symmetry):

2K 2K
Hui = —% & My =M, — ——. (1.24)
/L()MS d,UOMs
Introducing Eq. 1.21 and Eq. 1.24 in Eq. 1.23 we obtain
M.
Het = (Hext + Huni)e, + he, — Wﬁmzez. (1.25)
Inserted into Eq. 1.17, we find
Meff «Q dmz dm
0 = —’yﬂo(—myvsmz - mzh) + MS (myw — m, dty) (126)
d dm,
ﬂ = _’Y/JLO(mz(Hext + Huni) + Meffmz) —Q m (127)
dt dt
dm, d
g;f = —ypo(Mh — my(Hex, + Han)) + gzy (1.28)
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We linearize this set of equations in h and m; by dropping terms which contain
products of these quantities. Next we introduce the time dependence of the expected
oscillating motion as m; = Re(m;e™!), according to the excitation field as h =
Re(izem). While & is real, the mm; are complex values, where Re(m;) is in phase with
h and Im(m;) is in quadrature. We use the exponential notation to eliminate the
time dependence. The remaining two equations are:

0 = my(iw) + m.(wy + we + iwa) (1.29)

wyh = my(iwe + wy) + M. (—iw), (1.30)
with the following convenient abbreviations
wir = Ypo(Hext + Huni) 5wy = YpoMs 5 wer = Yo Mesr- (1.31)

We can rewrite the equations as a relation between h = (h,0) and m = (17, 712,) as

follows
h | wi +wa —w My
(0) WM = [ w WH + Weft + twa } (Thz) (1.32)

To extract the susceptibility tensor y after Polder[41], we now only need to invert
the matrix in order to find

my _ _ = _ ny Xyz B)
") _ = fh= , 1.33
(m) X { Xey X ] (0 (1.33)

where we find

A Wi Wi - Weft + iwa iw h
(T’hz) C wh(Wer Fwp) — w? + iwa(2wi + Werr ) [ —iw wy + iwa } (0)

(1.34)

As we suppose that o < 1, we simplify during the calculation using 1+ a? ~ 1. We

measure the component x,, of the susceptibility tensor. The real and the imaginary

parts X, — ix,, (negative sign following common usage) are

W (Wi + wer) (Why — w?)

A 1.35
Xyy (W2, — w?)2 + 2w (2w + werr)? (1.35)
o cweule? + (o + )] )
vy (W2, — w?)? + w2 (2wy + wer)?’ '
where we introduced the resonance frequency w,es defined by
Wi = wi(Wer + wpr). (1.37)

The real part x;, expresses the component of 7, which is in phase with h, while
ng expresses its component which is delayed by a phase angle of 90° from h. Hence,

wres marks the frequency where m, and h are out-of-phase by 90°, as x, (Wres) = 0.
In the absence of losses, x,, = X;y' The presence of the component ng requires a
supply of energy to maintain the alternating magnetization [29].
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For completeness, we also list the other components of the susceptibility tensor:

awwn (2w + Werr)

wi, —w?)? + a?w?(2wy + wer)?

2 2
ng = _X,z/y = w(wres - ) (139)

(w?es - w2)2 + a2w2(2wH + weff>2

2 2
Xe. = Wy (Wies — @°) (1.40)

(wges - w2)2 + a2w2<2wH + weﬂ">2

X = owwyw® + wp] . (1.41)
(W2, — w?)? + w2 2wy + Werr)?

res

This also allows us to examine the ellipticity of the forced precession. We compare
the maxima of m, and m, reached at any moment in time, which corresponds to
the following ratio:

max(m,) _ max(Re(ie) il Pl [@n e  wp+ v

max(m.)  max(Re(m.et)  |m.|  |xayl w? w
(1.42)
The magnetization component out of the film plane increases with increasing ex-
citation frequency, but is much smaller than the in-plane component for usual fre-
quencies, e.g. at resonance we find

max(m,)  [(wg + wes)? Wbt wes (1.43)
max(m.) w2, wg '

A calculated example of x,, is presented in Fig.1.2. In order to make sure that
a < 1 leads to a good approximation, we also calculated w,.s without neglecting
the corresponding terms, which leads to

9 wi (Wet + wir)?

res .
Weff + wy — QPwy

(1.44)

This is obviously equivalent to Eq. 1.37 in the case of o being small. For usual
material parameters and an external magnetic field leading to resonance frequencies
of several GigaHz, the corrections don’t exceed some tens of kiloHz and are far below
the contributions from Heyi, Hun and Meg.

The imaginary part of the susceptibility xj, represents the absorption of the
electromagnetic energy provided by the small excitation field h. xj, has a Lorentzian
line shape and reaches a maximum for the ferromagnetic resonance frequency wyes,
which is given by

Wy Wef T WH Wi

a (We + 2wy )/wr T Wyes

The real part x;,, represents the dispersion and is antisymmetric around wyes reaching
0 at this particular frequency. It has been shown that the saturation magnetization
is related to the imaginary part of the susceptibility by an integral criteria: In the
thin film case with an uniaxial in-plane anisotropy, the following integral of the
frequency-weighted x;, is valid independently of the external applied field and the
anisotropy field [42]:

Max(x,,) = (1.45)

—+00

2
I = 7 q %E(M ) . 1.4
i Py df =5 (5o (1.46)
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As this equation is also applicable to measurements having a limited frequency
range, it can be used to check the accuracy of susceptibility measurements [42, 43].

It is also of interest to observe the low frequency limit: while the imaginary part
tends to 0, the real part tends to

W MS

—_— = 1.47
wH Hext + Huni7 ( )

Xstat = Xétat =
which is well known from static susceptibility measurements.

Another important frequency is the antiresonance frequency wantires- At this fre-
quency the real part of the high-frequency permeability is equal to 0, corresponding
to xj, = —1. At the same frequency ng is small, while in contrast it passes through
a maximum at the resonance frequency. The condition for antiresonance is

Wantires = \/(Cdeff +wp)(wy +wh) & wer + wh. (1.48)

We cannot measure at these high frequencies, as e.g. for Fe: wangires/(27) > 60 GHz.
Nevertheless, it still is theoretically interesting, as the skin depth is increased ap-
preciably at wangires [44]. Indeed, only because of the presence of damping the skin
depth remains finite, as without damping x,, would be purely real and the skin
depth would diverge, making the magnetic sample completely transparent for the
microwaves. Therefore, it is assured that Eddy currents, which we will introduce
in section 1.5.2, don’t interfere with the measurement of the intrinsic damping and
measuring the antiresonance allows for a precise determination of « [33].

The obtained solution for the resonance frequency is a special case of the well-
known Kittel formula [8] determining the resonance frequency in an ellipsoidal sam-
ple:

W2y = (i + (No = NpJour) (wn + (N, = Ny Joar): (1.49)

The transition is achieved by going to the thin film geometry (N, = 1) with an
additional surface anisotropy (wa; — Wef)-

The frequency linewidth Aw, which is defined as the Full Width at Half Maxi-
mum (FWHM) of the imaginary part of the susceptibility, is described by

Aw = 2wy + Wesr). (1.50)

One has to bear in mind that xj, is not precisely symmetric around wyes and there-
fore, this is a slight approximation.

Aw can also be obtained by calculating the difference of the frequencies of the
maximum and the minimum in the real part x;, as a peak-to-peak linewidth Awy,.
This seems a convenient alternative, as it is easier to extract the frequencies of the
two extrema than to implement a fit using Eq. 1.36. Their positions can be easily
obtained from the roots of the derivative of x;,. We find

2 e
WMax = wres\/l - a( i ff) (151>
Wres
2 e
WMin = wres\/l—f—M? (152)

where wyes was defined in Eq. 1.37. Awp, = wiytin — Waax converges to Aw as defined
in Eq. 1.50 when Aw < wye. For usual material parameters, Aw,, — Aw becomes
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Figure 1.2: (Color online) The real (dashed blue line) and imaginary (plain red line)
parts of the transverse complex susceptibility x,, (see Egs. 1.35, 1.36). We used
v/(27) = 30 GHz/T, uoMs =1 T = poMeg, f10( Hoxt + Huni) = 0.01 T and o = 0.02.

negligible for a resonance frequency greater than a few hundred MegaHz. Never-
theless, this has to be kept in mind when evaluating linewidth data at very low
frequencies, where a fit of x is preferable to simply calculating Aw,, from the real
part in order to determine the frequency linewidth.

To find further information on the calculation of the susceptibility under different
conditions, in different materials and in the field as well as in the frequency domain,
we refer the reader to [33]. As we refer to it later, we still introduce the (full width
at half maximum) field linewidth AH, which is related to « as [45]

1oAH = 2%, (1.53)
Y

AH is measured by sweeping the external field instead of the frequency, while keep-
ing the frequency at a constant value. This can be done using an experimental setup
similar to the one used here (see e.g. [46]), and AH is also the linewidth measured
in classical FMR (see section 2.1.1).

1.4 Smit & Beljers resonance formula

In the last section we derived the resonance frequency w,e after calculating the
dynamic susceptibility. It is also possible to deduce it directly from the total energy
density ey by using the Ansatz after Smit and Beljers [47], which we will derive in
the following. It was found simultaneously and independently by Suhl [48] and by
Gilbert|38].

We first introduce spherical coordinates (see Fig. 1.3). The unit vectors of this
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orthogonal coordinate system which moves with the magnetization is given by

sin 6 cos ¢ cos 6 cos @ —sing
e, = | sinfsing : ep= | cosfsing¢ P €y = cos ¢ . (1.54)
cosf —sin 6 0

Under the condition Mg = const. , the magnetization is conveniently expressed as

M= Mm = My(m,e, +mye, +m.e,) (1.55)
= M;(sin 6 cos ¢e, + sin @ sin e, + cos fe,) (1.56)
= Me, + Oeg + Oe,. (1.57)

In order to express the Landau-Lifshitz equation in the mobile coordinate system,
we remind the time derivatives of the unit vectors:

de,

8t = ép = sin 0q5e¢ + 989 (158)
% =&y = —éep + cos 0q3e¢ (1.59)
% =éy = —¢(sin fe, + cosbey). (1.60)

When writing the effective magnetic field which we introduced in Eq. 1.14 in spher-
ical coordinates
Heff = Hpep + HgEg + H¢e¢, (161)

we can finally write the Landau-Lifshitz equation (Eq. 1.15) in (e,, ey, €4):

IM 0 0
- | O M, = o H My = —yoM X Heg. (1.62)
¢ sin O M, — Yo Ho M

In thermal equilibrium the total energy density is minimal. Hence, we can find the
equilibrium orientation of the magnetization (g, ¢o) as

e a5‘501: 0 d e agtot
90 6=0o0 9¢ $=do

= 0. (1.63)

However, we are in a non-equilibrium state, as we excite the magnetization to a
small angle oscillation, which is described by

0 = 0y+30 ; 60< b, (1.64)
¢ = ¢ot+dp ; 9 < . (1.65)

Eq. 1.63 is no longer valid, but as we imposed a small deflection, we can use a linear
development:

Ep = 89959+89¢5¢ (166)
Ep = 6¢95(9+6¢¢5¢, (167)

where ¢;; are the second partial derivatives of e after ¢ and j.
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Figure 1.3: (Color online) Spherical coordinates used during the derivation of the
Smit and Beljers resonance formula. M is pointing along e,,.

When writing the del operator V in spherical coordinates

o, 19f 1 of

Vi= ap &t 89 +psin98_¢e¢’

(1.68)

we can express the effective field (Eq. 1.14) using the derivatives of ey, which gives

o ¢
Hy = — d Hy=——2 1.
’ MOMS o i MOMS sin ¢ ( 69)

We combine Eqs. 1.62 with the subsequent equations to find

M, . 00
~ a = €¢950 + €¢¢5¢ (170)
M .
— " S Qoa—gtb = 89959 + €9¢5¢, (171)

where we used
sin(fy + 060) = sin Oy cos 60 + cos by sin §6 == sin Gy + cos 06 ~ sin . (1.72)

As we suppose an harmonic excitation of the magnetlzatlon motion, we are search-
ing now for periodic solutions in the form 66 = Re(00e™!) and 6¢ = Re(dge™!).

Therefore, 60 = iwdh and 5gb = iwdd. We now write the homogenous system of
equations in matrix form:

- My sin Oy N

Egp — w20 € 00

oo | B e | (20). (173)
€00 €y +iw=2EL | \ 6
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We find nontrivial solutions if the determinant is equal to 0, which is fulfilled under
the following condition:

_ i 0?0t ?Etot 0?0t 2
“res = I sinfg \/ 962 06 \ 0606 ‘ (1.74)

0=00,6=00

This general expression, which is called the Smit and Beljers formula, relates the
resonance frequency to the curvature of the total energy at its minimum. It has
evolved to the standard method in ferromagnetic resonance to determine the pre-
cessional frequency. In comparison with the derivation of w,. in the last section, it
offers the possibility to easily integrate different directions of the applied field and
the magnetization. We will show this in an example, expressing the total energy
density given in Eq. 1.22 in spherical coordinates:

M .
Etot = — o M| Hexi| sin 6 cos ¢ + %MeﬁMs cos? 6 — HuniMOT cos?(¢p — [3) sin? 0.

(1.75)
While we still assumed H pointing along the x-axis being sufficiently high to align the
magnetization M in parallel, we now allowed the easy axis of the in-plane anisotropy
to be at an arbitrary angle 3. The solution we find using Eq. 1.74 resembles Eq. 1.37,
except that now the influence of the anisotropy direction is revealed:

Wieg = V15 [Hext + Huni c08(20)] [Megr + Hext + Huni cos”(8)] - (1.76)

Of course, it is also possible to determine the resonance frequency using this formula
when the magnetization is not aligned with the external magnetic field direction
(when Hy is pointing out of the plane or is dominated by the anisotropy field).
Then the magnetization angle (6, ¢o), which we simply provided in the example,
needs to be calculated first by minimizing eq.

We want to note that the Smit and Beljers approach is based on the Landau-
Lifshitz equation without the phenomenological damping term. While thus the
influence of the damping parameter is neglected, we already demonstrated with
Eq. 1.44 that the resonance frequency shift related to « is generally negligible.

As a final remark, we state that due to the choice of parameters Eq. 1.74 has
a singular point when the magnetization is directed normal to the sample (0 = 0).
While throughout this thesis the magnetic field was always applied in the sample
plane, we direct the interested reader to Ref. [49], which provides a possibility to
circumvent this problem.

1.5 Magnetization Damping

In section 1.2 we introduced the phenomenological Gilbert damping parameter « in
the term modeling the viscous relaxation of the magnetization motion. In reality
this single parameter contains contributions from a variety of processes, which lead
to a coupling of the uniform and non-uniform precession modes and other thermal
baths of the magnetically ordered substance, and therefore to dissipation of energy
to non-magnetic degrees of freedom (see Fig. 1.4). In most cases the energy is
transferred finally to the lattice resulting in heating it (i.e. the creation of phonons)
[33]. To clarify the different damping processes, a lot of work was directed in the
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Figure 1.4: (Color online) Nonexhaustive schematization of the involved relaxation
mechanisms (see [33]). The spin-spin processes redistribute the energy between the
different modes of the magnetic system. The spin-lattice processes transfer energy
to the lattice.

past towards the study of ferromagnetic insulators [50], in particular yttrium iron
garnet (YIG). In the metallic thin films which are the subject of this thesis several
processes come into play. They are related to the presence of itinerant conduction
electrons and lead to a considerably faster relaxation [51].

In the following we outline the most important processes. They can be cast into
intrinsic unavoidable processes, e.g. direct coupling to the lattice mediated by the
spin-orbit coupling, and extrinsic processes, for example the two-magnon scattering
which is linked to the presence of defects breaking the translational invariance.

1.5.1 Scattering with itinerant conduction electrons

The most important contribution to the Gilbert damping in metals is caused by
incoherent scattering of itinerant conduction electrons by phonons and magnons
[52]: Two processes can contribute to damping.

(i) In a three particle scattering process, a magnon with the energy fuw, collides
with an itinerant electron with the energy ey, where s denotes the spin state.
The magnon is annihilated and the electron-hole pair has the energy exiqs after
the scattering process. As the s-d exchange interaction conserves the total angular
momentum, the electron spin s’ is flipped [44]. A second three particle scattering
event leads to the emission of a magnon. In the case of no intermediate interaction,
the emitted magnon corresponds to the initial magnon and no damping is mediated
(see Fig. 1.5).

Conversely, if the itinerant electron is subject to a scattering process changing
its spin state with a thermally excited phonon or magnon between the annihilation
and the recreation of the magnon, the emitted magnon no longer corresponds to the
initial magnon. Therefore, it is lost for the precession motion.

This is only possible due to the spin-orbit interaction, which creates a non-zero
scattering probability between the two spin states [53]. The rate of spin-flip is pro-
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Figure 1.5: (Color online) Coherent scattering process between a magnon with en-
ergy hwq and an itinerant electron with energy ey . In the case of this graph, the
emitted magnon corresponds to the inital magnon.

portional to the inverse of Tai, = 7o/ (g — 2)?, where 7,4 is the orbital relaxation
time and g is the g-factor [54]. The contribution to the Gilbert damping is propor-
tional to the rate of spin-flip and therefore to 1/74;,. This shows the importance
of the spin-orbit coupling for damping in metals, as the g-factor depends on the
ratio of the spin and the orbital momentum [55]. We add that this proportionality
to the inverse orbital relaxation time corresponds to a direct proportionality to the
resistivity. Therefore, we expect the intrinsic damping to increase with increasing
temperature. This was observed in [56].

(ii) In ferromagnetic metals the shape of the Fermi surface changes when the
magnetization direction is changed [53]. Hence, the uniform precession results in
a periodical variation of the Fermi surface due to spin-orbit coupling (often called
breathing Fermi surface) [57]. The adaptation of the itinerant electrons to the
changed Fermi surface is a dissipative process, as it introduces a dephasing between
the magnetization precession and the periodical variation. Thus the repopulation of
the Fermi surface leads to relaxation for the scattered itinerant electron. As men-
tioned, this Gilbert-like contribution to the damping also depends on the spin-orbit
coupling and is proportional to 7,.;(g — 2)? [53]. In contrary to (i), which is propor-
tional to the resistivity, the proportionality to 7,,, corresponds to a proportionality
to the conductivity.

This effect has been shown to give an appreciable contribution in pure Ni and
Co at low temperature, while it is not observed in pure Fe or in alloys [58]. The
contribution is higher at lower temperature as the conductivity increases. The non-
appearance of this effect for alloys is explained by their reduced mean free path.
For Fe its non-appearance is linked to the absence of a special feature of the band
structure, which is present in Ni and Co: Near the Fermi energy band-crossing
degeneracies exist, which are lifted by the spin-orbit interaction and which contribute
strongly to the damping [58].

In summary, the two processes (i) and (ii) both lead to a Gilbert-like damping
term, i.e. to an a which is constant with resonance frequency. However, depending
on temperature (i) and (ii) do not necessarily contribute equally to the relaxation,
as (i) is proportional to the resistivity, while (ii) is proportional to the conductivity.
This is demonstrated in [56], where the temperature dependence of the relaxation
is examined, as the orbital relaxation time 7, is temperature-dependent. A more
detailed discussion can be found in [44].
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Figure 1.6: (Color online) The classical skin depth (dotted red line) as well as the
real (plain blue line) and imaginary (dashed green line) parts of the FMR skin depth
using the same parameters as for Fig. 1.2: v/(27) = 30 GHz/T, poMs =1 T =~
poMeg, pio(Hexy + Hyni) = 0.01 T and o = 0.02. Additionally, we assumed the
resistivity of Permalloy: p = 25 x 1078 Qm [60].

1.5.2 Eddy currents

Eddy currents, i.e. the screening of the electromagnetic microwave field by the con-
duction electrons, lead to another contribution to the relaxation. Eddy currents are
characterized by the skin depth §, which is defined as the depth below the surface
of the conductor at which the current density decays to 1/e of the current density

at the surface. It is given by
2
0= , (1.77)
V worpipi

where o is the conductivity and g, is the relative permeability with p, = p/pg =
1+ x. The conductivity o is the inverse of the resistivity p, which can be found
tabulated e.g. in [59]: p(Fe) = 9.61 x 107 Qm, p(Au) = 2.21 x 1078 Qm, p(Ag) =
1.59x 107 Qm, all at 20°C. Eddy currents become important when the film thickness
is comparable to or greater than the skin depth: for typical transition metals the
classical skin depth at 10 GHz is in the range of one micron [45]. But, it has to be
taken into account that the permeability p can increase drastically at frequencies
around the ferromagnetic resonance (see Fig. 1.2), reducing the skin depth.

A calculated example of the skin depth is shown in Fig. 1.6: The classical skin
depth is calculated using the static relative permeability which is invariant with
frequency: p, = 14 Xstat = 1+war/wp, according to Eq. 1.47. This is a simplification
only valid for low frequencies. The FMR skin depth is calculated using p, = 14X, =
1+ Xy, — iXy, [61], where x,, is defined by Eqgs. 1.35 and 1.36. Note that the FMR
skin depth is a complex number.

For thick magnetic films Ament and Rado showed that the eddy currents lead
to a finite FMR linewidth even in the absence of damping, this effect being called
exchange conductivity mechanism [62]. The designation is chosen as this linewidth
broadening is proportional to v/Aco, where A is the exchange stiffness constant.
This contribution can be rather high for thick films, e.g. for an Fe film of 200 nm
a 7 fold increase with respect to intrinsic damping is observed [44]. The additional
damping decreases rapidly with the thickness d, as it is proportional to d?. For films
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Figure 1.7: (Color online) The black dotted line marks the real and imaginary part
of the permeability without taking eddy currents into account. The red plain and
the green dashed lines were calculated after Eq. 1.78 including eddy currents for a
200 nm and a 500 nm layer. The parameters are the same as for Fig. 1.6 and 1.2.

with thicknesses below ¢, this contribution is negligible, e.g. after [44] it becomes
important for Fe films of 25 nm or permalloy films of 100 nm.

In order to take eddy currents into account, a full derivation of the complex
frequency-dependent permeability with eddy currents can be found in [61]: To derive
the effect of the eddy currents, the screening of the excitation field in an infinite plate
of finite thickness is calculated by solving the Maxwell equations with appropriate
boundary conditions. This gives the field as a function of the penetration depth.
Integrating over the thickness, the average effective permeability is obtained as

Eddy _ (1-17) e(+d/e
/’Lr - :ur d/5 e(1+j)d/5 + 17

(1.78)

where j is the imaginary unit, g, = 1 4 Xy, 0 is the FMR skin depth and d the
total thickness of all metallic layers. We insist on the fact that also non-magnetic
metallic layer (as e.g. cover layers) add to the total thickness. Fig. 1.7 picks up the
relative permeability corresponding to the susceptibility shown in Fig. 1.2, where
additionally two relative permeabilities for a 200 nm and a 500 nm layer with a
resistivity p = 25 x 107® Qm are calculated after Eq. 1.78. In particular for the
thicker layer the linewidth broadening is obvious. Experiments with the measured

layers being so thick that it was necessary to take eddy currents into account can
be found in [63, 60].

1.5.3 Two-magnon scattering

Several decades ago two-magnon scattering was already examined in detail as an
extrinsic contribution to the linewidth for ferromagnetic insulators [50]. Recently, a
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considerable amount of research was directed on the effect of this linewidth broad-
ening in different samples: in metallic thin films (see e.g. [11, 12, 64, 34, 65]). In the
two-magnon process a uniform precession magnon (wave vector k = 0) is annihilated
and a k # 0 magnon is created. As this is a spin-spin process (see Fig. 1.4), the total
number of magnons in unchanged. However, as for a k # 0 magnon the spins are not
parallel to one another, the excitation of such a magnon reduces the length of the
magnetization. This is why this process can be modeled better with the equation of
motion after Bloch-Bloembergen (BB) (see Eq. 1.20) than with the LLG-equation
which conserves the magnetization. This spin de-phasing mechanism is described
by the transverse relaxation time 7. In the long run, the £ # 0 magnons relax to
the lattice, leading to an independent relaxation time 77.

In [11] Arias and Mills develop this magnon scattering mediated by surface and
interface defects for in-plane magnetized thin films. In Fig. 1.10 we will see that
in this situation a spin wave with a non-zero wave vector but the same energy as
the uniform precession magnon exists. It is important to realize that the possible
spin wave modes depend upon the orientation of the magnetic field and that for
out-of-plane magnetization there is no spin wave mode degenerate with the uni-
form precession mode. Hence, two magnon scattering is inoperative in this field
configuration [44].

The two-magnon contribution to damping is not Gilbert-like, i.e. it is not propor-
tional to the resonance frequency in the field linewidth (as introduced in Eq. 1.53).
It can be easily confused with a finite zero-frequency linewidth, which is usally
introduced to account for sample inhomogeneities as [10]

MOAH = ”OAHinhomo + 2gwres- (179)
g

In [12] the frequency linewidth is measured over a large range up to 225 GHz and
the conclusion was: “Clearly, a limited set of low frequency experimental data can
always be fitted with a linear frequency dependence and a constant inhomogeneous
term.” As in older publication on the linewidth in metallic thin films (e.g. [66]) this
contribution was not always taken into account, the conclusions on inhomogeneous
broadening need to be considered with care.

1.5.4 Spin-pumping

Mizukami observed that the ferromagnetic resonance linewidth, and therefore the
damping, of a permalloy layer in a sandwich between two metallic non-magnetic
layers depends on the material of these cladding layers [67, 68, 69]. Materials with
a stronger spin-orbit coupling, e.g. Pt and Pd, which results in a higher spin-flip
scattering, caused a broadening of the linewidth. This is explained by the injection
of spins into the adjacent normal metal by a ferromagnet with moving magnetization.
This spin current 'pumped’ by the precessing magnetization is subject to spin-flip
scattering in the normal metal, adding to the damping. It is important that this spin
current is not accompanied by an electrical charge current. For the inverse effect,
the so-called spin-transfer torque, a spin polarized current is creating magnetization
precession, see [70].

Spin-pumping was originally proposed by Berger [14] and the theory was further
elaborated in [71, 72, 73]. The spin-pumping term has exactly the same form as the
Gilbert damping [70]. According to [71] the spin current emitted into the normal
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metal is

h dm
Pump am 1.
S iy (m % ) ; (1.80)

where g is the dimensionless interfacial spin-mixing component in the spin-con-
ductance tensor. g;; determines the spin current emitted into the normal metal,
when the ferromagnet is thicker than the ferromagnetic coherence length (a few A
in transition metals such as Co, Ni or Fe) [71]. In a simplified picture assuming
a spherical Fermi surface, g;; can be expressed as g;; = 0.85n%2, where n is the
density of conduction electrons per spin [74].

Adding this torque to the LLG equation the Gilbert damping is increased o —
a + o, where o is the spin-pumping contribution. As it is also constant with
frequency w, it is difficult to separate it from the intrinsic damping. The additional
damping can be calculated as [75]

vh

"= g |—-— 1.81

where A is the total surface area of the interface, dpy the thickness of the ferro-
magnetic layer, v the gyromagnetic ratio and h is the Planck constant. Here, we
neglected the angular momentum which diffuses back into the ferromagnet due to
spin accumulation in the normal metal.

This increase in damping was also observed in magnetic double layer structures
separated by a normal metal spacer [76]: the FMR field linewidth of two differ-
ent samples is compared: a single layer sample GaAs/Fe(16)/Au(20) and a double
layer sample GaAs/Fe(16)/Au(40)/Fe(40)/Au(20), where all thicknesses are given
in monolayers (ML). The magnetic properties of the nominally identical 16 ML Fe
layer deduced from the FMR frequency are found to be identical in both samples.
Therefore, no exchange coupling between the two magnetic layers is present in the
double layer sample. However, the field linewidth for the thin Fe layer is higher in
the double layer sample than in the single layer sample. The observed linewidth in
the single layer sample and the additional linewidth in the double layer sample are
plotted as a function of resonance frequency f,e in Fig. 1.8. We remind that the
field linewidth is directly proportional to a fes (see Eq. 1.53). Consequently, the
observed damping « is higher for the thin Fe layer in the double layer sample.

This can be explained in a descriptive manner using the quantum mechanical
picture given in Fig. 1.5: In the thin Fe layer a uniform precession magnon is anni-
hilated and its energy hwq transferred to a conduction electron [77]. This electron
traverses the Au spacer. As the spacer layer thickness is far below the electron mean
free path of Au (38 nm [44]), the spin transport is considered as purely ballistic.
As the second thicker Fe layer has a different interface anisotropy, its resonance fre-
quency is different from the one of the thin Fe layer for the same external magnetic
field. Thus, if the initial magnon with energy hwgq is emitted again by the excited
conduction electron inside the thicker Fe layer, it will not contribute to its resonance
due to its differing frequency wq. It is lost for the precession motion in the thin Fe
layer and is perceived as an additional damping.

Indeed, for the 16 ML Fe film in the single layer the damping was determined
to a = 0.0044, the observed damping « + o' was twice that value in a magnetic
double layer. In continuative work, it was found that the resonance frequencies
can coincide for a specific angle and strength of the applied field exploiting the
different anisotropies in the thin and thick Fe layers [78, 79]. In this special geometry
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Figure 1.8: The FMR field linewidth AH as a function of resonance frequency, after
[76]. The triangles correspond to the 16 ML Fe film in the single layer structure.
The filled dots show the additional linewidth measured for the 16 ML Fe film in the
double layer sample.

the magnon transferred from one magnetic layer to the other and vice versa can
contribute to the uniform precession in the other layer, and the experiment confirmed
that the linewidth, and therefore the observed damping, was decreased for both
layers in this specific situation.

For more extensive informations on this effect, we refer the reader to [73].

1.6 Spin waves

In the preceding sections we addressed only uniform magnetization motion, i.e. the
exchange interaction is so strong as to keep all magnetic moments aligned perfectly
in parallel. Coherent magnetization precession occurs at the same frequency and
phase. This uniform precession can be described as a wave with infinite wavelength.
In realistic systems different conditions such as a finite temperature T" # 0, a non-
uniform excitation field or defects in the sample lead to the excitation of spin waves
with finite wavelength, also called magnons.

We discuss in the following the different types of spin waves occuring in ultrathin
film samples. Short wavelength spin waves are dominated by the exchange inter-
action: usually when speaking about spin waves, exchange dominated spin waves
are addressed. For long wavelengths the exchange interaction is falling of rapidly
and is dominated by the magnetic dipolar interaction: corresponding waves are
termed magnetostatic waves [80]. Finally, we will address perpendicular standing
spin waves, which are related to the two dimensional confinement in the magnetic
thin film. These thickness modes are exchange dominated.

1.6.1 Magnetostatic Waves

The basic equation for magnetostatic waves is found by starting from the Maxwell
equations in the magnetostatic limit in the absence of currents [81], which read:

VxH=0 ; V-B=0 ; VxE=-B. (1.82)
We use the definition of the magnetic induction

B = po(1+ X)H, (1.83)
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Figure 1.9: (Color online) The dispersion relation and geometry for the three mag-
netostatic modes described in the text (see Eqs. 1.87, 1.88 and 1.89). The frequency
axis was normalized to 1/weg, where we chose wy = weg/2. The magnetization
is aligned by an external field as sketched on the right hand side. In the case of
in-plane magnetization the uniform resonance frequency is found at 0.866.

where y is the high-frequency susceptibility derived from the Landau-Lifshitz equa-
tion without loss in a similar manner as in section 1.3. We introduce the magne-
tostatic scalar potential ¢ using H = —V1, which allows us to deduce Walkers’s
equation:

0y 0% 0?1

1 =0. 1.84
(40 [+ 55| + 5 (1.84)
This equation is the basic equation for magnetostatic waves in homogeneous media.
In order to find the dispersion relation, an assumption is made for v, e.g. for a

uniform plane wave propagation: ¥ o exp (ik - r). This yields
(14 x) (k. + k%) + k.2 =0, (1.85)

which relates the wave vector with the frequency (contained in y). The different
magnetostatic modes are obtained by imposing specific relations for the different
components of k taking into account the boundary conditions. The original work
giving full details can be found in [82] (note that the geometry is defined differently
than in section 1.3).

In the following we present the different magnetostatic modes in the case of a thin
film geometry, where we neglect anisotropy and the exchange interaction and where
the direction of the magnetization is determined by an external magnetic field. The
modes are primarily distinguished by the angle between the magnetization direction
and the in-plane wave vector (k) as well as the direction of the magnetization with
respect to the film plane.

Part of their naming is related to the dispersion relation of the modes, i.e. the
frequency w as a function of the wave vector k. The group- and phase velocity are
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defined depending on the dispersion relation as

Oow w

Ugroup = % ; Uphase = E (186)

Modes that show positive (negative) dispersion, i.e. modes with vgoup and vphase
having the same (opposite) direction, are called forward (backward) waves. The
different dispersion relations in the magnetostatic limit are illustrated in Fig. 1.9.

e MagnetoStatic Surface Waves (MSSW):
These waves are also called Damon Eshbach modes, as they were first described
by Damon and Eshbach [83]. They are observed when the magnetization is
in the sample plane and the in-plane wave vector k; is perpendicular to M.
They show positive dispersion and are therefore forward waves. The dispersion
relation is given by [81]

2
wl%/ISSW = wh (W + wesr) + wf (1-— e*%”d) (1.87)

We note that in the limit case k) — 0, this corresponds to Eq. 1.37.

The amplitude of this type of wave decays exponentially from the surfaces
of the film. Hence, the designation of this mode [84]. Depending on the
propagation direction it is located next to one of the two film surfaces.

e MagnetoStatic Backward Volume Waves (MSBVW):
The MSBVW are the modes with the in-plane wave vector being collinear
to the magnetization which is in-plane, too. While the MSSW are located
at the sample surface, the amplitude of backward volume waves is distributed
uniformly through the volume of the film. As mentioned before, they are called
backward waves as they show negative dispersion. An approximation of the
dispersion relation derived in [85] states

5 1—ehid
WMSBVW = WH |WH + Weff —k”d : (1.88)

As for Eq. 1.87, for k| — 0 we find the uniform in-plane precession frequency

(Eq. 1.37).

e MagnetoStatic Forward Volume Waves (MSFVW):
These modes occur when the magnetization is aligned perpendicular to the
plane. While this experimental situation is never met within this thesis, we
will mention it for the sake of completeness. Kalinikos derived an approximate
solution of the dispersion relation, which is found in [81]:

5 1—efid
Wyvspvw = Wi (W +we | 1 — W . (1.89)

It is of interest to note that the wave propagation does not depend on the
direction of the in-plane wave vector (in the absence of magnetocrystalline
anisotropy). This mode is called a volume wave because the amplitude is
uniformly distributed through the volume of the film as in the case of MSBVW.
In contrast, this mode is a forward wave, as the group and the phase velocity
point in the same direction.
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Figure 1.10: (Color online) The dispersion relation of the magnetostatic back-
ward volume wave (Eq. 1.88) without taking the exchange interaction into ac-
count (green dashed line) and with adding w?_following Eq. 1.91 (red plain line).
The vertical dashed line separates the long wavelength dipolar dominated from
the exchange dominated wave vectors. The following parameters were assumed:
v/(27) = 30 GHz/T, ioMeg = 1T, A=2x10"" J/m, d = 100 nm, poHex; = 0.1 T.

1.6.2 Exchange dominated (in-plane) spin waves

The formulas describing the magnetostatic modes are only valid up to a certain wave
vector. For short wave length the exchange interaction becomes important and can
no longer be ignored. It increases the resonance frequency, as it costs energy to
misalign spins which are close by. An approximate formula for the dispersion relation
of in-plane spin waves in the ultrathin film limit taking into account exchange was
derived by Arias and Mills [11]:

we .
Winplane = WH (WH + Werr) = 2H (Wi — [war + wer] sin® ¢x ) kyd
2A
+ (2wm + weff)’VMkﬁ, (1.90)

where A is the exchange stiffness constant and ¢ is the angle between M and
k), which are both in-plane. It is easy to check, that Eq. 1.87 and Eq. 1.88 are
approximated by Eq. 1.90 when neglecting the last (exchange) term and expanding
the exponential function.

The exchange contribution is included as

wl = 2wy + weff)’y?\?Akﬁ. (1.91)
S
We note that w? is isotropic, as the exchange interaction is isotropic. Fig. 1.10
demonstrates the effect of the exchange interaction on the dispersion relation of
magnetostatic backward volume waves: with increasing wave vector the exchange
interaction dominates the dipolar interaction. In particular for the MSBVW, this
changes the curvature and allows an exchange dominated spin wave at the same
resonance frequency as the uniform mode (~ 10 GHz), but at a non zero wave vector.

We refered to these modes in section 1.5, when analyzing 2-magnon scattering.
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Figure 1.11: Schematization of the lowest order perpendicular standing spin waves
where multiples of half the wavelength fit into the film thickness (see Eq. 1.92). Here
we assumed no surface pinning, which could influence the precession of the spins
near the surface due to different anisotropy fields (see [88]).

1.6.3 Perpendicular Standing Spin Waves (PSSW)

Previously we only allowed for wave vectors lying inside the sample plane, i.e. the
phase was always uniform through the film thickness for the magnetization aligned
in the plane by an external magnetic field. As we assumed an infinite thin film, the
wave length could be chosen continuously. This is not the case for the out-of-plane
wave vector k; because of the different boundary conditions: only wavelengths A
with half the wavelength fitting into the film thickness in whole numbers are allowed
due to the confinement (see Fig. 1.11). With k;, = mp/\, an approximation of the
dispersion relation is given by [86]:

2A /7mp\2 2A /7mp\2
W%ssw: wH+weﬁ‘+’YM (7) } {WH+’YM <7> ] (1.92)

When expanding this equation and separating the exchange contribution from the
uniform resonance formula, one finds a term being similar to Eq. 1.91. However, in
Eq. 1.91 we expect 72Akf /M < wy, while in Eq. 1.92 typically yv2Ak? /M > wy is
found. This is due to the comparatively higher out-of-plane wave vectors and leads
to a shift to considerably higher frequencies. More on the observation of PSSW can
be found in [87]. In chapter 7 we present data on the observation of the thickness
mode of the order p = 1 for 40 nm thick samples and extract the exchange stiffness
constants A for the sample material.
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Chapter 2

Experimental Basics

To introduce magnetization dynamics, we begin this chapter by briefly presenting
some of the most important measurement techniques in this field (§2.1). In a fol-
lowing section we describe in more detail the technique of Vector Network Analyzer
Ferromagnetic Resonance (VNA-FMR), which was the mainly employed technique
for sample characterization throughout this thesis (§2.3). But, before explaining its
mode of operation, we remind the most important concepts of microwave engineering
necessary for a complete understanding (§2.2).

2.1 Measurement techniques in magnetization dy-
namics

In this section several measurement techniques are presented. They can be classified
by their mode of detecting the magnetization: The first five use an electrical de-
tection. The following sections describe optical techniques, while the last described
technique (section 2.1.8) relies on mechanical detection. This section is concluded
by a tentative comparison between the different techniques.

2.1.1 Ferromagnetic Resonance

The Ferromagnetic Resonance (FMR) technique is one of the oldest [8] and most
well understood techniques to study and characterize the (small angle) dynamics
of magnetization motion (see Fig. 2.1(a)). The sample is placed in a resonant mi-
crowave cavity. A Klystron or a Gunn diode provides microwave radiation with a
fixed frequency (typically 1 — 80 GHz), which is coupled into the cavity creating
a standing microwave field. Depending on the type of cavity used, there can be
several sample positions allowing to realize different pumping geometries [89] (see
Fig. 2.1(b)). An electromagnet provides an external magnetic field which is sweeped
while the power reflected by the cavity is monitored. When the ferromagnetic res-
onance condition deduced in the previous chapter is met, there is a strong increase
in the absorbed power. This is measured by the reduction of the reflected power,
given by

AP x< Xge > h*n, (2.1)

where £ is the direction of the microwave excitation field i at the sample position.
n is the filling factor depending on the ratio of the cavity to the sample volume.

43
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Figure 2.1: (a) Basic layout of a typical FMR spectrometer and (b) rectangular
microwave cavity with multiple different pumping geometries at the positions B, S

and C, after [89)].

< x” > is the imaginary part of the hf-susceptibility averaged over the sample
volume.

In order to enhance the signal to noise ratio, in practice the external magnetic
field is modulated. Typical modulation frequencies are in the range of 100 — 200
Hz. This allows for the use of lock-in amplifier detection. For further details on
the measurement setup we refer the reader to [9], for its application on ultrathin
metallic layers to [10].

While this technique has the disadvantage of being limited to a specific frequency
by the microwave cavity, it has a very high sensitivity enabling the detection of
9.4 x 102 ug [90]. This is due to the high quality factors of the resonance cavities,
which compensate for the low filling factor and easily permit the study of extended
thin films.

Whenever we speak in the following about ferromagnetic resonance measure-
ments using a resonant cavity and sweeping the magnetic field, we will use the
terms of conventional or classical FMR for this well-established technique.

2.1.2 Inductive Permeameter

While in classical FMR the resonance frequency is fixed by the cavity, the inductive
permeameter technique enables broadband resonance measurements: The sample is
coupled to a non-resonant microwave device. In a simplified picture, the device reacts
to the magnetic flux change caused by the moving magnetization of the sample due
to the application of a high-frequency field. This response is detected with a (phase-
sensitive) vector network analyzer. Different geometries have been implemented:
In an early implementation in [91] the excitation and detection is still distributed
to two components: the sinusoidal excitation field is created by a stripline waveguide,
while a nonresonant butterfly-coil pickup loop detects the stray field signal. The
sample is located in a plane parallel to the ground plane above the signal sheet
of the strip-line. The flat pickup loop is in the same plane having the shape of
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dielectric
plates

substrate

Figure 2.2: A single coil geometry realized using a short circuited microstrip line
with the magnetic film placed between the conducting plates, after [92].

a double eight figure. As the loop is in this plane, it is sensitive to the stray
field perpendicular to the latter, generated by the oscillating magnetization. The
permeability is calculated from the induced voltage. It was found that the upper
operating frequencies were limited to a few hundred MegaHertz due to the formation
of standing waves in the coil. It can be extended to a few GigaHertz by reducing
the size of the coil.

Recent implementations of inductive permeameters often use only one component
performing the excitation and the detection at the same time. Ferromagnetic thin
films or microwires were measured in a coaxial geometry: The magnetic material
has to be conformed into a torus on the outside of the inner conductor of the coaxial
line or on the inside of the outer conductor [93]. While this imposes a constraint,
as nonflexible magnetic material has to be deposited on a toroidal substrate already
during manifacturing, measurements of the microwave permeability up to 18 GHz
were demonstrated. As the coaxial geometry is well suited for hf measurements,
this method has the potential to be extended to higher frequencies using a different
coaxial standard than the employed APC-7 limited to the mentioned frequency.
However, the sample needs to be flexible or elaborately prepared.

For rigid thin film samples a different geometry has to be adapted. Transmission
lines are suitable for this approach (see Fig. 2.2). A short circuited microstrip line
was used as the equivalent of a single turn coil [94]. Here, the thin film sample
is placed between the strip line and the ground plane [95], and the excitation and
detection are both mediated by the strip line. In the cited reference the usable
frequency range was limited to 6 GHz in order to prevent the appearance of higher
order electromagnetic field modes when the microstrip line length is equal to a
quarter of the wavelength.

Transmission lines in a coplanar geometry are well suited for the study of thin
film samples, as these can be placed directly on top of them. As in the latter
example, the coplanar waveguide acts at the same time as a driving and pickup coil
[96]. From the changes in the transmission and reflection of the electromagnetic
waves induced by the sample the permeability can be calculated. As this geometry

is used throughout this thesis, we will give a description in greater detail in section
2.3.
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Figure 2.3: Schematic diagram of a pulsed inductive microwave magnetometer setup,
after [97]. The sample is placed on the coplanar waveguide as indicated on the lower
right hand side, where the static applied field Hey; is perpendicular to the excitation
pulse field A.

2.1.3 Pulsed Inductive Microwave Magnetometer

The geometry of a pulsed inductive microwave magnetometer (PIMM) corresponds
to the last one mentioned in the previous section (see Fig. 2.3): The thin film sample
is placed on a coplanar waveguide [98]. Instead of a sinusoidal excitation field at a
single frequency as employed in classical FMR and in the inductive permeameters, a
voltage step applied to the central conductor creates a current pulse. The changing
current creates a magnetic excitation pulse transverse to the coplanar waveguide
(CPW). This excitation pulse causes the magnetization, which was aligned parallel
to the CPW by an external magnetic field, to be rotated in the transverse direction
[99]. The magnetization then relaxes in the direction of the external field parallel to
the waveguide. The moving magnetization causes a changing flux, which induces a
voltage in the CPW which can be detected using a fast oscilloscope. While the previ-
ously discussed techniques observe forced oscillations, here, decaying free oscillations
are monitored. Another difference is that the former measurement techniques probe
the magnetization response in the frequency domain, the PIMM probes the response
in the time domain. The acquired data can be transformed into the frequency do-
main by applying a Fourier transformation. In [100] the precision was compared
between such a Fourier transformed frequency response and a direct measurement
in the frequency domain and the latter method was found preferable. This is not
astonishing as the Fourier transform is applied to a limited time window. It was
also pointed out in [90] that the signal to noise ratio (SNR) is considerably worse
for PIMM measurements: For the same number of spins (1.5 x 10'* ug) the SNR
for the PIMM was determined to smaller than 10, for VNA-FMR a value of ~ 40
was found. This can easily be understood, as excitations with a single frequency
allow using lock-in detection. While therefore the evaluated frequency band of the
PIMM is on the order of Av = 10 GHz, for FMR it is limited to Arv = 10 Hz. The



2.1. MEASUREMENT TECHNIQUES IN MAGNETIZATION DYNAMICS 47

Johnson-Nyquist thermal noise is proportional to v/Av being considerably higher
for the PIMM.

It is also important to consider the magnetic excitation pulse, which is commonly
higher than the sinusoidally oscillating field in FMR. This is necessary to be able to
still follow the free oscillations despite the smaller SNR as described above. Then,
it has to be reevaluated if the excitation is still in the linear regime.

In principle, the frequency range measurable by PIMM is not limited. However,
in practice the pulse generator needs to be capable to produce a pulse shape con-
taining a corresponding high frequency component. Additionally, the high frequency
component is weakly represented in the pulse, leading to a low pumping efficiency
for the respective frequency.

A detailed description of the experimental setup of a PIMM can be found in
[101].

2.1.4 Propagating Spin Wave Spectroscopy

Propagating Spin Wave Spectroscopy (PSWS) allows to measure the magnetostatic
wave modes of a sample. The experimental setup consists of the ferromagnetic thin
film with two microwave antennae which are realized as shorted coplanar transmis-
sion lines. These are both connected to a vector network analyzer. In contrast to
classical FMR and the permeameters, modes having a non-zero wavevector are ex-
cited by the excitation field created by the first antenna working as a transducer.
These propagate to the second antenna employed as a receiver where their detection
allows to draw conclusions on the relaxation of the magnetostatic modes [102].

The experimental requirements are different to the previously mentioned tech-
niques, e.g. the microwave field created by the antenna is deliberately nonuniform
in order to couple to spin waves with nonzero wave vectors.

In the past, PSWS was only applied to insulating ferromagnetic films [103].
Bailleul et al. achieved such a measurement for the first time in metallic thin films
[104]. In metallic films it is more difficult due to the increased damping, which
results in faster wave attenuation, and therefore a shorter propagation distance of
the magnetostatic waves: While in the original experiment in yttrium iron garnet
insulating films the propagation distance was on the order of mm, the attenuation
length (decrease of the amplitude by a factor ) was 26 pm in the employed permalloy
films [105].

For full details we advise the reading of [105].

2.1.5 Magnetoresistive measurements

Magnetoresistive effects, as the Giant Magneto Resistance (GMR) and the Tunnel
Magneto Resistance (TMR), are frequently employed in the observation of magne-
tization dynamics. We will not discuss the physical origin of the different effects
(see e.g. [6] for GMR and [7] for TMR). In this context, their property of practical
interest is to introduce a relation between the orientation of the magnetization and
the resistance of the sample. Different implementations are used, but the most com-
monly designed structures are called spin valve for the GMR and Magnetic Tunnel
Junction (MTJ) for the TMR. Essentially, they consist of three layers: a reference
layer, which is a magnetic layer having its magnetization fixed in a defined direction.
A non-magnetic barrier, which is metallic for spin valves and insulating for MTJs.
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And a so-called free layer, which is a magnetic layer having most often a uniaxial
anisotropy with the easy axis following the preferential direction of the reference
layer. We remark that this kind of structure having two equilibrium states with
different resistance is at the basis of Magnetic Random Access Memory (MRAM),
as it is ideally suited to represent binary information [106].

In a good approximation the change in resistance is directly proportional to the
cosine of the angle between the magnetization in the free and the reference layer. As
the angle is fixed in the reference layer, the measured resistance allows to calculate
the average magnetization component of the free layer along this direction. The
average component is observed, as the magnetic moments of the sample are not
necessarily aligned in parallel.

Usually the devices are designed lithographically with an integrated high-fre-
quency transmission line necessary for the excitation of the free layer magnetization
[107]. The transmission line can either be fed with continuous wave power to obtain
frequency domain data, or it can be used to create a field pulse while acquiring time
domain data. Recently, the latter type of experiment has been intensely studied
when applying the field pulse perpendicularly to the easy axis of the free layer,
as this can be used to switch rapidly the magnetization direction, the so-called
precessional switching [108].

Electrical measurements offer some advantages [109]: individual structures well
below 100 nm can be measured being not easily accessible by other techniques.
Due to a high magnetoresistance, single-shot response can be measured without the
need for averaging. The current “record” for the TMR effect is situated at 1010%
at 5 K and 500% at room temperature [110]. Another benefit of magnetoresistive
measurements is that they enable the observation of the magnetization dynamics in
complicated multilayer stacks, like they are employed in actual applications.

A review on magnetization dynamics observed by magnetoresistive measure-
ments can be found in [109].

2.1.6 Brillouin Light Scattering

Brillouin Light Scattering (BLS) denominates the scattering of visible light from low
frequency excitations (f < 100 GHz). Laser light is shone onto the magnetic thin
film sample, often using an Argon ion laser at a frequency fy = 5.83 x 10'* Hz [32]
(A = 514.5 nm). The angle of incidence is 45° in the standard geometry and only
the light back-scattered in the incidence direction is evaluated, while the specularly
reflected beam is ignored. The highest intensity in the back-scattered light is found
at the frequency of the incident light fy and is caused by dust particles or sample
irregularities. Additionally, components at shifted frequencies fy+ f., are observed,
where f, is the frequency of an excitation in the film: a phonon (a mechanical oscil-
lation) or a magnon. The magnons are excited thermally. In metals the interaction
is taking place close to the surface. The light which was scattered by a spin wave
can be selected using a polarization analyzer, as it is polarized at 90° to the inci-
dent light polarization, while the polarization is not changed by a scattering process
with a phonon. The frequency spectrum around fy is analyzed using a multi-pass
Fabry-Perot interferometer [111], before being detected by a photomultiplier. Using
two interferometers with differing distances between the reflecting surfaces allows to
reach a higher selectivity of the transmitted wave lengths, as for only one interfer-
ometer the resonance condition is fulfilled for several wave lengths. This allows to
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reach the high contrast necessary to detect the weak inelastic excitations. The fre-
quency is typically analyzed over the broad range of 5 — 100 GHz, but the precision
is limited to only ~ 0.1 GHz [32] in the best cases.

By changing the angle of incidence, spin waves with different wave vectors can be
probed, e.g. in [112] between 0 and 25 um~! corresponding to wave lengths between
oo and 250 nm. At the same time the applied in-plane magnetic field can be varied.
This allows to probe the dispersion relation of the spin waves.

It is also possible to perform these measurements spatially resolved. The high
lateral resolution is defined by the size of the laser beam focus, which is 1 — 2 pm
[87].

For further reading, we refer the reader to [32], for recent results to [87].

2.1.7 Time Resolved Magneto Optical Kerr Effect

In the Time Resolved Magneto Optical Kerr Effect (TR-MOKE) the magnetiza-
tion at the surface of the sample is probed using laser light. Most often the polar
magneto-optical Kerr effect is employed, which is sensitive to the out-of-plane com-
ponent of the magnetization [28]. In principle, the in-plane components can also be
probed, allowing for a vectorial resolution of the magnetization.

The time resolution is achieved by using ultrafast laser pulses, e.g. by an amplified
Ti:Sapphire laser system at 840 nm with 170 fs pulse duration [113]. In the pump-
probe measurement geometry two pulses are used to reconstruct the magnetization
dynamics in a stroboscopical way: The first pulse called pump pulse creates a small
magnetic field pulse deflecting the magnetization from its equilibrium direction.
This can be either achieved using a Schottky Barrier or by creating an electrical
field pulse using a photo-switch which traverses a microcoil or a micro strip line
[114]. The second pulse called probe pulse is then directed at the sample probing the
magnetization state via the change of the polarization due to the Kerr effect [115]. To
monitor the time evolution of the magnetization the experiment is repeated and the
time delay between the pump and the probe pulse is varied. Several measurements
with the same delay time are additionally accumulated in order to increase the signal
to noise ratio. We note that this is not exactly time resolved as the time evolution
is reconstructed from independent measurements.

Additionally, this technique can be adapted to resolve spatially the response
of the magnetization: The sample is scanned under the probe beam using a piezo
stage. The resolution is limited by the used wavelength. Therefore, the probe beam
is frequency doubled [113]. This mode of operation is usually called Time Resolved
Scanning Kerr Microscopy (TR-SKEM). While here the magnetization motion is
monitored in the time domain, recently a modification of the excitation source al-
lows its use in the frequency domain: In Ferromagnetic Resonance Scanning Kerr
Microscopy (FMR-SKEM), the strip line generating the excitation field is connected
to a network analyzer providing a continuous wave current creating a sinusoidal
high-frequency field [116].

Further details on stroboscopic microscopy can be found in [117, 118].

2.1.8 Ferromagnetic Resonance Force Microscopy

A Ferromagnetic Resonance Force Microscope (FMRFM) uses the force exerted on a
cantilever as in a magnetic force microscope to detect the magnetization dynamics.
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Table 2.1: Comparison between several techniques used in magnetization dynamics.

Technique \ Domain \ Resolution \ Usual geometry

FMR (§2.1.1) Frequency No Thin film

Permeameter (§2.1.2) | Frequency No Thin film (patterned [123])
PIMM (§2.1.3) Time No Thin film

PSWS (§2.1.4) Frequency/Time | No Thin film (patterned [104])
GMR/TMR (§2.1.5) | Frequency/Time | No Nanostructures

BLS (§2.1.6) Frequency Yes (1 pm) | Surface (patterned [111])
TRMOKE (§2.1.7) Equivalent Time | Yes (0.3 pm) | Surface (patterned [124])
FMRFM (§2.1.8) Frequency Yes (5 pm) | Thin film (patterned [119])

The cantilever with the magnetic tip placed on top of the sample is sensitive to the
out-of-plane component of the magnetization. In [119] for example the magnetiza-
tion is aligned in that direction by an external magnetic field normal to the sample
(z-direction). As for the inductive permeameters a strip line situated underneath
the sample creates a small transverse excitation field leading to precession of the
magnetization. In principle, it is possible to detect the precession by simply mea-
suring the static deformation of the cantilever [120]: When assuming conservation
of the magnetization magnitude (as for Gilbert damping) a precession around the
z-axis reduces the component of the magnetization along that direction, when the
excitation can no longer be linearized. Detecting this reduction AM, = M, — M, is
equivalent to detecting the in-plane component of the magnetization (for conserved
magnitude).

However, in practice the detection is achieved by modulating the external field or
the amplitude of the excitation field with the resonance frequency of the cantilever.
This allows to use the resonating cantilever as an amplifier, considerably increasing
the sensitivity. The resonance amplitude of the cantilever is then detected either
optically or using piezoresistive detection [121].

FMRFM allows spatially resolved detection of FMR as the magnetic tip is
scanned over the sample. A lateral resolution of 5 pm was demonstrated detect-
ing spatially modulated exchange bias [121]. According to [122] FMRFM even has
the prospect to provide insights at submicrometer dimensions.

Further reading can be found in [122] and references therein. Many details on a
practical implementation can be found in [120].

2.1.9 Comparison

Tab. 2.1 shows an overview of the presented techniques. It summarizes some of
the most important criteria at a glance: if the mode of operation is in the time or
frequency domain. The possibility to achieve a lateral resolution and, if possible,
demonstrated values. Finally, the possible sample geometries are mentioned, where
we examine the applicability on (patterned) thin films.

An exhaustive comparison seems impossible, as too many different operating
scenarios exist. For more details we refer to the previous sections and the references
given therein.
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Figure 2.4: Representation of a small line section of length dx characterized by the
four fundamental parameters R, L, G and C'.

2.2 High-frequency Basics

In order to understand the measurement process in inductive techniques, we intro-
duce in the following some basic concepts of microwave circuits. Readers who are
familiar with the basic notions of microwave engineering (microwave propagation,
S-parameters, vector network analyzer) can skip this section and continue directly
with section 2.3.

2.2.1 Derivation of the Telegrapher’s Equations

In the following we will use the example of a two-conductor transmission line to de-
rive the elementary equations of electromagnetic propagation in microwave circuits.
The line is characterized by four fundamental electrical parameters: The series resis-
tance R and the series inductance L, which represent the active and reactive energy
loss in the conductors, as well as the shunt conductance G and the shunt capacitance
C, which represent the active and reactive energy loss in the dielectric. The four
parameters are here expressed as quantities per unit length. Other constants, as e.g.
a shunt inductance or a series capacitance exist, but can be shown negligible [125].
We have to note that these concepts are only applicable without difficulty in the
case of Transversal Electric and Magnetic fields (TEM) wave propagation, because
only in this case current and voltage are defined. Coaxial cables are good examples,
where this is valid and the electric and magnetic field are both perpendicular to the
center conductor, which is pointing in the direction of the wave propagation.

We break down the line into a series of lumped components of length dx as shown
in Fig. 2.4, where dzx is small compared to the wavelength . In each line section
the current I and voltage V' are decreased, according to

dV = —(RdxI+ Ldx %) (2.2)

dl = —(GdzV + Cdz %—‘;) (2.3)
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This transforms into two coupled differential equations for an infinitely small dzx:

oV ol
ol oV

We suppose a sinusoidal time dependence as
V(z,t) = Re(V(z)e’™?) ; I(x,t) = Re(I(z)e™?), (2.6)

where we use a complex notation, which allows to separate the space and time
dependence. We can now eliminate ¢ from our equations as

oV .
oI -

Combining the two equations, we find

AR

where we introduced the propagation constant + having the dimension of a wave
vector (1/m), which is defined by

27 B 27 R
OV _ oy . P (2.9)

v =+/(R+ jwL)(G + jwC). (2.10)

The Eqgs. 2.9 are commonly referred to as the telegrapher’s equations as they were
first developed in connection with long-distance telegraphy over cables [125]. Their
solutions have the following form:

Vi) = Vie ™ £V ™ (2.11)
I(z) = ITte ™41 e, (2.12)

where V*t, It V=, I~ are integration constants. The solutions are linear combi-
nations of waves traveling along the line in opposite directions. The integration
constants are linked according to equations 2.7 and 2.8, as follows

B Vv B V- (R4 jwL)

Zc_~_—_~__ — .
I+ I- (G + jw(C)

(2.13)

This ratio is called the characteristic impedance Z. of the line and is the high-
frequency counterpart to the impedance linking a static voltage to the current.
While not treated here, we remark that the characteristic impedance (as well as the
progagation constant) are also defined in the case of non-TEM mode propagation,
where voltage and current are not defined. In that case, they relate the components
of the electric field E and of the the magnetic field H [126].

It is important to realize that generally both v and Z. are complex values. 7 is
usually split in the real part « called attenuation constant and the imaginary part
[ called phase constant:

y=a+jB=(R+jwL)(G + juC). (2.14)
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This can easily be understood when writing one of the two voltage wave solutions
using Eqgs. 2.6 and 2.11:

V(z,t) = Vte owellwt=6n) (2.15)

« describes the dissipation reducing the wave amplitude, while § describes the phase
rotation per unit length of propagation and allows for the calculation of the phase

velocity:
w
VUPhase — —- (216)
G

For low-loss lines where R is small compared with wL and G is small compared with
wC', an approximate solution can be found for o and 3 [126]:

R |/C G |L

The characteristic impedance is approximated by

| L G R

If additionally the losses in the dielectric are small compared to the losses in the
conductor, o and Z. can be simplified further by neglecting terms containing G.

An important consequence of Eq. 2.17 for low-loss cables is that the phase ve-
locity becomes independent of the frequency:

V== (2.19)

For radio transmission lines this means, that the group velocity is equal to the phase
velocity, and signals are not distorted (while still being attenuated). The wavelength
can then be deduced and is simply inversely proportional to the frequency:
v 27

The characteristic impedance tends towards a constant value for high frequencies
(wL > R):

(2.20)

L
Zo =] =. 2.21
© Vo (2:21)

When speaking about 50 © adapted cables (or 75 €2, as used for television signals),
always this high-frequency impedance is addressed. The 50 {2 are not related to the
resistance of the cable. The series inductance L and shunt capacitance C' are chosen
such, that \/L/C = 50 Q. Indeed, the finite resistance of the cable leads to a bad
adaptation for low frequencies, as according to Eq. 2.18 Z, will deviate from 50 €.

We analyze this using as an example the parameters of the coplanar waveguide
which we will employ later: Using the phase velocity which we will determine in
section 2.3.2 to v = 128650 km/s for the empty coplanar waveguide and assuming
Z. = 50 Q, we find a series inductance L = 3.89 x 1077 H/m and a shunt capacitance
C = 1.55 x 1071° F/m, after Eqs. 2.19 and 2.21.

The characteristic impedance Z, is calculated after Eq. 2.18 neglecting the shunt
conductance G. For very low frequencies the series resistance R of the coplanar
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Figure 2.5: (Color online) The real and imaginary part of the characteristic
impedance Z, taking into account the finite conductivity. With increasing frequency
of the microwave current it converges to the purely real 50 (2.

waveguide can no longer be neglected, as the inequality wL > R is no longer fulfilled
and Z, deviates from its ideal value.

If we use R = 220 ©/m assuming the conductivity of gold to o = 45 x 105 S/m,
we find the frequency dependence of Z. as shown in Fig. 2.5: At frequencies below
500 MHz the CPW deviates from its ideal value. This impedance mismatch entails
reflection at connections to other 50 {2 components. While this can have an influence
on the extraction of the susceptibility, even a small anisotropy field with no applied
field leads to resonance frequencies lying above this frequency. Therefore, while in
principle detrimental to the measurement, we can ignore this effect.

2.2.2 Guided Electromagnetic propagation

In the last section we derived the basic equations of TEM wave propagation. This
type of propagation is observed in coaxial lines, which we analyze first. Afterwards
we apply this concept to a special type of microstrip structure: the coplanar waveg-
uide.

Coaxial line

The coaxial line is schematically represented in Fig. 2.6: The line consists of a round
conducting wire (of radius r1), which is separated from an outer metallic cylinder
(of radius 75) by an insulating spacer characterized by its relative dielectric constant
er = €/eg. As the dominant mode of propagation is TEM, both the magnetic
and electric field are transverse, i.e. £, = 0 and H, = 0 [127]. From symmetry
considerations it is deduced that the electric field is oriented radially following 4,
while the magnetic field lines run in circles between the two conductors (following
Up). Integrating the Maxwell equations for this geometry, leads to an equivalent
result as in the last section: When the series inductance L and the shunt capacitance
C' are known, basic characteristics of a low-loss line can be calculated. Therefore,
we give an estimation of the two quantities.

Using Ampere’s law, the magnetic induction on a circle with radius r between
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Figure 2.6: Sketch of a coaxial cable consisting of two cylindrical conductors with
radii 7; and ry symmetrically aligned around the z-axis. In the cross section the
electric (radial dashed lines) and magnetic field lines (concentric dashed circles) are
shown.

the two conductors is given by

—

1
B = py—-1u, 2.22
Ho oy Ug, ( )
where [ is the current running through the center conductor. The magnetic flux
through a small surface of length dz parallel to the axis of the coaxial line is therefore
expressed by

Idz [™ dr Idz Ty
_ = —1In( ==). 2.23
¢ = o or ). r Ho—5 - n(rl) ( )
The inductance per unit length is found as
o _ m(z)
L=-""= ) 2.24
Td» Ho ( )

Using Gauss’s law, the electric field on a circle with radius r between the two
conductors is given by
Q —

E= ’ 2.25
27rr5u ( )

where () is the electric charge per unit length on the central wire. The voltage
between the two conductors is then

o @[t @ (2) (2.26)

2re J., T 2me Ty

The capacitance per unit length is therefore given by

2
c_@_. 2 (2.27)
)
T1
Knowing L and C, we find for the phase velocity after Eq. 2.19:
1 1
= (2.28)

VLC el
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—S— pla—W  pig

Figure 2.7: Cross section of a coplanar waveguide consisting of the central signal
line of width w with two ground planes separated by s. The magnetic field H is
indicated by the plain lines, the electric field £ by the dashed lines.

v is equal to the propagation speed of light in a media of dielectric constant € and is
independent of the radii. This is different for the hf characteristic impedance, which

we find after Eq. 2.21:
L 1 o T2
Ze=\]==7=4/—In|—). 2.2
c 2\ e (rl) (2.29)

A combination of the inner and outer radius is chosen on the basis of different
criteria: For ro/ry = e = 2.718. .. the dielectric strength is maximized, i.e. it leads to
the highest voltage required for breakdown [125]. Chosing 75 /r; = 3.6 minimizes the
attenuation in the coaxial cable [125]. In practice, the most commonly used standard
is Z. = 50 ). This characteristic impedance represents a compromise between a low
attenuation, a high breakdown voltage and a high power handling, but is also linked
by historical reasons to formerly available dielectrics (e,(polyethylene) ~ 2.25). For
reference, we give the impedance of free space, which is Zy = \/uo/cq = 376.73 Q
(often approximated by 1207). Hence, we find Z,/(27) ~ 60 €2, explaining the usual
choice of the magnitude of the hf impedance.

Up till here we did not include magnetic materials. However, a magnetic property
of the insulating material can be easily included by making the transition pg —
frefto- This leaves the shunt capacitance C' unmodified, while changing the series
inductance L, which accordingly leads to a change of the propagation velocity v
and the characteristic impedance Z.. Measuring v and Z. as a function of frequency
allows then to calculate the frequency-dependent permeability. Applying an external
magnetic field, the ferromagnetic resonance is observed in the permeability [93].

Coplanar waveguide

For the coplanar waveguide (CPW), we can find relations resembling those for the
coaxial line. The configuration of this type of transmission line is shown in Fig. 2.7
in the cross section: The center strip conductor of width w on a substrate with
dielectric constant € is accompanied by two coplanar ground planes separated by
a distance s. The CPW is easier to fabricate than other transmission lines as all
conductors lie in a single plane, e.g. in contrast to the microstrip line, which has
metallic layers in different planes and requires more processing steps. As the wave
propagation takes place in different dielectric media, the substrate below and air
above the metallic planes, the propagation mode is not precisely TEM, but is well
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approximated as quasi-TEM in the quasi-static regime. Only at higher frequencies,
the mode of propagation in the CPW becomes non-TEM because a longitudinal
component of the magnetic field exists [128]. As for the coaxial line, L and C' can
be used to calculate Z. and v. After [129], L and C are given by

/jf (s,w) ; C=46——— ! (2.30)

f(s,w)’

where f(s,w) is a complicated function depending on s and w, i.e. solely on the
geometry. £ is the effective permittivity, which depends on the dielectric constant
of the substrate e,69 and of air (simply &y), as well as on s and w. In practice,
the substrate thickness is generally much bigger than s and w and the effective
permittivity is well approximated by the following limit case [130]:

£ 5€r+1
p— 0 .
2

We now find for the phase velocity after Eq. 2.19:
11
VIO Ve
which is similar to the coaxial line except that the effective dielectric constant is
used. The hf characteristic impedance is calculated after Eq. 2.21 to:

Z. = \/> “Of w). (2.33)

By choosing a proper geometry, i.e. suitable values of s and w, Z. can be set to 50 €2.
The parameters for the CPW employed in our measurement setup are w = 50 pm,

= 20 pm and &, = 9.9 (Alumina), resulting in L = 0.39 nH/mm and C =
0.16 pF/mm. This gives v = 128417 km/s and Z. = 50 Q. Detailed information on
the practical implementation of CPWs can be found in [128].

In Fig. 2.7 the electric and magnetic field lines are sketched. As for the coaxial
line the magnetic field runs around the center conductor. Due to its rectangular
shape, they are flattened close by the surface. Directly on top of the conductor,
they run parallel to the surface.

L=

(2.31)

(2.32)

2.2.3 Scattering parameters

In waveguides supporting non-TEM propagation, voltages and currents cannot be
specified uniquely. For these systems it is advantageous to introduce the scattering
parameters, also called S-parameters, which relate incident and reflected electromag-
netic waves. Even if we always stay in the quasi-TEM approximation, S-parameters
allow to avoid measurements of total voltage and current, which become difficult
at high frequencies [131]. As we will see later, S-parameters are also the values
measured by the vector network analyzer.

In a microwave network, every access line to a component consisting of a pair of
terminals is called port. It is possible to define the scattering matrix for a n-port
device, but here we will only deal with two-port devices. The complex normalized
waves a; and b; at a port ¢ are defined by

Vit Zal; b'_%_ZciIi
WZa | 20y

a; = (2.34)
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Figure 2.8: Schematization of the relation between the S-parameters of the two-port
device under test and the complex normalized waves a; and b;, after [131].

where Z.; is the characteristic impedance of the transmission line at port ¢. The
voltage V; and the current I; at port ¢ can then be calculated as

a; — bz
I, = ) 2.36
7 (2.36)
When introducing Eqgs. 2.11 and 2.12 into Eq. 2.34, it becomes obvious that a;
characterizes the incident wave, while b; is the outgoing wave:

738 V.~
a; = ZZci e 1T b= ZLCieW. (2.37)

The relation between a, » and b; o and the S-parameters is schematized in Fig. 2.8:
For a m-port device n? S-parameters are necessary. Therefore, in our case there are
four, which describe the two-port network by

b1 A EZ! S11 Sz ai
B N[
where S is the scattering matrix. Each S;; parameter is the ratio of the outgoing
wave b; at port ¢ to the incident wave a; at port j when no signal is fed at any other
port k # j (i.e., when the other ports are terminated into nonreflecting matched
loads) [127].

The reflected wave b; at any port is described as a linear combination of the
incident waves at all ports. A full set of S-parameters completely characterizes any
linear device under test (DUT).

Apart from linearity another important property of the DUT is reciprocity: The
transfer function of the device does not depend on the direction of propagation,
which is expressed by Sis = S3;. Most passive devices made from non ferromag-
netic dielectric and nonferromagnetic metal satisfy this condition [127], however,
it is not satisfied in devices containing magnetized ferrites due to the presence of
magnetostatic surface waves (MSSW, see Sec. 1.6.1). This is exploited in isolators
and circulators, but can be neglected here due to the low thickness of the examined
films [100].

An additional qualifier for the DUT is their symmetry: A device is called sym-
metric if the condition S1; = Sag is fulfilled.
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Table 2.2: S and T matrices of several circuit components [133, 134].

S matrix T matrix
Line sec-
tion, length 0 e e 0 z, z, z,
[, matched char. [ e 0 ] [ 0 e ]
length |

Impedance Z
Lumped serial
. z 270 270—2 z . .
impedance Z on [ 7337 Tigh } [ 2% 5 }

.a hne Wlth Char. m m
impedance 7,

Change of char. S

: . Zo—71 2V Z1Z2 Z1+7> Zo—71 I
1mpedance. {}i Zo+ 71 2 21222 2 iIZZQ Z, z,
ortl: YA 2VZi1Zy  Zi—Zo 2—2Z1 1+2Z2

P b VAR AN Za+7Z1 27175  2\/Z1Z> |

port2: Zs

Later on we will encounter the necessity of cascading several two-port networks.
This can be realized in a straightforward manner by introducing the transmission
coefficients T;;. The transmission matrix 7" relates the a; and b; as follows

() =7C) = 2] G .

The transmission coefficients offer the consideralbe advantage, that chaining several
two-port devices is equivalent to multiplying their T matrices. Transforming an S
matrix into the corresponding T matrix and vice versa, is a simple mathematical
operation [132]:

Sun S Tip  Ti1Thy—T1oTo
11 912 — Ty Tz (2.40)
521 522 T_22 _T_;z
S12521—511822  S11
e 2
T21 T22 —S—zi SLM
(2.42)

In Tab. 2.2 we list several important matrices to which we will resort later.

2.2.4 Vector Network Analyzer

The Vector Network Analyzer (VNA) allows the measurement of all four S-para-
meters of the DUT over a broad frequency range. We used a HP8510C, which
allowed for frequencies between 45 MHz and 50 GHz. A simplified schematization
of a transmission /reflection test set is depicted in Fig. 2.9.

A synthetized hf source provides the signal at the intended measurement fre-
quency f. The signal is split into two branches: the reference signal and the signal
connected to the device under test at port 1. The reference signal is used to lock a
local oscillator with the frequency f + Af to the hf source. The directional coupler
is used to collect the signal reflected by the DUT. The tuned receiver then mixes
the signal of the local oscillator with either the reflected or transmitted signal, so
as to transpose the signal to a low intermediate frequency Af. The signals are
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Figure 2.9: Simplified schematization of a Vector Network Analyzer: Here, a trans-
mission /reflection test set is shown, which measures only Sj; and Sy and does not
allow for a full two-port calibration [135].

then bandpass filtered and as they were brought to low frequency (e.g. Af ~ 3 kHz
[135]), their magnitude and phase can be analyzed.

The simplified architecture in Fig. 2.9 only allows for the measurement of Sy,
and Ss1. In order to measure all four S-parameters a transfer switch has to be added
which allows to apply power on both ports and a second directional coupler at port
2 allows a symmetrical detection. As introduced in the previous section, each .S;
parameter is the ratio of the output signal b; at port ¢ to the input signal a; at
port j when no signal is fed at any other port k # j (i.e., when the other ports are
terminated into nonreflecting matched loads) [127]. Therefore, in order to measure a
single S-parameter it is in principle sufficient to apply a signal to only one of the two
ports while monitoring b; and by,. We will see in the next section, why in practice it
is not that simple.

Finally, we insist on the term “vector” in the name of the VNA  as the detection
is phase sensitive and the measured S-parameters are complex. This is an important
difference to spectrum analyzer or scalar network analyzer measurements, which only
provide scalar quantities. We will see that the measurement of the phase enables the
calculation of both the real and the imaginary part of the susceptibility. Whenever
we speak about a network analyzer in the following, we refer to a VNA.

2.2.5 Error Correction

The calibration procedure serves two purposes: firstly, it removes contributions
from the high-frequency probes and cables connecting the VNA to the DUT. The
frequency-dependent signal attenuation and the contact discontinuities are then
taken into accout. Therefore, the reference planes of the high-frequency measure-
ments are at the tips of the microwave probes, and the measured S-parameters only
depend on the microwave circuit in-between.

The second purpose is linked to the non ideal measurement: Unfortunately, the
hardware used in the network analyzer is not perfect, e.g. couplers are not perfectly
directive and signals leak across channels [127]. Signal reflections at discontinuities
(connections) contribute as well. These systematic errors are repeatable and assum-
ing that they are time invariant, they can be corrected using a calibration process:
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Figure 2.10: The forward model of the two-port error correction containing 6 of the
12 error terms, after [136]. The calibration is completed by the reverse model, where
power is applied at the port 2.

An error model, part of which is shown in Fig. 2.10, is defined.

For a two port measurement, this model contains 12 error terms. They are
determined by connecting the VNA to a so-called calibration kit, which contains
several well-known standards allowing to calculate back to the imperfections of the
hardware. We used a calibration standard which is commonly termed SOLT, abbre-
viating Short, Open, Load and Through. The employed impedance standard from
Cascade Microtech contained correspondingly the following standards implemented
in coplanar geometry, as to allow connections of high-frequency probes: A short-
circuit, an open-circuit, a precise 50 §2 impedance and a short section of a coplanar
waveguide of defined length. Each standard has to be connected with both ports
and measured for each anticipated frequency in both directions. When performing
measurements using the calibration, each actual S-parameter is a complicated func-
tion of all four measured S-parameters and the 12 error terms. So, to correct any
one S-parameter, the network analyzer must first have measured all four of them in
order to calculate the intended one [135].

We want to insist on the importance of a precise calibration in order to attain
the highest sensibility. Therefore, the calibration is typically repeated successively
multiple times to improve the error terms (as it is e.g. easily possible to have a
bad contact when measuring one of the calibration standards). While it is not
possible to completely suppress any error, criteria which determine a satisfactory
error correction are available: Values which should be equal to 0, as e.g. the reflection
at a port connected to the 50 {2 matched sample, should be below —50 dB. Values
which should in principle be 1, for example S15 when both ports are connected with
the Through sample, should lie between —0.01 dB and +0.01 dB.

The calibration typically degrades with time, as the system performance changes
after a calibration has been done. These drift errors can be primarily attributed
to temperature variations [135]. They are removed by repeating the calibration
sequence, but minimized in the first place by providing a stable ambient temperature.
This has to be taken into account as the measurement setup can heat up considerably
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(power supplies, electromagnet). In the absence of air conditioning, we repeated the
calibration at least twice a day.

For more on error correction, we advise [135, 136], which also treat one-port
calibration, which we will employ in chapter 4.

2.3 Vector Network Analyzer Ferromagnetic Res-
onance

Vector network analyzer VNA-FMR has been used extensively during this thesis.
In this section, we first describe the experimental realization of the measurement.
Then we present raw data as provided by the VNA for the CPW without a sample.
As the calculation of the susceptibility from the raw measurement data of a two-
port measurement (the scattering parameters) was not treated uniformly in the
literature, we will dedicate the next chapter exclusively to this matter. There, we
will give a comparison between commonly employed calculations and we will show a
complete high-frequency analysis of the problem. Here, we still show using a simple
argument how the excited magnetization oscillation is detected. Finally, we give
an example of the extraction and analysis of the ferromagnetic resonance frequency
and the resonance linewidth from the evaluated measurement data.

2.3.1 Experimental Setup

The main components of the experimental setup are sketched in Fig. 2.11: The VNA
is connected to a coplanar waveguide (CPW) having a characteristic impedance of
50 €2 using coaxial cables and microwave probes. For such radio frequency connec-
tions often coaxial cables with teflon insulation and SMA (SubMiniature version A)
connectors are employed. They are comparably low priced and offer a bandwidth
of typically 18 GHz. Instead of SMA type cables, we employed air-spaced coaxial
cables with so-called K-connectors. Using air as the dielectric allows to further im-
prove their microwave characteristics. The distance between the inner and outer
conductors has to be maintained by a series of insulating washers at regular inter-
vals. The K-connectors mate with SMA connectors and while being more expensive,
the bandwidth of this type of cables is specified to 40 GHz. This renders measure-
ments at higher frequencies possible and increases the precision at lower frequency
respectively. The used cables did not have a metallic reinforcement. It was found
previously [100], that the reinforcement can contain nickel making the cables sensi-
tive to an applied magnetic field causing mechanical strain. Additionally, the cables
need to be protected from moving or bending: Already a slight contact can change
their physical length, having a negative effect on the measurement.

The coaxial geometry now needs to be connected to the coplanar geometry. This
was achieved using microwave probes of the brand Picoprobe [137]. These microwave
probes accomplish the transition from a female K connector to three individually
spring loaded tips in a Ground-Signal-Ground geometry with the use of a miniature
50 €) coaxial cable, leading to a low insertion loss. Similar to the K-type cables,
these probes offer a bandwidth of 40 GHz or higher. However, we found that a set
of two small adjustement screws present on some models was ferromagnetic and had
to be replaced by non-magnetic ones available on request. We insist that in general
most of the commercial microwave equipment is not free from magnetic materials
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Figure 2.11: (Color online) Sketch of the experimental setup: The sample is placed
magnetic film side downwards on the coplanar waveguide, in which photons are
guided with their magnetic field strength in the y-direction, i.e. perpendicular to
the external magnetic field following the x-axis.
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Figure 2.12: (Color online) Photograph of the experimental setup: The section
between the two microwave cables in Fig. 2.11 is shown.
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and therefore not suited for use in measurement conditions under the application
of varying magnetic fields. The two probes were mounted on two opposing xyz
manipulators, allowing a positioning of the tips with micrometer precision. As
the movement of the probe tips leads to a movement of the microwave cables, the
manipulators were fixed on the experimental table in such a way as to minimize the
distance for every necessary connection. The calibration kit was indeed mounted
on a third xyz manipulator fixed at 90° with respect to the microwave probes: In
order to accomplish the connections necessary for the calibration, instead of moving
the probes, the calibration kit was moved underneath. Thus, the displacement of
the probes and consequently of the high-frequency cables was avoided. After having
completed the calibration, the probes are connected to the coplanar waveguide. A
good 50 2 matching of the CPW is achieved by proper selection of the waveguide
substrate, the conductor material and their dimensions. Free design software can be
found at [138] and [139]. We used either a 5250 pym or a 3500 pm long CPW present
on the impedance standard substrate with excellent microwave characteristics.

The three manipulators with the microwave probes and the calibration substrate
are fixed on an aluminum plate, together with a binocular microscope allowing the
inspection of the established connections. Underneath the plate, an electromagnet
is installed. The pole pieces of its yoke lie directly underneath the sample. The stray
field penetrating through the plate creates a magnetic field at the sample position.
The aluminum plate is thinned at the center allowing to approach the sample closer
to the pole pieces and thereby increasing the field strength and improving the field
homogeneity at the sample position. The magnetic field is monitored using a Hall
probe between the pole pieces, which is calibrated using a commercial gaussmeter at
the sample position. The Hall voltage showed a linear dependence on the magnetic
field with an attainable maximum of 170 mT at the sample position. As the electro-
magnet is supported by a ball bearing, it can be turned 360° applying the magnetic
field in an arbitrary in-plane direction. The high frequency cables have a length of
1.5 m, in order to keep the VNA at a certain distance from the electromagnet: The
synthetized source uses a ytrium iron garnet (YIG) oscillator to provide the high
frequency bands. The oscillator and thus the frequency precision could be influenced
by the magnetic field.

In order to immunize the setup from vibrations, it is placed on a heavy marble
plate decoupled from the foundations using rubber buffers. In addition, an air
conditioning system is installed next to the setup stabilizing the temperature as
mentioned in section 2.2.5. This helps prolong the validity of the error correction,
as without a controlled climate the calibration has to be repeated several times per
day.

2.3.2 Characterization without sample

The VNA provides a sinusoidal power wave which is guided by the coaxial cables
to the microwave probes making the connection to the CPW (see Fig. 2.11). As
we argued in the previous section, all components are well adapted to 50 2 and we
shall consider them as without reflection, since any slight mismatch as well as im-
perfections of the VNA are corrected by the calibration. To give a practical example
of the electromagnetic wave propagation, we analyze the employed CPW, where we
introduce at the same time different representations of the raw measurement data
as provided by the VNA.
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Figure 2.13: (Color online) Smith Chart/polar diagram of all four S-parameters
characterizing the CPW between 200 MHz and 40 GHz.

According to Tab. 2.2, the complex S-parameters which we expect for a section
of line are: So; = S1o = e and S1; = Sy = 0. A comprehensive representation of
the measured data in the complex plane is shown in Fig. 2.13: For the transmission
parameters (Ss1, S12) it is simply called polar diagram, but for the reflection param-
eters (S11, So2) it is usually termed Smith Chart. As expected, the two transmission
parameters coincide. Following Eq. 2.14, we split the propagation constant v in its
real and imaginary part, leading to

In([Sxul) ~ ,  arg(Sa)
—— @__—l . (2.43)

o =

The complex modulus |S;;| and the complex argument arg(S;;) of the transmission
parameters as a function of frequency are plotted in Fig. 2.14. We saw in Eq. 2.19
that the phase constant [ increases linearly with frequency. By fitting the slope
of arg(S;;), we find a phase velocity of v = 128650 km/s. According to Eq. 2.31
and 2.32, we determine the relative permittivity of the CPW substrate to e, = 9.86,
which agrees well with the value expected for Alumina given by the manufacturer
(9.9).

The attenuation constant o which is directly proportional to In(|S3;|) does not
follow such a simple relation and is only approximately linear with frequency (when
given in a logarithmic unit). However, it is low and the bandwidth, i.e. the frequency
where |S;;| would reach —3 dB is much higher than the measured 40 GHz. We also
observe that |S;;| becomes more noisy for higher frequencies. This can be ascribed
to the calibration which becomes more sensitive and more difficult to accomplish
at high frequencies. While having higher noise, the characteristics are still good at
40 GHz, but anyway most measurements are taken at frequencies below 15 GHz, as
the ferromagnetic resonance frequency is limited by the available magnetic field.
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Figure 2.14: (Color online) (a) The magnitude of the transmission parameters (|.5;;|)
in decibel and (b) their phase (arg(S;;)) measured between 200 MHz and 40 GHz.
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Figure 2.15: (Color online) The magnitude of the reflection parameters (|.S;|) in
decibel measured between 200 MHz and 40 GHz.
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The reflection parameters (S11, Sez) are expected to be zero. Their magnitude in
decibel is plotted in Fig. 2.15. Obviously, a perfect agreement cannot be achieved due
to a finite calibration error, but they are sufficiently low to be perfectly negligible.
However, one interesting feature can be seen: For frequencies which correspond
to whole number multiples of the CPW length, a strong decrease in amplitude is
observed. These dips appearing approximately at multiples of 13 GHz (including 0)
are called dimensional resonances [140]. At these frequencies there is a large phase
uncertainty due to the low amplitude, which we will need to take into account in
the next chapter.

2.3.3 Measurement of a ferromagnetic thin film

As sketched in Fig. 2.11, we now place the magnetic thin film sample on top of the
CPW, covering in particular its center conductor. The substrate of the sample is
pointing away from the CPW. We found that the air gap separating the metallic
thin film and the center conductor is sufficient in order to prevent a short between
the ground and signal lines. The air gap is due to a curvature of the sample, which
does not lie perfectly flat on the CPW. The magnetization of the thin film is aligned
in parallel to the magnetic field applied by the electromagnet. We suppose that the
static magnetic field is pointing along the x-axis. As we have seen in Fig. 2.7, the
high-frequency current supplied by the VNA creates a small oscillating magnetic
field on top of the center conductor. In its center and close to its surface, the
generated high-frequency field can be considered as in-plane and aligned in the y-
direction. This experimental situation corresponds to the calculation in section 1.3,
where we saw that a magnetization precession is excited and maintained.

We need to make sure that the excitation angle remains small, i.e. that we can
stay in the linear approximation. Therefore, we give an estimate for the exciting
microwave field. The power applied by the VNA was chosen to 0 dBm corresponding
to 1 mW. For a characteristic impedance Z. of 50 €2 the current is then 4.5 mA. The
high frequency field can be estimated using h = I/2w [96], where we find poh =
56 uT (= 0.56 Oe). The real field value is lower, as this conservative estimation
neglects the air gap. The correct value is still lower, as here we did not take into
account the signal attenuation in the cables between the VNA and the CPW. A more
precise estimation [141] using a commercial E-M software simulation correspondingly
led to a smaller result. The field is sufficiently small such that we remain in the
linear regime of excitation [142]. This is even valid at resonance, where we need
to multiply the field with the maximum of the susceptibilty having the order of
magnitude 102. The obtained high frequency magnetization is largely exceeded by
the static magnetization poM; > 1 T.

The oscillating magnetization leads to a magnetic flux variation, given by

d¢ = pomy(t) ddz, (2.44)

where we consider an infinitesimal part of length dzx of the sample of height d which is
placed on top of the center conductor (see Fig. 2.16). This flux variation is detected
by the CPW through the induction of an electromotive force, which is given by

do drm,(2)
= = _p—L2 : 24
dv % o=y ddz (2.45)
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s

Figure 2.16: Magnetic thin film sample placed on top of the center conductor of
the coplanar waveguide. The small excitation field is considered as approximately
uniform and parallel to the surface of the conductor.

Still taking into account the oscillating motion of the magnetization, we can write
dV as

dV = —pg 2w f my(t) ddz. (2.46)

After Eq. 1.33, we can express my(t) as my(t) = xyyhy, where h, is expressed as
hy, = I /2w, leading to
av 1od

Eq. 2.47 obviously leads to a similar relation between the voltage and the current
as one of the Telegrapher’s Equations (see Eq. 2.7), where we used the angular
frequency w = 27 f. This allows to model the moving magnetization as an additional
impedance as

tod

AL(w=2rf) = Xoy 5, (2.48)

We remind that x,, is complex and therefore AL is composed of both an inductance
and an “imaginary” inductance. Obviously, the changed inductance influences the
line characteristics, i.e. the propagation constant v (see Eq. 2.10) and the char-
acteristic impedance Z. (see Eq. 2.13), leading to reflection and additional signal
attenuation and delay, which is detected in the measured S-parameters. This is ex-
emplified in Fig. 2.17 showing the complex norm and the phase of the transmission
parameter Sip with and without a 40 nm CoFeB thin film sample placed on the
CPW (under an applied magnetic field of 22 mT). The ferromagnetic resonance is
clearly visible around 6 GHz.

The approach starting from the magnetic flux change shows how the oscillat-
ing magnetization leads to a change of the CPW characteristics. While this allows
an intuative understanding of the detection of the magnetization motion, it is eas-
ier to take the high frequency character of the wave propagation into account by
developing a description directly starting from the S-parameters. The precise rela-
tion between the S-parameters and the susceptibilty is complicated. Therefore, we
will postpone the calculation of the scattering matrix to the next chapter, which is
entirely dedicated to this subject.
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Figure 2.17: (Color online) The magnitude in decibel (a) and the phase (b) of the
transmission parameter Sy with and without the 40 nm CoFeB film placed on the
CPW.

Im(y) [arb. u.]

4 5 6 7 8 4 5 6 7
f [GHZ] f [GHZ]

Figure 2.18: (Color online) The real (a) and imaginary (b) part of the susceptibility
for the 40 nm CoFeB film with 22 mT applied field. The black open squares represent
the measured susceptibility, while the plain red line is a fit.
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Figure 2.19: (Color online) (a) The resonance frequency fies and (b) the linewidth
Af for the 40 nm CoFeB film as a function of the applied field. The measured data
are represented by black open squares, the red line in part (a) is a fit using Eq. 2.50,
in part (b) using Eq. 2.59.

Resonance frequency and linewidth

Following the procedure that will be described in detail in section 3.2, the dynamic
susceptibility x can then be calculated from the raw measurement data. An ex-
ample is shown in Fig. 2.18: The susceptibility for the same sample and the same
applied field as in Fig. 2.17. The measured susceptibility is represented by the black
open squares. It corresponds well to the theoretically deduced formula which was
discussed in section 1.3. This is illustrated by the fits marked by the plain red lines.
The two most interesting data are the resonance frequency f..s and the linewidth
Af: fres was determined from Re(x) to 6.068 GHz, from Im(x) to 6.070 GHz. Af
was fitted in Re(y) to 372 MHz, in Im(x) to 380 MHz. While the extracted data
agree well, the fit is not perfect. This can be attributed to inhomogeneous broad-
ening or extrinsic contributions to the damping (discussed in section 1.5). Both
can distort the lineshape. Nevertheless, the linewidth can be used to calculate an
apparent damping o, following Eq. 1.50:

2rAf
Qapp = s
PP Y Ko [2(Hext + Huni) + Meff]

where Hey is the external magnetic field and H,,; the uniaxial in-plane anisotropy
field. c,pp may differ from the intrinsic damping, but it always constitutes an upper
boundary for ag;p.

In Fig. 2.19 fs and Af fitted from the susceptibility are plotted as a function
of applied field. We calculated the resonance frequency in Eq. 1.37 and Eq. 1.76.
Accordingly, the red line in Fig. 2.19(a) represents a fit with the funcion

(2.49)

fres = %\/[Meff + Hext + Huni] [Hext + Huni]; (25())
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with the gyromagnetic ratio v = gle|/(2m.). Eq. 2.50 contains three unknowns,
which can be determined: the g-factor g, the effective magnetization Mg and the
uniaxial anisotropy field Hyy,; (see Eq. 1.24).

However, as typically Meg > (Hexy + Huni) the resonance frequency is approxi-
mately represented by

e
fres = Jl ‘IU’O g\/Meﬁ"\/Hext + Huni- (251)
TMe

This illustrates why it is difficult to determine g and M.g independently, as approx-
imately the product gv/ Mg is fit. In order to obtain a properly converging fit, we
choose a fixed value for g. The g-factor for a free electron is equal to 2 (spin motion
only). In the 3d transition elements we observe a slightly higher value due to a
small contribution from the orbital magnetic moment. Tabular values can be found
in [29], e.g. g(Fe) = 2.1, g(Co) = 2.21, g(Ni) = 2.21 and g(FeNi) = 2.12.

Fig. 2.19(b) shows the linewidth as a function of applied field. As agjp, is assumed
independent of resonance frequency, we expect for Af an almost constant value
having only a very flat slope with applied field, according to Eq. 1.50 with 2wy <
wegr- In the plot this is observed only for higher applied fields. For low Hey a steep
increase is found, which can generally be attributed to several contributions:

(i) Nonuniform spin wave excitation due to an inhomogeneous exci-
tation field in VNA-FMR was analyzed by Counil et al. [142]. As shown in
Fig. 2.16 we considered up till now a sample which only covered the middle of the
center conductor of the CPW, where the high frequency field can be considered ho-
mogeneous. In practice the dimensions of the sample placed on the CPW exceed the
center conductor. It is clear that the field at the border of the center conductor is
spatially nonuniform and no longer directed solely in the y-direction, but having an
out-of-plane component (see Fig. 2.7). This is confirmed by computer simulations
displayed in [143, 90]. This inhomogeneous excitation field leads to the creation of
magnetostatic modes [144]. They lead to a broadening of the resonance linewidth
Af at low frequency, where the observed linewidth is given by [142]

Afobs _ Af\/1+ (f(k:mamqb) _fres> : (252)

Af

where f(kmax, ) is the spin wave frequency calculated using Eq. 1.90 without the
exchange term. The highest wave vector which is excited by the excitation field
inhomogeneity can be determined by kyax = %, where w is the width of the center
conductor [100]. For our experimental situation we find kpayx = 62800 1/m and the
external magnetic field is applied perpendicular to the excitation field: ¢ = 90°.
Taking this into account, the observed linewidth is approximated to [142]

~ feff4 kmaxd 2N feff4 kmaxd 2
A fobs (Kmax) —Af\/1+ NG ( = ) ~Af+ 32Af( P ) . (2.53)

where weg = 27 for = Yo Meg. While the last approximate equality illustrates the
expected curve shape where the additional contribution to the linewidth decreases
approximately proportional to 1/ fees?, this leads to an overestimation at low fre-
quencies and should not be used for curve fitting.



72 CHAPTER 2. EXPERIMENTAL BASICS

While in principle all necessary quantities are known, the linewidth calculated
according to Eq. 2.52 is significantly below the measured linewidth. A similar dis-
agreement was found in [145] showing that the calculated linewidth increase at low
frequencies is too small to explain the measured increase. We will give an explana-
tion, when discussing another contribution (ii).

(ii) Inhomogeneous broadening attributed to the dispersion of the
magnetic material parameters [10]. In field-swept FMR experiments this is gen-
erally modeled by introducing a finite zero-frequency field linewidth A Hjppome (see
Eq. 1.79). AH;omo models the spatial variation of the amplitude of the anisotropy.
We will show in the following how A Hihomo is observed in the frequency linewidth.

We rewrite Eq. 2.50 as

2 2
fres = \/%Meﬁf[—]sum + 74/168 Hsum2a (254)

where we introduced Hgym = Hext + Huni. The effect of a variation of Hgyy, on the
frequency linewidth can then be modeled by

0 res
Afinhomo = 8[—.]; AI—Isum (255>
1 72 p0? Af o
= M. 2Hgum AHSum = A]—Isuma 2.56
fres 82 [ i ] O fres 4T ( )

where AHg,, is equal to the zero-frequency field linewidth AHiihomo. As we as-
sume a spread of the magnetic anisotropy, the intrinsic linewidth and the additional
linewidth due to inhomogeneous broadening add in quadrature (the total is the
square root of the sum of the squares) [143], leading to an observed linewidth as
follows:

1 422
Afors = \/ AS? 4 Afinnomo” = Af \/ 1+ WT;’QAHMOW? (2.57)
Af v po”

A g B

L AHiphomo- (2.58)

res

As for paragraph (i) the last approximate equality is added to give a simplified
picture, illustrating the approximate 1/ f..s> dependence of the additional linewidth,
and should not be used for curve fitting. This additional linewidth is very similar
in shape to the one caused by the excitation of magnetostatic modes (see Eq. 2.53).
According to Eqs. 2.53 and 2.57, the dependence of the observed linewidth on the
resonance frequency for both effects can be expressed as

Afos = Afy |1+ fi c, (2.59)

where C' is determined by one of the following two expressions:

f 4
16A f2

’VZIUOQ A]¥inh0m02

(kmaxd) ; Oinhomo = 1672 o2

(2.60)

Cspinwave -

The square root of C' marks the resonance frequency for which the increased linewidth
dropped to v/2 of the intrinsic value A f. We remark that the observed linewidth de-
pendence on resonance frequency is not exactly equal for both cases: While Ciynomo
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Figure 2.20: (Color online) The apparent damping calculated from the frequency
linewidth using Eq.2.49. For increasing applied field c,p, approaches the intrinsic
Gilbert damping.

is a true constant, Cypinwave Shows a low variation with f.s due to the presence of
A f. However, this variation is not sufficiently high to distinguish between the two
contributions of similar shape. Mosendz et al. suggested that the main part of the
extrinsic frequency linewidth arises from variations of the anisotropy field for a 40
monolayer Fe layer examined in [143]. Scheck et al. attributed the low frequency
increase of the frequency linewidth to inhomogeneous broadening only [146].

In Fig. 2.19(b) we present a fit of the measured frequency linewidth using Eq. 2.59
marked by the red plain line: the fit yields v/C' = 2.73 GHz and a = 0.0062. When
assuming a purely inhomogeneous linewidth contribution, the fitted C' corresponds
to oA Hinhomo = 1.1 mT. While here we considered spatial variations of the ampli-
tude of the anisotropy, of course, other parameters as the anisotropy direction or
the effective magnetization for very thin films can vary spatially, leading to similar
contributions to the linewidth due to different local resonance frequencies [147, 148].

In Fig. 2.20 we plot the apparent damping calculated directly from the measured
linewidth using Eq. 2.49. While it is difficult to quantitatively analyse the extrinsic
linewidth contributions, we observe that for applied fields > 80 mT the apparent
damping approaches a constant value, as expected for Gilbert damping. We simply
calculate the arithmetic mean of all a,p, above 80 mT yielding & = 0.0063 in good
agreement with the previously fitted value. The mean value is marked by a plain
red line in Fig. 2.20.

In summary, we found that the increased low frequency linewidth can be at-
tributed to two effects: nonuniform spin wave excitation (i) and inhomogeneous
broadening (ii). In order to extract the intrinsic linewidth, the data can be fit using
Eq. 2.59. Alternatively, it is sufficient to directly calculate « for high applied fields,
where the apparent damping converges to a constant value.

In chapter 7 we will give a full account of the results on the 40 nm CoFeB film
employed here exemplarily to demonstrate the fitting of the data.
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Chapter 3

Two port VNA-FMR data analysis

This chapter is dedicated exclusively to the evaluation of the raw data measured
by two port vector network analyzer ferromagnetic resonance (VNA-FMR). First
we give a short introduction motivating the need for a profound understanding of
the relation between the raw data and the intended data of interest: the complex
susceptibility (§3.1). Then, we describe in detail the calculation for the case of a full
2-port measurement on a coplanar waveguide (§3.2). In the subsequent section, we
introduce other data evaluation methods (§3.3). As the latter methods are based on
only one scattering parameter, we analyze the impact of this simplification in the
following section (§3.4). We conclude this chapter by summarizing the outcome of
the comparison (§3.5). Most of the content of this chapter has been published in
[19].

3.1 Introduction

Already in the introductory chapter 1 we calculated theoretically the response of
the magnetic sample on our experimental geometry: the dynamic susceptibility (see
section 1.3). Tt describes the response of the magnetization, which is aligned along
the coplanar waveguide (CPW) by a constant magnetic field, to a small perpendicu-
lar oscillating field: a small angle magnetization oscillation is excited, which is again
picked up by the CPW. Thus, while we already have a description of the measure-
ment result, we still need to clarify how to calculate the dynamic susceptiblity from
the raw measurement data.

As Vector Network Analyzer-FMR (VNA-FMR) of thin films on coplanar waveg-
uides only appeared in recent years, the data evaluation is not yet standardized.
Different approaches can be found in the literature: The simplest approach is a
localized treatment [96, 142]. It allows to calculate the complex susceptiblity (real
and imaginary part). However, as it neglects the wave propagation, its validity is
limited, especially with respect to the usable frequency range. A different approach
is to analyze the absolute value of one of the measured transmission parameters
[149]. As only the modulus is evaluated, it is consequently not possible to obtain
the real and the imaginary part of the complex susceptibility. Another approach is
also based on one of the transmission parameters, but takes into account both parts
of the complex quantity: its phase and its modulus [97]. Therefore, it allows to
calculate the complex susceptibility. But even the last approach neglects microwave
reflection, as it is based on a single parameter.

75
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Itotal

Figure 3.1: (Color online) Coplanar waveguide loaded with a magnetic film and its
substrate on a length /g, only separated by a small air gap. The sample placement is
not necessarily centered (I; # l3). The high-frequency probes are connected at the
planes R; and Ry. During the calculation the reference planes will be shifted to B
and Bs.

To emend this, we developed a complete description of the measurement, taking
microwave reflection into account. We will sketch this accurate evaluation model
using a complete set of S-parameters in detail in the following section. An application
note found in appendix A of this manuscript describes the computerized version
implemented in the course of this thesis work.

3.2 Full 2-Port data evaluation

In the following we develop step by step a model for our experimental geometry,
as described in section 2.3. We will employ in particular the concepts concerning
microwaves, introduced in section 2.2. The evaluation model is based on permeabil-
ity measurement methods found in the literature [150, 140], which were adapted to
our specific measurement geometry and our physical interest: To extract resonance
frequency and linewidth.

3.2.1 Raw data: S-parameters

Our model situation is depicted in Fig. 3.1. The drawing corresponds to the area
between the probe tips in Fig. 2.11. As shown there, the coplanar waveguide is
connected with two high-frequency probes to the network analyzer (at the reference
planes R; and Ry). The sample is placed on the CPW. As it is never perfectly flat, a
small air gap separates it from the conductors. Correspondingly, we never observed
a short-circuiting of the CPW.

A full 2-port calibration including the probes is performed. Thus, any contribu-
tion to the measured S-parameters from outside the waveguide is compensated (see
section 2.2.5). The complex-valued S-matrix representing the section between the
two probes is calculated analytically by multiplying several transmission matrices,
followed by a transformation to the S-matrix (see section 2.2.3). We specify the
5 circuit components by their appearance in the drawing from the left side to the
right, each being represented by a matrix listed in Tab. 2.2:



3.2. FULL 2-PORT DATA EVALUATION 77

e The section of the CPW of length [; between the left high-frequency probe
and the sample border (propagation constant 7y, impedance Zj).

e The change in impedance from Z; to Z at the left border of the sample.

e The wave propagation in the region of length [; loaded with the magnetic
sample, having a modified propagation constant ~.

e The change in impedance from Z back to Z, at the right border of the sample.

e The unloaded section of the waveguide of length ls between the right border of

the sample and the high frequency probe (propagation constant 7y, impedance
7).

When multiplying the 5 corresponding T-matrices, we find

= 6—7011 0 ! 2 I: 2
T = ( 0 e'YOll ) < V1EF \/11 T (31)
V1-TI?2 V1-TI?2

e 0 \/1£r2 —\/;FF2 e 0
X 0 s - 1 0 Yol2 :
€ V1-T'2 V1-T'2 €

In order for this description to be valid, the impedance of the waveguide Z; needs
to be equal to the characteristic impedance of the measurement system, in our case
50 €. This is ensured because we buy coplanar waveguides realised on calibration
kits certified to 50 2. The impedance Z of the waveguide loaded with the sample is
related to the complex reflection coefficient I' as follows:

Z-7 Z 14T
= LS - (3.2)

r — =
Z+ Z Zy 1-T

The transformation of T to the S-matrix, as described in Eq. 2.40, gives the desired
description of our network

—02; LU—P? - P(1-T2
§ _ |: Sll 512 :| _ e~ 02l 1(PPfI“2I)‘2 e ’Yo(l1+l2; %(};gpz) (33)
o Sz e mllih) 1£1;2F2) e 0% 1(_1;21“2—)
where we have introduced for convenience the abbreviation

To illustrate the raw data obtained by the vector network analyzer, we plot in
Fig. 3.2 the S-parameters measured for a 40 nm thick CozyFeisByg thin film: the
figure shows a measurement under an applied field of 37 mT having the ferromagnetic
resonance at 8.7 GHz. Additionally, the reference measurement is shown, where the
resonance is suppressed by aligning the magnetization in the same direction as the
exciting microwave field. The concept of representing the scattering parameters in
the complex plane is called Smith Chart. It was introduced in section 2.3.2.
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Figure 3.2: (Color online) Smith chart showing raw measurement (37 mT, magnetic
resonance at 8.7 GHz) and reference data for the CozyFegsBig sample. (a) Sg; and
S11; Sia overlaps exactly with Sy, thus not shown; Sy not shown for clarity. (b)
Zoom on S-parameters characterizing reflection. Sy of reference is not shown for
clarity. Sy1/90 correcting off-centered sample position (see Eq. 3.5).

3.2.2 Correction of sample position

According to Eq. 3.3 the electrical network is reciprocal, i.e. the 2 matrix elements
S1o and S are equal. Within measurement accuracy we verified that this condition
is fulfilled and we will only use S5; in the following. However Si; and Sy are
generally different. This comes from the fact that the sample is not precisely centered
between the probes (I; # l5), leading to a different prefactor. This can be corrected
mathematically by using the geometric mean of S1; and Sa:

(1 — P?
511/22 =V 511522 = 670(l1+l2)%. (35)

Now the prefactor is the same in Sy; and Siq/99: e~oitl2) Tt only contains the
sum of the lengths of the two empty sections of the CPW. This is obviously equal to
the total distance between the two high-frequency probes minus the sample length:
l1 + Iy = liota — ls. Therefore a potential miscentering of the sample is emended.
The correction is illustrated in Fig. 3.2(b): Si; and Ssy for the measurement under
an applied field of 37 mT do not coincide due to the magnetic sample not being
aligned in the exact center. This is corrected by calculating Siy/22.
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3.2.3 Deembedding

The reference planes have to be shifted from the positions of the probes connecting
to the CPW (R; and Ry) to the borders of the sample (B; and B,). This deembed-
ding procedure is achieved by multiplying S»; and Si;/92 with the inverse prefactor.
We still need to determine 7. It can be extracted by measuring the transmission
parameter SSEW of the CPW without the sample on top, not changing the posi-
tion of the high-frequency probes at R; and Ry,. Without the magnetic sample, the
CPW is simply a line section of length l;,, with a matched characteristic impedance
Zy =50 Q. A plot of the magnitude and phase of SSFW is shown in Fig. 2.14. We
analyzed the propagation constant -, of the employed CPW of length 5.25 mm
in section 2.3.2. However, we can avoid the explicit calculation of 7y, as we find
according to Tab. 2.2:

Sglpw — e_'YOltotal' (36)

The inverse prefactor is then calculated as
- l otal ™ ls
(6_70(“‘)”145)) g exp _total s ; ! In (Sﬁpw) ) (3.7)
total

We insist on the importance of correcting the empty sections of the waveguide.
Failure to do so results in distortion of the measured spectra.
Finally, the two deembedded parameters are described by

P(1— FQ)

B — ltota _ls —

SB = erolhoa=ls) g — T (3.8)
_L (1 - P2)

SFl/ZQ = ¢70(loral l5)511/22 T q1_prre (3.9)

3.2.4 Extraction of I' and v

After Ref. [151], the complex reflection coefficient T' can be obtained analytically
from the measured S-parameters using

Ir=K+VK?—1 (3.10)

with K defined as,
14 (51 /22)* — (S31)?

K =
25{31/22

(3.11)

The plus or minus sign before the square root in Eq. 3.10 is chosen such that |I'| < 1.
P is calculated as follows:

Stz + 97 =T

= (3.12)
1 - (55/22 +53)0
From P we can then calculate the propagation constant v using Eq. 3.4:
In(|P arg(P
Re(y) = — (17) Im(y) = — (P) (3.13)

L I,

Care has to be taken when taking the logarithm, as P is a complex number and
the logarithm of an imaginary number can be multivalued. This can be resolved by
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calculating the real and imaginary part separately (see Eq. 3.13), and making sure
that the discontinuities marked by jumps of 27 appearing in the complex argument
of P are corrected beforehand, i.e. arg(P) has to decrease steadily with increasing
frequency.

The validity of the solution presented in Eqs. 3.10, 3.11 and 3.12, can be easily
verified by inserting them into Eqgs. 3.8 and 3.9. We note for completeness that the
same solution is presented in a slightly different form in [140] using trigonometric
functions. We prefered the form presented here, avoiding trigonometric functions, as
we found it easier to implement into the computer program automating the complex
calculations.

3.2.5 Calculation of ¢, and [i,

We now introduce an effective relative permittivity £, and an effective relative per-
meability fi,. These effective quantities (marked by a tilde) are used to link our
complex geometry, where several materials contribute to €, and ji,, to an effective
medium model, where the waveguide is surrounded entirely by one single material
with these effective electromagnetic properties. &, and fi, are related to I' and v by:

Y =
S S—— 3.14
Vs 327 f /oo a (314)

1—|—F Z ﬂr /jLI‘
N =y 1=y 1
=T 7 V& V3 (3.15)

Here 7 is the propagation constant of the CPW in vacuum, which is identical to
the propagation constant of free space, and G is a frequency-independent constant
depending on the geometry of the coplanar waveguide. G is not evaluated further,
as it depends on the air gap remaining between the sample and the CPW, which is
difficult to estimate. While thus the absolute values cannot be calculated accurately,
we can easily calculate values proportional to the effective quantities:

v

. v 14T - vy1-T
fir ;

xX — ;& X ———. 3.16
stl—r 7f51+F ( )

While our main interest is in the permeability, it is still important to evaluate the
effective relative permittivity: €, is composed of several contributions. We are not
able to separate the different ones from the relative permittivity e, of the CPW
substrate, of the substrate of the magnetic layer and of the small air gap between
the CPW and the magnetic sample. However, we could observe that in our case
using low-loss dielectrics, Im(&;) is insignificantly small compared to Re(é;) and can
be neglected.

This is exemplarily demonstrated in Fig. 3.3(b), where we plot the real and
imaginary part of & till 14.5 GHz. As Re(&,) was found to be constant over the
studied frequency range, we can more easily calculate ji,, the quantity in which we
are primarily interested, like

y 14T _ [1+4T\? _ 7\
Tosa—"" o hoc(—=) oA (L) 3.17
x & ucx(l_r fir o | (3.17)

Using Eq. 3.17 instead of Eq. 3.16 to calculate i, from only one of the two extracted
quantities (I' or 7), can be advantageous: depending on the specific measurement



3.2. FULL 2-PORT DATA EVALUATION 81

3 I (
a).
> 21 Re{:| Re({i)-16mT X i
£ ——ImE)emT M2, ]
O, 14 Imaginary - - - - Re(ji )-reference 4
=3 - = - - Im(f )-reference
O v T T — —| T T T T . T
s | | | | N L | |
y T I T T t T 1 }
|t
— 3 _" \ -
5] Real Re(s)-16mT Do
S 2 7 _— )- ~ total
_e | Im(g)-16mT -
© 1 Imaginary - - - - Re(g)-reference ]
- x - - - -Im(g)-reference (b) |
{3 r
04— -
T T T | T T T T T T T T T T
0 2 4 12 14

6 8 10
frequency [GHZ]

Figure 3.3: (Color online) Values proportional to fi, and &, (see Eq. 3.16) for the
CoroFeisB1g deposited on glass (see section 7.2); the imaginary part is inverted
according to accepted usage. (a) Real and imaginary part of the effective relative
permeability for 16 mT applied field and reference measurement (no resonance).
(b) Effective relative permittivity: 16 mT applied field and reference measurement
coincide well; the imaginary part is negligibly small.

conditions, one of the quantities can be determined with a higher precision [152]. In
our measurements we could observe low noise in I and v at frequencies up to a few
GHz. Above 10 GHz the noise in I' increased significantly, while it stayed low in ~.
Additionally, when calculating fi, according to Eq. 3.16, we observed distortions of
the resonance at frequencies whose wavelength is a multiple of half the waveguide
length. In Fig. 3.3 this is visible at 12.5 GHz. We already observed this feature,
when measuring the CPW without the magnetic sample, as reported in section 2.3.2.
There, it was clearly visible in the magnitude of the reflection parameters, plotted in
Fig. 2.14. This observation is explained by a resonating electromagnetic wave, giving
rise to a standing wave in the CPW [29]. These dimensional resonances [140] only
appear in the reflection coefficient I', while the propagation constant v is not affected.
Therefore, we will limit further evaluation to calculating a value proportional to fi,
from ~, when either accessing a frequency range where a dimensional resonance can
lead to distortions or the noise in I' is strongly increased.

Similar to the effective relative permittivity, fi, is a superposition of the relative
permeability u, of the magnetic layer and the relative permeability of the other
surrounding materials, which is = 1 as they are nonmagnetic. As ji, is an unknown
linear function of pu, of the magnetic material, a value directly proportional to the
transverse susceptibility y can be calculated as follows:

X = — 1 o< fir — iy, (3.18)

where fi, is the measurement (magnetic field typically oriented along the CPW) and
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Figure 3.4: (a) Representative VNA-FMR data showing the normalized permeability
parameter U of a 50 nm thick NiFe film, after [97]. (b) The transmitted amplitude
(S91) spectra obtained from the CPW geometry for a 30 nm thick permalloy film,
after [149].

[t is a reference measurement. For the reference the magnetic field is oriented

perpendicular to the CPW (thus parallel to the excitation field), and no FMR is
excited. This can be observed in the raw data in Fig. 3.2, where the measurement
shows a resonance at around 8.7 GHz, which is not excited in the reference mea-
surement. The same is true for the calculated value proportional to fi,, as shown in
Fig. 3.3, where the resonance fails to appear in the reference. Thus, by subtracting
fet from fip, a value proportional to the transverse dynamic susceptibility of the
magnetic material alone is obtained.

3.2.6 Summary

In summary, the four S-parameters are measured for our 2-port network. They are
described by Eq. 3.3. Si1/92 is calculated using Eq. 3.5, which rectifies bad sample
centering on the CPW. It is no longer necessary to know [; and [y, but sufficient
to measure lyora1 and Iy (see Fig. 3.1). Siy/22 and Sy are then deembedded using a
measurement of the empty CPW, following Eqs. 3.7-3.9. i, is then calculated from
v/ (see Eq. 3.17), which is calculated as an intermediate step (see Eqgs. 3.10-3.15).
This procedure is executed twice: once for the measurement and another time for
the reference measurement, suppressing the magnetic resonance. Subtracting the
two calculated fi, yields a value proportional to the transverse susceptibility (see

Eq. 3.18).

3.3 Other evaluation models

Several different methods for the evaluation of the raw data are found in the lit-
erature. In this section, we present two approaches based on a single scattering
parameter. While this simplifies the mathematical operations, which have to be
performed on the raw data, the consequences on the precision of the calculated re-
sult need to be clarified. Hence, we will proceed with a comparison in the following
section.
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3.3.1 Neglecting reflections, using S5, only

In Ref. [97] a 2-Port evaluation scheme is pointed out, neglecting reflections: Using
only the Ssy;-parameter of the measurement and the reference measurement, an

uncalibrated effective microwave permeability parameter is calculated according to
Eq. 1 in Ref. [97], which is

71n [Sgl_H(f)/Sﬂ—ref(f)]
In [S2l—ref<f)] .

The sign is chosen such that Im[U(f)] is negative in the vicinity of the FMR peak.

It is emphasized in Ref. [97] that U(f) is related, but does not correspond strictly
to the loss and dispersion profiles which are expected. One example of U(f) mea-
sured for a 50 nm thick NiFe film is shown in Fig. 3.4(a), after [97]. The additional
offsets and distortions entailed by the simplification are corrected by introducing
additional fitting parameters.

As Eq. 3.19 contains a logarithm, we found that using algebraic identities the
expression can be easily simplified:

(I [So1-u(f)]
U(f) = 41 (—ln [SQlfref(f)] — 1) . (3.20)

U(f) = + (3.19)

3.3.2 Absolute value of Sy

Ref. [149] presents resonance linewidth data from VNA-FMR on a CPW. Here, the
linewidth is directly extracted from a fit to the amplitude of Sy;, where the effects
of the connections as well as the substrate were subtracted. This is exemplified in
Fig. 3.4(b), showing the measurement result on a 30 nm permalloy film for several
applied fields, after [149].

It is pointed out that the width of the peaks seen in |Sy;| is not necessarily
directly related to the linewidth seen in the permeability. Resonance data obtained
with this evaluation method is presented in the following section.

3.4 Comparison of evaluation models

In order to compare the presented evaluation methods, we used the raw data, the
4 scattering parameters, measured for two different extended film samples: 40 nm
CoroFeigBig and 40 nm CoggFeyg. Both were deposited on glass substrates and
protected by 3 nm Ru layers. These two samples are among the films examined in
the study presented in chapter 7. There we give a detailed description on the growth
process and further characterization [153, 154, 155, 156].

Rather thick samples were chosen which provide a higher signal amplitude to
minimize the influence of noise. Accordingly, the data was neither smoothed nor
filtered. The two samples yield significantly different linewidth (CoroFesBig: =
360 MHz; CogoFegp: ~ 900 MHz), making the comparison more general.

As expected after Eq. 3.3, S5 and Sio coincide precisely. Ss; was used to cal-
culate U(f) (see section 3.3.1) and [Ss;| (see section 3.3.2). Both these evaluation
models neglect microwave reflections, which are primarily contained in Sy; and Ss,.
As the full 2-port data evaluation described in section 3.2 is the only one including
reflections, we will consider y calculated after this model as the best estimation for
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Figure 3.5: (Color online) Different evaluation methods demonstrated on the
CoggFegg sample at 62 mT applied field. 18.7 MHz spacing between data points.
For easier comparison U(f) and |Ss; | were scaled (no offset added) to have the same
height as x. (a) Imaginary part (not inverted) of x and U(f), and |Sa1|; (b) Real
part of x and U(f).

the sample susceptibility. Therefore, when comparing the different models we will
give the relative error with respect to y.

Fig. 3.5 shows the real and imaginary part of U(f) and yx, as well as |Sg;|. All
curves are calculated from the same raw measurement data of the CoggFesy sample
at 62 mT applied field. For |Ss;| we observed some slight resonance frequency shift
and a distorted curve shape with respect to a Lorentzian. For U(f) in particular
the distortion of the real part which is asymmetric is eye-catching.

In the following, we will compare the resonance frequency f..s and the resonance
linewidth A f of the CozsFeigB1g sample between the different models. Both quanti-
ties are extracted from Lorentzian profiles fit to the resonance using standard least
squares curve fitting [157]. Fig. 3.6(a) shows f.es as a function of the static magnetic
field applied along the CPW. The frequencies are well described by the Kittel FMR
frequency. In the graph the data points from the different models overlap so closely
that it is impossible to distinguish between them. Fig. 3.6(b) shows the relative
error of fies from U(f) and from |Sy| with respect to x. The deviation between the
models stays below 1%. Even when taking f..s from the complex modulus of the
raw data (|S21]), the error is small. This is no longer the case when A f is examined.

Fig. 3.7(a) shows A f as a function of the applied field. We will not give a precise
interpretation of the line shape at this point. This is discussed in great detail in
chapter 7. We just note that the observed line shape corresponds to the expected
one, as analyzed in section 2.3.3.

In contrast to the resonance frequencies, A f differs visibly between the evaluation
models. Fig. 3.7(b) shows the relative error of Af from U(f) and from |Ss| with
respect to x: For both models the deviation is decreasing with increasing applied
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field. The relative error was always higher for |Sy;| than for U(f). For the lowest
applied field it reaches up to 10%.

For the CoggFeq sample (not shown) yielding a broader resonance we found the
same situation: There was a good agreement for f,.s calculated with all 3 models.
The relative error hardly exceeded 1%. The error was higher for | Sy | than for U(f).
The linewidths differed: the relative error was decreasing with increasing applied
field. Similar to the CozyFeigB1g sample, it reached up to 10% for low applied fields.
The error was always higher for |Sy;| than for U(f).

Recapitulating, we compared the resonance frequencies and linewidths extracted
from x with those extracted from [Sy;| and from U(f) for two different thin film
samples. If the focus of the data evaluation is on f,, the differences are very
small. All 3 evaluation methods agree within 1%. If on the other hand Af is to be
evaluated, it is indicated to employ the full 2-port data evaluation. The two other
methods are approximate, as they ignore the information contained in the reflection
parameters. |Sg;| leads to a higher relative error than U(f).

3.5 Summary

We presented a detailed description on how to calculate from the raw measurement
data a value proportional to the complex susceptibility and permittivity of the fer-
romagnetic material. An easy way to correct an imprecise sample alignment in the
center of the coplanar waveguide was introduced. This also renders unnecessary
the measurement of the exact sample position on the waveguide. An application
note explaining the automated implementation in a computer program is found in
appendix A.

We have carried out 2-port network analyzer ferromagnetic resonance measure-
ments on a coplanar waveguide up to 15 GHz on 2 model samples. Using these
experimental data the presented full 2-port evaluation scheme based on all 4 scat-
tering parameters is then compared to two commonly used approximate evaluation
schemes. These approximate models only employ one transmission parameter (Ss; ).
The different evaluation models were applied to the same raw data, ensuring a good
comparability.

We found close agreement between all methods for the ferromagnetic resonance
frequencies (the relative error is below 1%). However, the resonance linewidths of
the approximate models show a relative error that can reach up to 10% with respect
to the presented full 2-port evaluation method.

Evaluation methods based on only one complex S-parameter necessarily provide
a reduced set of information in comparison to a full two port measurement. Never-
theless, we will analyze another method based on a single scattering parameter in
the following chapter. But, it can be distinguished from the approximate models
presented in this chapter, as it only uses one high-frequency probe. Therefore, it is
not by choice that only one reflection parameter is measured. The implications for
the obtained scattering parameter will be described in detail.



Chapter 4

One port Open-reflection
measurements

4.1 Motivation

In the previous chapter we treated in detail the data evaluation of a ferromagnetic
resonance measurement on a coplanar waveguide from a complete set of scattering
parameters. In order to measure the 4 S-parameters, the CPW was connected on
both sides to a vector network analyzer using high-frequency probes.

While a full set of S-parameters allows the most complete characterization of the
two-port network in-between, frequently FMR is measured in a one port geometry
using a single scattering parameter [94, 95, 158, 159, 92]. A one port geometry has
pros and cons: the most important advantage is the use of a single microwave probe.
Experimentally it is not always feasible to install two probes and, in particular, two
high-frequency cables, which need to be protected from contact and movement. This
is considerably simplified by the restriction to only one high-frequency connector
and, correspondingly, only one cable.

Another benefit in a one port measurement is the calibration, which is consid-
erably simplified and sped up in comparison with a full two port calibration. The
measurement itself is faster, too, i.e. a frequency sweep at one applied field takes
less time, as only a single S-parameter has to be recorded. This corresponds to a
reduced duration for the overall measurement, reducing drift during the data ac-
quisition. The gained time can be used for a further noise reduction by a higher
averaging. Measuring in a one port geometry, can also yield a higher signal in some
cases, as we will demonstrate in the next section. This increases the signal to noise
ratio, allowing for a higher measurement precision.

Among the disadvantages, we need to mention a more complicated system to
take into account: in the two port measurement geometry, the only signal reflec-
tions appear at the sample borders, as the ports of the VNA are reflectionless. With
only one microwave probe the reflections on the second side of the CPW need to be
included in the calculation. Also, while the calibration is less time-consuming when
using only one probe, it doesn’t allow to correct imperfections of the measurement
hardware in the same manner as a full two port calibration (see section 2.2.5). On
the other hand, it is easier to obtain a precise calibration, as the number of connec-
tions, which need to be established with the calibration standards, is significantly
smaller: therefore, it is less likely to accidentally have one bad connection during
the calibration procedure deteriorating the whole calibration.

87
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Figure 4.1: (a) Sketch of a two port network as employed in the last chapter. (b)
The one port network when using only a single high-frequency probe. The opposite
side acts as an open-circuit. This changes the incoming and outgoing wave and thus
the scattering parameter measured at port 1.

We still want to mention the limitation of the one port geometry to the measure-
ment of a single complex parameter: but, as we demonstrated in the last chapter,
the sample is characterized by two complex quantities, the permittivity and the
permeability. This issue is treated in the following section.

Most implementations of a one port geometry employ a short-circuited microstrip
or CPW. In contrast, we analyze the possibility to simply use the same CPW as
for the two port measurement, while not connecting one side (see Fig. 4.1). Thus,
this side works as an open-circuit. This also has the added benefit, that it is easily
possible to change between a one port and a two port measurement, for the purpose
of comparison.

4.2 Open-circuit one port measurement

The description of the one port measurement setup is developed step-by-step in the
following. This leads to an equation for the single measured scattering parameter
and, through the application of an approximation, to a formula for the data evalu-
ation. In the subsequent section, we will analyze the validity of the obtained data
evaluation method.

4.2.1 The measurement geometry

The CPW loaded with the sample (magnetic film side down) was already sketched
in Fig. 3.1. For conventional 2 port measurements, 2 high-frequency probes connect
to the network analyzer at the planes R; and Ry. Contributions from the cables and
the probes are compensated by a full 2 port calibration procedure.

For the moment, we assume that the sample length [; is equal to the total
length of the CPW [;4.. Otherwise the electromagnetic wave propagation over the
lengths [; and [l adds a small phase contribution, which is more difficult to remove
mathematically for the case of a one port measurement. Under the assumption
[y =15 = 0, we find for the 4 S-parameters in the case of a 2 port measurement after
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Eq. 3.3:
(1 —e o)
S = Sop = 12020k (4.1)
e Ms(1 — T2
S1a = So1 = ( )

1 —T2e 27

v is the complex propagation constant of the CPW loaded with the sample, I is its
complex reflection coefficient. In Fig. 3.1 this simplified situation would be described
by coinciding B- and R-planes.

In order to avoid confusion, we want to stress that the complex reflection coef-
ficient I' is not directly equal to the complex reflection coefficients in the scattering
matrix (S1; and Sag). This equality is only fulfilled, if the S-matrix consists only
of a sole impedance change (the third model matrix in Tab. 2.2). In this special
case either Sy; or Spy is equal to I', the other one equal to —I', depending on its
definition.

4.2.2 The single measured scattering parameter S

Now, the only modification necessary to perform the open-circuit one port mea-
surement is to remove the high-frequency probe at port 2 and to measure SE, the
reflection coefficient of the whole network at port 1. It is important to notice that
SE is not simply equal to the reflection coefficient Si;. However, ST measured in
the one port geometry can be related to the 4 S-parameters measured in the two
port geometry using Eq. 4.2 found in the microwave literature (e.g. Ref. [160, 134]):

S155
SE — 5y, + - 22l (4.2)

2v02 1 _ ’
R 822

R is the complex reflection coefficient of the open-circuit at port 2. €27°% describes a
small phase shift due to the electromagnetic wave propagation with the propagation
constant vy of the empty CPW over the small length z. This small length is situated
between the open at port 2 and the right border of the sample. This is sketched in
Fig. 4.2, which shows the experimental situation in the one port geometry.

To make sure that we can model the unconnected end of the CPW as an open-
circuit, we deembed it by solving Eq. 4.2 for the reflection coefficient at port 2:

-1
Re =207 — (SSIA + 5'22) . (4.3)

R
1 Sll

This equation is valid independently of the magnetic sample.

Using experimental data from corresponding one port and 2 port measurements,
we found that R is equal to 1, and the small phase shift caused by e~ increases
linearly with frequency. Using 7, which we extracted for the empty CPW, we
determined z to be 50 pm. Indeed, when changing from the two port geometry to
the one port geometry, a small part of the CPW is made free. Thus, z corresponds
to the finite length taken up by the second high-frequency probe at port 2, which is
commonly termed overdrive (illustrated exaggeratedly in Fig. 4.2).

We note that this small length z can not be compensated as it only appears in
one of the summands in Eq. 4.2. This is not the case for an uncovered part of the
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Figure 4.2: (Color online) Coplanar waveguide loaded with a magnetic film and its
substrate on a length [, only separated by a small air gap. The high-frequency probe
is connected at the plane Ry, the unconnected side at Ry acts as an open-circuit.
A small uncovered part of the waveguide of length z is made free, when the second
high-frequency probe is removed.

waveguide between the high-frequency probe and magnetic sample. If a length [; is
not covered (see Fig. 3.1), we obtain

e~ ol ‘5'126—7011 Soq

2v0z L _
e R 522

6_702l1511 + = 6_702115ﬁ. (44)

However, to correct this additional length, the precise position of the magnetic
sample on the CPW would need to be determined. Therefore, we maintain the
initial assumption {; = 0.

As we found R = 1, we will assume in the following a perfect open-circuit, and for
all further one port measurements we will cover the CPW entirely (z =~ 0), thereby
avoiding the small phase shift. Introducing Egs. 4.1 into Eq. 4.2 and simplifying,
we find for SE:

e”b 4 T

R __
S = 14+ Te 2"

(4.5)

4.2.3 Introducing an effective medium

In order to relate SE to the permeability of the magnetic sample, we introduce
again the effective medium model (see section 3.2.5): the CPW is assumed to be
surrounded by a single material with the effective relative permittivity &, and the
effective relative permeability fi,. €, and fi, are superpositions of the relative elec-
tromagnetic properties of the magnetic film, its substrate, the CPW and the air gap
in-between. The effective quantities are marked by a tilde. €, and ji, are related to
~ as follows:

— = . = W=
Y= eV e = Jo/HoSo [y = 7 s (4.6)
vt 18 the propagation constant of free space. The relation for I is

2_1 A ~

Hr
r=2 h — =Gy E 4.7
Z£+1 , where 70 B (4.7)

0
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G is a frequency-independent constant depending on the geometry of the loaded
CPW. For the empty CPW the geometry is designed such that the impedance of
the waveguide Z is equal to the characteristic impedance of the network analyzer
Zy = 508). We will not evaluate GG further, as it depends on the air gap between the
sample and the CPW, which is difficult to estimate. We note though that the order

er+1

5, where ¢, is the relative permittivity of the

of magnitude of GG is similar to

substrate (see section 2.2.2).

From the two port measurements in the last chapter, we concluded that, for
the used low-loss dielectrics, €, can be considered as a real frequency-independent
constant. This was demonstrated in Fig. 3.3. Using Eqs. 4.5 - 4.7 we should be
able to determine the effective relative permeability fi, from SE. However, due to
the complexity of the relation, we could not invert the equation. We will therefore
assess the possibility of an approximation.

4.2.4 Simplifying S

We will look at the two components (e=2" and I') in Eq. 4.5 separately, in order to
analyze the possibility of an approximate solution.

The exponential function in Sf

First we have a look at e, where we need to determine the relation of this term
to the permeability. As f[i, is a superposition of multiple relative permeabilities,
which are all equal to 1 except the relative permeability of the magnetic film pu,, we
model /i, as

by =iy + (1 —2)1 =1+ xy, (4.8)
where y is the susceptibility of the magnetic film and x is the effective filling factor,
representing the contribution of the relative permeability of the magnetic film to
ft;. We can estimate that the filling factor is small, as we compare a magnetic film
thickness of &~ 10 nm to a substrate thickness of ~ 100 um. As fi, always appears
under a square root and x < 1, we find approximately:

\/E:\/l—i-xle—i-%xx. (4.9)

We can further justify this approximation by analyzing an explicit form of x, as we
derived it in chapter 1: according to Eq. 1.45, the amplitude of y at the ferromag-
netic resonance, where it reaches its maximum, is approximately proportional to the
inverse of the resonance frequency. Therefore, the error, which we introduced by
the approximation on the right-hand side of Eq. 4.9, is decreasing likewise. Using
Eqgs. 4.6 and 4.9 we find for the exponential function in Eq. 4.5:

el — 2 EVEVA (4.10)
o o IUEVE g2V E X (4.11)

It decomposes into a product of 2 exponential functions: the first describes a path
on a circle in the complex plane with modulus 1 and is independent of y. The
second is a value in the complex plane with also modulus close to 1, except around
the resonance frequency, where it describes a small loop in the complex plane. The
overall modulus of e=2"% is therefore always close to 1, except around the resonance
frequency.
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The reflection coefficient T in S%

Now, we analyze the reflection coefficient I': using Eqgs. 4.7 and 4.9 we determine I’

to
~ Va1 Vér

Vi + %5 jox + 14 ¥
The modulus of I" depends on GG and x. These two quantities depend on the sample
and its positioning and therefore on the exact experimental situation. As it is
difficult to give a general estimation, we look at experimental values of I", which we
extracted from two port measurements as described in the last chapter: we find that
the modulus of I" is on the order of 0.01.

Hence, we can neglect I' in the denominator of Eq. 4.5, as |Te=2
simplified equation is

(4.12)

< 1. The

SH ek 1T (4.13)

This equation allows an intuitive understanding of the measured scattering param-
eter: ST mainly consists of a contribution due to the direct reflection at the sample
border (I') and a contribution due to the electromagnetic wave propagation over
twice the length of the waveguide (the exponential function).

To see if we can also neglect the I' remaining in the numerator, let us give
estimations of the 2 terms at resonance.

For the exponential function, we already saw in Eq. 4.11 that it can be split into
a product of two exponential functions, where only the second one contains y. To
evaluate the modulus of the FMR-related contribution, we first need to analyze the
value of y at the resonance frequency. At f..s the susceptibility is purely imaginary
having the highest modulus. According to Eq. 1.45, we find

. Wy Wy
Max(|x]) = [X(wres)| = | — X”(wreS)‘ | | = . (4.14)

awTGS awres

When inserting y (wres) in the second exponential function in the product in Eq. 4.11,
we obtain at resonance

oI VE (=) gl VER AL (4.15)
We note that the FMR-related contribution is independent of the resonance fre-
quency.

We analyze in the same manner the modulus of I' at the highest modulus of ¥y,

i.e. at resonance. Inserting x(wres) in Eq. 4.12 yields:

e _oVE
I () = e i -
—jr A 49 4 2V

QWres

(4.16)

As r < 1, we deduce jr— < 1. We can thus neglect it in the denominator.

QWres

As G ~ /&, we approximate 2 + 2\/5 ~ 4 and 2 — 2%5 = n, where n is a small

frequency independent number. We find

SjE Sl e —jpn
IYE ~ e 4 —, (4.17)
—jr—M- 4 4 4 4

QWres
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In conclusion, we find that the contribution of I, which depends on the susceptibility,
decreases approximately with the resonance frequency, apart from a constant offset
term.

While we clarified the dependence of the two summands in Eq. 4.13 on the reso-
nance frequency, we still need to do a numerical comparison in order to estimate if
one is negligible. We will for example take values determined in chapter 7 for CoFeB:
a = 0.006 and pugMg = 1.79 T. The length of the CPW is [y = 5.25 mm. By taking
the measured susceptibility from a full two port measurement (see Eq. 3.18) and
comparing to the susceptibility calculated from the theoretical formula (see Eq. 1.35
and 1.36) using the material parameters determined from the FMR measurement,
we found z = 0.0002. A similar value was confirmed for several different samples.
Also from the full two port measurement, we determined an approximate value for
& = 6.25.

Using Eqs. 4.11 and 4.15, we determine the magnitude of the first summand (the
exponential function) at resonance:

—27ls ~ ‘67]'215%\/57 eils% érwaM‘ = 061 (418)

e

When there is no magnetic susceptibility, we obtain |e=2"%| = 1. Therefore, we
note a FMR-related contribution of 0.39 to the sum. This value compares to the
magnitude of the second summand, which is after Eq. 4.17

—jr -+ n|  447.5MHz
rr<wres>1z' e 2 BIPER (4.19)

In the last equality we neglected n, as it does not depend on frequency, and there-
fore its contribution does not influence the resonance. As discussed before, the
value decreases with increasing resonance frequency. For f,.s = 2 GHz, we obtain
IT'( fres)| = 0.22. This value is not negligible before the exponential function. How-
ever, if we apply a higher field raising the resonance frequency to e.g. 10 GHz, we
find |T'(fres)| = 0.045. This is a only small FMR-related contribution in Eq. 4.13
and can therefore be neglected.

In summary, we found that Eq. 4.5 describing the single measured scattering
parameter SE can be approximated by

SR~ e, (4.20)

We mentioned in the introduction that the measured signal can be higher in the
one port geometry than in the two port geometry. This is easily understood, when
comparing the measured exponential function in SE to the exponential function
constituting the main contribution to the transmission parameters in the two port
measurement (see Eq. 3.4): for the one port measurement we have the same exponent
multiplied by a factor of 2. As the real and imaginary parts of the resonance are
twice as high in the complex plane, but still measured with the same precision, we
have a higher signal to noise ratio.

However, the validity of the employed approximation is ensured only for higher
resonance frequencies/higher applied fields, as otherwise I' is not negligible. In
order to better illustrate the quality of the approximation, we calculated the real
and imaginary part of Sf! with the mentioned material parameters for two different
resonance frequencies: once following the exact formula (Eq. 4.5), once using the
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Figure 4.3: (Color online) The imaginary (a) and real (b) part of the full and the
approximated formula for ST for a resonance frequency of ~ 4 GHz. The imaginary
(c) and real (d) part for fis &~ 13 GHz.

approximation (Eq. 4.20). The simulation is shown in Fig. 4.3. The applied field
is chosen such as to obtain a lower resonance frequency of ~ 4 GHz and a higher
resonance frequency of ~ 13 GHz.

While the shape of S is almost conserved by the approximate formula, we
observe a small shift for the lower frequency resonance (Fig. 4.3(a) and (b)) with re-
spect to the full formula. For the higher frequency resonance, the shift disappeared:
I' became completely negligible.

We conclude that Eq. 4.20 is a correct description of the single scattering pa-
rameter measured in the one port geometry at high resonance frequencies.

4.2.5 Open one port data evaluation

We will thus base the evaluation of the raw measurement data on Eq. 4.20. In order
to obtain the susceptibility of the magnetic sample, it is necessary to do a measure-
ment and a reference measurement. This is similar to the full two port geometry:
during the measurement the magnetic field is applied in parallel to the CPW, al-
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lowing for a high pumping efficiency. For the reference measurement, the magnetic
field is aligned perpendicular to the CPW, thus parallel to the small excitation field.
Hence, no FMR is excited.

After Eqgs. 4.20 and 4.11, we find for the measured reflection coefficient in both
cases:

SR n eI VE iV E X (4.21)
SE o~ IV (4.22)
We simply divide
In(SE& —j212/E 2 1
( 111%, )%1_’_ J 'c\/_%le—i——xx. (4.23)
In (Sll,ref) —J 2[5%\/5_1« 2

We obtain a value proportional to the susceptibility x of the ferromagnetic film. In
order to emphasize that the calculated expression is an approximation, we use in
the following the notation:

In(SE )

11,mea

=—— —1. 4.24
In (Sﬁ,ref) ( )

In the next section, we compare X calculated following the described procedure for
a one port measurement with the sample susceptiblity y obtained from a full two
port measurement, as described in section 3.2.

4.3 Comparison with two port measurement

The same two model samples as in section 3.4 were chosen for the comparison be-
tween the results of a measurement in the one port and the two port geometries:
40 nm CoroFe;gBig and 40 nm CoggFesg. The two thin films have different effec-
tive magnetizations and significantly different linewidths, ensuring a more general
validity of the comparison. Thick samples were chosen deliberately, to minimize
the influence of measurement noise on the results. More details on the samples are
provided in chapter 7, which is dedicated to a study of CoFeB thin films.

Two independent measurements of each sample are performed: first, the full two
port measurement after section 3.2 is executed. Here, the recorded raw data con-
sists of the full S-matrix. A reference measurement with the magnetic field applied
perpendicular to the CPW is performed, followed by a series of measurements with
different applied fields parallel to the CPW.

Then, without moving the sample, the same measurements and the reference are
repeated, but without the second high-frequency probe connected. Only a single
S-parameter is recorded, Sfi .. and Sfi ; respectively for the reference. X is
calculated after Eq. 4.24.

Fig. 4.4 plots the evaluated raw data for the CogyFeyg sample at an applied field
of 40 mT as an example. While a slight misalignement can be observed, the shape
of both curves show approximate agreement. To better quantify the differences, we
proceed to a systematic comparison.

Both x from the two port measurement and X from the one port measurement
are fit using Lorentzian profiles. The ferromagnetic resonance frequency f..s and
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Figure 4.4: (Color online) Evaluated raw data for the CoggFey sample at 40 mT
applied field: the imaginary (a) and real parts (b) of X calculated after Eq.4.24 and
x for the full two port measurement. The y-axis were scaled to the same height of

the resonance for easier comparison.
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Figure 4.5:

two port geometry, calculating x (red circle).

(Color online) The ferromagnetic resonance frequency (a) and the
linewidth (b) as a function of applied field. The measurements are performed twice:
Once in the described one port geometry, evaluating X (black square), once in the
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Figure 4.6: (Color online) The relative error of the data extracted from X with
respect to x as a function of applied field: for f,. it is represented by green triangles,
for the linewidth Af by blue stars.

the resonance linewidth Af are extracted. Both quantities are plotted for both
measurement geometries in Fig. 4.5. An overall excellent agreement is observed.

To quantify the difference, we calculated the relative error of X with respect
to x, which we consider as the correct value for the susceptiblity, due to the ap-
proximations employed in the calculation of X. The relative errors for f..s and the
resonance linewidth A f are plotted in Fig. 4.6. For the resonance frequency, the er-
ror decreases for higher resonance frequencies, going quickly below 1%. The relative
error of the resonance linewidth stays below 6%. In particular this low value for A f
is well comparable to the error obtained by an approximate two port measurement,
where all 4 S-parameters are measured, but only one exploited (see section 3.4).
This is well visible in Fig. 4.5(b): the difference between the values extracted for
the two measurement geometries can be mainly attributed to arbitrary noise.

The relative error for f,e is slightly higher than for the approximate two port
measurements. To quantify the impact, we fit both curves in Fig. 4.5(a) with
the appropriate Kittel-equation (see Eq. 7.1). For the effective magnetization,
the difference between the value fitted for the two different measurement geome-
tries is puoAMg = 0.01 T. For the anisotropy field, the resulting values differ by
oA Hum = 0.1 mT. These differences can be neglected.

For the 40 nm CoggFeyy thin film, the findings were similar (not shown): The
relative error of the resonance frequency quickly goes below 1%. It is comparable to
the error obtained from an approximate two port measurement, where the raw data
is only evaluated using a single S-parameter. The error of the resonance linewidth
was even lower than for the CoroFegsB1g sample: for the CoggFesy sample yielding
a broad linewidth (= 900 MHz), it never exceeded 4% with respect to the full two
port measurement.

4.4 Conclusion
Vector network analyzer ferromagnetic resonance on a coplanar waveguide is typ-

ically carried out in a two port network. We analyse the possibility to carry out
measurements using only a single high-frequency probe. Using the same coplanar
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waveguide as for the two port measurement, the second unconnected port is de-
scribed as an open-circuit. The theory connecting the single measured scattering
parameter S% and the sample susceptibility is developed. A data evaluation pro-
cedure is presented, which yields the complex parameter X, which is related to the
susceptibility. In order to assess a potential deviation from the sample suscepti-
bility due to the employed approximations, actual measurement data is used for a
comparison.

Measurements are carried out on two model samples, once in the full two port
geometry, once in the open-circuit one port geometry. The ferromagnetic resonance
frequency and the linewidth is extracted from X obtained for the one port measure-
ment and from y obtained for the two port measurement. Only a small deviation
is found between the resonance frequencies, which leads to entirely negligible differ-
ences, when fitting their dependence on the applied field with the Kittel-equation.
Similary, the observed difference for the linewidths is small. In conclusion, one port
open circuit measurements represent an alternative to full two port measurements,
which can be advantageous under certain conditions, e.g. when the available space
is constrained. While we obtained correct results, nevertheless, the validity of the
employed approximations needs to be ensured for the specific measurement imple-
mentation.



Chapter 5

Fe/Au multilayers - Smoothing by
irradiation

This chapter analyzes different possibilities to improve the interface roughness in
a Fe/Au multilayer sample. Essentially, two different treatments were examined:
Decreasing the surface roughness of the substrate and its contamination with carbon
by exposing it to low energy oxygen ions, improves the interfaces of the layers
subsequently grown on top (§5.1). The second possibility lies in a post-growth
treatment: Irradiation with He™ ions leads to further improvement of the interface
characteristics (§5.2). We finish this chapter by concluding on the efficiency of
the employed treatments (§5.3). Part of this chapter has been submitted and is
accepted for publication in the Journal of Applied Physics, as proceedings of the
52nd Magnetism and Materials Conference [161].

5.1 Pre-growth substrate cleaning

5.1.1 Removing substrate carbon contamination

Magnesium oxide (MgO) is today a widely used substrate for the expitaxial growth
of Fe films. It is insulating, has a high temperature stability and is comparatively
affordable. MgO(001) is well suited for the growth of fcc Au(001) or bee Fe(001),
as the in-plane mismatch is below 4% [162]. However, often the MgO surface is
contaminated by carbon, degrading the morphology of the grown films due to the
formation of several reconstructions and inhibiting layer-by-layer growth [163].

Ion beam oxidation was found to be an efficient technique for the preparation of
MgO surfaces free of carbon contamination [162]: The surfaces are treated with a low
energy atomic oxygen ion beam at room temperature, which is generated by a high
frequency, low pressure plasma source with an inductive excitation, type COPRA
160 (see [164]). The charged oxygen ion beam is neutralized and the dissociation
degree is up to 80%. The process time was 2 minutes, providing an atomic oxygen
ion dose of 6 x 10'% ions/cm? with the nominal energy of 60 eV under a pressure of
10~* mbar. The dissociated low energy oxygen ions were found to clean the surface
due to a chemical reaction with carbon atoms. This was clearly demonstrated by
Auger spectroscopy: As shown in Fig. 5.1(c) the described ion treatment leads to
the disappearance of the carbon peak in the Auger electron spectrum.

Apart from the chemical cleanness of the ion beam treated surface, an atomic
force microscopy (AFM) study confirmed additionally a reduced root mean square

99
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Figure 5.1: Auger electron spectra of MgO surfaces, after [162]. Curve (a) shows
a substrate pre-heated at 150°C, (b) annealed for 3 h at 600°C and (c) a substrate
treated with the oxygen ion plasma. While (b) shows a reduced carbon peak, it
vanishes entirely in (c). All spectra are normalized for comparison and shifted for
clarity.

(RMS) roughness of the MgO substrates [162].

The ion beam substrate treatment for the samples examined within this the-
sis was carried out in the Magnetism group lead by Prof. Dr. B. Hillebrands at
the Department of Physics at the University of Kaiserslautern participating in the
European Research Training Network (RTN) Ultrasmooth.

The interested reader can find further information on surface smoothing using low
energy ions from the same plasma source in [165]: under an argon ion bombardement
with energies between 30 and 70 eV the RMS roughness of a permalloy film could be
reduced by 40% allowing to reduce the Néel “orange peel” coupling when employing
it in magnetic tunnel junctions. Also, Fourier power spectra of scanning tunneling
microscopy images revealed that the smoothing is particularly pronounced for short
length scales (5—40 nm), while being present on all length scales. This relates to the
detected increase in the lateral correlation length corresponding to the roughness
reduction.

5.1.2 Studied samples

The nominal structure of the grown Fe/Au multilayer samples is
MgO(100)/Fe(3nm)/Au(19nm)/[Fe(1nm)/Au(0.9nm)]s. (5.1)

The actual multilayer consists of 20 repetitions of [Fe(1nm)/Au(0.9nm)], while the
underlying layers act as a buffer. The MgO-substrates were prepared by Crystal
GmbH [166] exhibiting a RMS roughness of 0.53 nm on their polished side. The
samples were grown using molecular beam epitaxy (MBE) in order to obtain epi-
taxial layers. To improve homogeneity the substrate was situated on a rotating
molybdenum plate. The growth pressure was 6.9 x 1072 Torr (= 9.2 x 10~% mbar).
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(a) (b)

Figure 5.2: (Color online) In-situ Reflection High Energy Electron Diffraction
(RHEED) images of the samples A-non (a) and B-non (b) taken directly after de-
position. For the sample B-non only one Rheed stripe was found.

The substrate was annealed for one hour at 500°C removing water and hydrogen
from the surface. Then the 3 nm Fe seed layer was deposited at the same tempera-
ture, while the 19 nm Au buffer was deposited at 200°C. The Fe seed layer helps to
shift the Au growth from three-dimensional island growth (due to the high mobility
of Au atoms on MgQO) to layer-by-layer growth [167]. Growing the buffer layer at an
elevated temperature results in an improved crystal structure due to the enhanced
surface diffusion length [168]. The subsequent Fe/Au multilayer was grown at a
lower temperature of 70°C with the aim of avoiding interdiffusion of the nanometer
thick layers. Fe(001) grows in the bcc phase in a 45° rotation of its lattice on fec
Au(001) with a corresponding in-plane lattice mismatch of less than 1% [169].

Two samples of size 1 x 1 cm? were grown in the same manner following precisely
the above mentioned steps, the only difference being the used substrate: while the
sample referred to in the following as B-non was grown on a MgO-substrate not
subject to any preparing treatment apart from annealing, the sample A-non was
grown on an additionally oxygen ion-beam treated MgO-substrate, removing the
carbon contamination (according to the procedure in the previous section).

The sample deposition was conducted by Ania Suszka in the Condensed Matter
group of Prof. Bryan Hickey at the University of Leeds being a partner in the RTN
Ultrasmooth.

Initial characterization

Different techniques were employed in order to achieve an initial characterization of
the samples immediately after deposition: In-situ Reflection High Energy Electron
Diffraction (RHEED) [170] was used to monitor the growth process. Fig. 5.2 showing
the RHEED images after finished deposition gives a hint on a difference between
the two samples: While the sample B-non only shows one broad RHEED stripe, on
the image for the sample A-non several distinct stripes can be distinguished. The
decreased width of the streaks is a qualitative indication of the increased in-plane
correlation length [168].

To accomplish a quantitative measure of the surface roughness, Atomic Force
Microscopy (AFM) measurements were performed immediately after removing the
samples from vacuum. Fig. 5.3 shows typical images of the surface of both samples,
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(a)l _ (b)l

Figure 5.3: (Color online) Ex-situ atomic force microscopy (AFM) surface scans
of the sample A-non ((a), smoother) and the sample B-non ((b), rougher). The
diagonal lines correspond to the depth profiles shown in Fig. 5.4.
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Figure 5.4: The depth profiles of the sample A-non (a) and the sample B-non (b)
extracted from the AFM images shown in Fig. 5.3. We point out the different scale
of the y-axis.

while Fig. 5.4 shows plots of the depth profiles marked in the AFM images as
diagonal lines. A higher variation is observed for the profile of the sample B-non
(plotted in (b)). The root mean square (RMS) roughness is determined to 0.27 nm
for the sample A-non and 0.44 nm for B-non.

Both samples were also subject to magnetization measurements using a Vibrating
Sample Magnetometer (VSM) at 127 K. The measured hysteresis loops are plotted
in Fig. 5.5. Antiferromagnetic coupling between the Fe layers mediated by the inter-
mediate Au layers is ruled out, as evidenced by the saturation of the magnetization
at low fields. The coercitivity is lower for the sample A-non than for the sample
B-non. This is most probably related to a better spatial homogeneity which favors
domain wall motion.

5.1.3 Ferromagnetic resonance measurements

The samples A-non and B-non were measured using VNA-FMR following the full
two-port data evaluation described in chapter 3. Fig. 5.6 shows exemplarily the
imaginary part of the complex susceptibility of both samples for an applied field
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Figure 5.5: (Color online) Vibrating Sample Magnetometer measurement: the two
samples show clearly different coercivity fields. The magnetization is not calibrated.

of 45 mT (the real part is omitted to clarify the figure). The two main resonance
frequencies coincide closely. We will shortly discuss the second small resonance,
which was only observed for the sample A-non. While the intrinsic linewidth A f
expected for bulk Fe is rather low (= 250 MHz, see e.g. publications of Bretislav
Heinrich et al. [143]), we found very broad resonances (Af > 1 GHz). This is
not surprising when considering that we deal with particularly thin layers (1 nm),
coupled ferromagnetically to each other. Their magnetic properties and the effective
fields acting on each of them may differ slightly. For example, as each Fe layer
consists of very few monolayers only, a slightly varied thickness can have a strong
effect. Or the outermost layers have a different magnetic environment than the inner
ones [171].

Hence, the observed resonance is likely to be a superposition of shifted resonances
and therefore the measured spectrum is not corresponding precisely to a Lorentzian
lineshape [172]. Indeed, there is a visible asymmetry. While we will still evaluate
the resonance frequency f.es and the linewidth Af, it has to be kept in mind that
they cannot be directly related to the magnetic properties of a single Fe layer, but
only to the ensemble of layers.

Resonance frequency f.

The resonance frequency is extracted from the maximum of the imaginary part of
the complex susceptibility for a series of measurements at different applied fields.
The square of f,e is plotted in Fig. 5.15. As pointed out in section 2.3.3, we expect
a linear dependence on the applied field when squaring Eq. 2.51. We remark that
while we treated the case of a uniaxial anisotropy, this is also valid for a cubic
anisotropy. Here, the resonance frequency is given by [173]

2 H
2= (%) [Howt + Hy cos(49)] | Mast + Hox + -3+ cos(49)) |, (5:2)
where H; = 50% is the cubic anisotropy field and [ is the angle of an easy axis with

respect to the magnetization direction. We use a g-factor of g = 2.1 [174].
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Figure 5.6: (Color online) The imaginary part of the complex susceptibility of the
samples A-non and B-non for the same applied field of 45 mT. The linewidth is
broader for the sample B-non. The small second resonance is only visible for the
sample A-non.

However, high angle X-ray diffraction measurements revealed the presence of a
(111) texture in the multilayer growth direction. As demonstrated in [174], contrary
to the behavior in (100) and (110), the first-order cubic anisotropy energy does not
vary in the (111) plane. While we did not conduct angle dependent measurements,
the samples were placed on the setup without choosing a particular orientation of
the magnetic symmetry axes. The intersection points of the curves with the x-axis
in Fig. 5.15 all lie within 4 mT from the origin, i.e. the anisotropy field does not
exceed 4 mT. This is compatible with a Fe (111) texture.

Fitting the data, we find an effective magnetization of oM.z = 0.97 T for the
sample A-non and 0.99 T for B-non. These values coincide with the expectations
according to the study of Fe/Au multilayers with FMR and SQUID magnetome-
try in [35]: while the saturation magnetization remains high independent of the
layer thickness, the uniaxial out-of-plane anisotropy field increases with decreasing
thickness due to a surface anisotropy contribution. This leads to an effective mag-
netization which is decreasing with decreasing layer thickness. We found further
support for these values using Moke (see section 5.1.4).

One remarkable difference between the susceptiblity spectrum of sample A-non
and B-non is the presence of a small second magnetic resonance, which is only ob-
served for the sample A-non. Since the two samples were grown following precisely
the same scheme, the only difference being the cleaning of the substrate, we identify
the lowermost 3 nm Fe nucleation layer as at the origin of the additional resonance.
We suppose that for the sample B-non the lowest Fe layer is a (partially) magnetic
dead layer yielding no signal or a signal too low to detect it. An alternative expla-
nation is that the 3 nm Fe seed layer grew differently on the carbon contaminated
substrate of the sample B-non, showing similar magnetic properties as the Fe layers
in the multilayer, and therefore the small resonance is hidden by the main reso-



5.1. PRE-GROWTH SUBSTRATE CLEANING 105

80 T r r :
T T T /j/j/:
—os—A-non s
1 —+—A-non, second e
small resonance v
60 /D/:/” _
N._| ‘/D/j
N /:// /
I e A
e
(2' 40 4 D/]}/ ) / |
14 s e
o E //D/u / 4
q_ /E/Ey 7 -
20- e e .
/:/]/j/ B g e
/n/D/D P S
0 T T T T T T '
0 20 40 60 80
field [mT]

Figure 5.7: (Color online) The squared resonance frequency as a function of the
applied field for the main resonance (black squares) and the small resonance (green
stars) of the sample A-non.

nance for the sample B-non. The resonance frequencies of both resonances of the
sample A-non are plotted as a function of the applied field in Fig. 5.7. In contrast
to the multilayer resonance, the small resonance shows a much higher anisotropy
field, which is found by extrapolating the curve towards the intersection point with
the x-axis. According to Eq. 5.2, here the applied field is

Hey = —Hycos(43) = f2.=0. (5.3)

We can deduce that the magnetic field was applied following or close to a hard axis
of the cubic anisotropy (5 = 45°), as the axis crossing is at a positive applied field.
Fitting the curve yields puoMeg = 1.5 T and poH; = 31 mT, under the assumption
B = 45°. As expected the effective magnetization is higher than for the only 1 nm
thick Fe layers in the multilayer (higher slope in the graph), as the out-of-plane
surface anisotropy is decreasing with thickness (see Eq. 1.12) [35]. The obtained
fourfold anisotropy is of the expected magnitude for bee (001) Fe (see [143]).

Resonance linewidth Af

While the resonance frequencies of both samples almost coincide, we observe in con-
trast a strong difference in the linewidth. The resonance of the sample B-non is
considerably broader than for the sample A-non (see Fig. 5.6). In Fig. 5.17 Af is
plotted as a function of the applied field: It is always higher for the sample B-non,
until at high applied fields the linewidths of both the sample A-non and B-non
converge towards =~ 1100 MHz. Indeed, the observed curve shape of both samples
corresponds to the one depicted in Fig. 2.19(b) illustrating the effect of inhomoge-
neous broadening, where the inhomogeneity can be anticipated much higher for the
sample B-non than for the sample A-non. While it is impossible to explicitly deter-
mine the origin of the inhomogeneity (defects, spread in anisotropy or in effective
magnetization), it can be related to the higher roughness of the carbon contaminated
substrate of the sample B-non. As has been mentioned before, AFM measurements
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confirmed that the higher roughness can still be detected at the surface of the up-
permost layer of the whole structure. The lower inhomogeneity contribution to the
linewidth for the sample A-non, can therefore be attributed to the substrate cleaning
procedure reducing the interface roughness of subsequently grown layers.

At high applied field (100 mT) the linewidth is approximately the same for both
samples. The inhomogeneous broadening contributes no longer. Still the linewidth
is higher than expected from the intrinsic linewidth of bulk iron. Several studies
comparing the resonance linewidth versus the film thickness for single layer samples
of different materials observed very broad linewidths for the thinnest films [175, 176,
177]. While the interpretations are not in agreement, this is generally attributed
either to spin-pumping or to two-magnon scattering. Additionally, as noted before,
the broad linewidth can be explained by 20 layers contributing to the resonance
which are subject to slightly different effective fields.

5.1.4 Measurements using Perpendicular Magneto-Optical
Kerr Effect (PMOKE)

The perpendicular Moke measurement is based on the polar magneto-optical Kerr
effect. Its microscopic origin is for example explained in [115] and is based on the
spin-orbit coupling which couples the spin components of the electron wavefunctions
to the spatial components which govern the electric dipole matrix elements and op-
tical selection rules. In the polar configuration the magneto-optical Kerr effect leads
to a change in the elliptical polarization of the reflected beam, which is proportional
to the magnetization projected on the propagation direction of the photons [29], i.e.
here the out-of-plane direction. In our measurement setup linearly polarized light
from a laser diode (wavelength A\ = 682 nm) is shone on the magnetic sample at
normal incidence. After the reflection the polarization is generally elliptic. The Kerr
effect is characterized by the rotation, which is the angle of rotation of the major
axis of the polarization with respect to the incident polarization, and the elliptic-
ity, which is the ratio between the major axis and the minor axis of the reflected
polarization.

For a sample having an easy axis normal to the film plane, a perpendicular
Moke measurement would show a hysteretic curve. All samples examined in this
study have the preferential magnetization direction in the film plane. With in-
creasing magnetic field applied normal to the film plane, the magnetization will
be gradually rotated out of the plane being counterbalanced by the demagnetizing
field. In the simple case of an infinite thin film, which is approximately realized,
the demag field depends linearly on the out-of-plane component of the magnetiza-
tion (see Eq. 1.9). Therefore, when the magnetization is aligned completely normal
to the film plane, the highest Kerr rotation is detected and the applied magnetic
field corresponds to the saturation magnetization of the sample. More precisely,
the effective magnetization is measured, as a potential surface anisotropy can favor
an out-of-plane orientation of the magnetization and hence facilitate the rotation
out-of-plane. Therefore, the perpendicular Moke measurement yields the effective
magnetization (see Eq. 1.24) as measured by VNA-FMR.
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Figure 5.8: (Color online) The perpendicular Moke measurement of the sample A-
non. The inset shows the determination of the effective magnetization.

Results

The perpendicular Moke measurement curve for the sample A-non is displayed in
Fig. 5.8, the inset showing the determination of the effective magnetization: Mg is
equal to the applied magnetic field at the intersection point of a straight line having
the slope at origin with a second line conformed to the paramagnetic contribution of
the substrate visible after having saturated the magnetization out of the plane. The
effective magnetization was determined for the sample A-non to pgMeg = 0.96 T and
for the sample B-non to 0.97 T. These values agree well with the FMR measurements.

The slightly lower Mg for the sample A-non in comparison to the sample B-non
might be attributed to smoother interfaces for the multilayer on the cleaned sub-
strate, leading to an enhanced surface anisotropy, which in turn leads to a stronger
reduction of the effective magnetization [162].

5.1.5 X-Ray characterization

The FMR measurements showed clear qualitative evidence that the interface rough-
ness in the multilayer depends on the substrate treatment. Grazing incidence x-ray
measurements allow to obtain quantitative data backing up the findings.

The samples were subject to x-ray measurements relying on charge scattering
(magnetic scattering was not used). We present in the following data from x-ray
specular reflectivity. The measurement geometry is shown in Fig. 5.9(a).

The incoming x-ray beam is at the grazing angle of incidence 6;, while the scat-
tered beam reflects of the interfaces at the angle §; = ;. The scattering vector
is determined to ¢ = ke — k. It is normal to the surface and its magnitude is
q = q, = 4msin (6;)/A, with A being the x-ray wavelength. The specular reflectivity
is obtained in a so-called “6 — 20”7 scan, where 0; = 0; are kept equal and scanned,
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Figure 5.9: (Color online) (a) Sketch of the X-ray specular reflectivity geometry on
a multilayer sample with period A. (b) The scattering geometry in reciprocal space
with the Bragg peaks marked by filled dots for specular scattering. An off-spec scan
probing the diffuse scattering is also indicated.

while the scattering intensity is monitored. The total scattering angle sums up to
26. The intensity contains information on the structure normal to the surface: the
layer thicknesses and the root-mean-square interfacial width. As illustrated in the
figure, the scattering vector ¢ only has a component normal to the interfaces. As
its in-plane components are zero, the values obtained from the measured intensity
provide information on the laterally averaged structure.

As we examine a multilayer sample with the period A, Bragg peaks due to
constructive interference are observed for ¢, = 27n/A, where n is an integer (see
Fig. 5.9(b)). As the angle of incidence is related to ¢, the angles, at which the
Bragg peaks are measured, allow to determine the multilayer period.

For rough interfaces, also diffuse scattering occurs into a cone around the specular
beam. Some diffuse scattering occurs along the specular scattering direction. It has
to be subtracted from the specular scattering in order to obtain the true specular
scattering (see Fig. 5.10). Diffuse scattering is measured in a so-called “off-specular
scan”, which is similar to a specular reflectivity scan except that the film normal is
offset by a small angle ¢ (in our measurements: § = —0.1°). Fig. 5.9(b) shows the
probed wave vectors having a small ¢, component, which can be neglected compared
to ¢, as the diffuse scattering usually depends only weakly on ¢, near the specular
condition [178]. Data presented in the following is always true specular scattering
data with the diffuse scattering already subtracted.

A detailed review on thin film characterization by specular x-ray reflectivity is
given in [179], a shorter one also for superlattices in [180]. The x-ray characterization
was carried out by Dr. Alessio Lamperti in the group of Prof. Brian Tanner at the
University of Durham, additional measurements were performed in the facilities of
Prof. Dr. Hartmut Zabel at the Ruhr-Universitat Bochum, both groups participating
in the RTN Ultrasmooth.

Results

The specular scattering measurements for the sample A-non and B-non are plotted
in Fig. 5.18. In extended measurements up to a higher angle (7°) Bragg peaks up
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