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Summary

1

 

Vegetation cover regularly punctuated by spots of bare soil is a frequent feature of
certain semi-arid African landscapes, which are also characterized by banded vegetation
patterns (i.e. tiger bush).

 

2

 

The propagation-inhibition (PI) model suggests that a periodic pattern characterized
by a dominant wavelength can theoretically establish itself  through a Turing-like spatial
instability depending only on a trade-off  between facilitative and competitive inter

 

-

 

actions among plants. Under strictly isotropic conditions, spotted and banded patterns
are distinct outcomes of a unique process, whereas anisotropy leads to a banded struc-
ture. The model predicts that spotted patterns will have a lower dominant wavelength
than bands.

 

3

 

We test some outcomes of  the PI model against vegetation patterns observable in
aerial photographs from West Africa. Two sites with rainfall of 

 

c.

 

 500–600 mm year

 

–1

 

were studied: a 525-ha plain in north-west Burkina Faso and a 300-ha plateau in southern
Niger. Digitized photographs were subjected to spectral analysis by Fourier transform in
order to quantify vegetation patterns in terms of dominant wavelengths and orientations.

 

4

 

Spotted vegetation proved highly periodic. The characteristic range of dominant
wavelengths (30–50 m) was similar at two sites more than 500 km apart. The PI model
suggests that spots may occur as a hexagonal lattice but there is little evidence of such
patterning in the field. A dominant wavelength was far quicker to establish in simula-
tions (

 

c. 

 

10

 

2

 

–10

 

3

 

 years for annual grasses) than a hexagonal symmetry (

 

c.

 

 10

 

5

 

 years), and
observed patterns are therefore likely to be far from the asymptotic structure.

 

5

 

Elongated and smudged spots that locally became flexuous bands have been observed
in southern Niger. This pattern that had a dominant wavelength of 50 m but lacked any
dominant orientation can be interpreted as a transition from spots to bands under fairly
isotropic conditions.

 

6

 

The PI model provides a framework for further investigation of patterns in semi-arid
vegetation and may be of a broader ecological application.
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Introduction

 

Striking geometric patterns were revealed in the vegeta-
tion of extensive areas of arid or semi-arid Africa when
aerial photographs became available in the early 1940s
(Macfadyen 1950; Clos-Arceduc 1956). The most amaz-

ing, made up of stripes or arcs of vegetation alternating
with bare ground, were given the name of 

 

brousse tigrée

 

(tiger bush) by Clos-Arceduc (1956). Similar vegeta-
tion patterns have since been reported in several semi-
arid regions of the African, American and Australian
continents (White 1971; Cornet 

 

et al

 

. 1988; Ludwig &
Tongway 1995). Most suggested explanations for the
origin of banded systems (White 1971; Greig-Smith
1979; Wilson & Agnew 1992) invoke water re-allocation
from bare areas to vegetated bands through run-off, and
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hence postulate that environmental anisotropy (usually
a gentle slope) is necessary for establishment. As a
consequence, models simulating the emergence of a
periodic vegetation cover apply only to conditions marked
by a slope-induced anisotropy (Mauchamp 

 

et al

 

. 1994;
Thiéry 

 

et al

 

. 1995; Dunkerley 1997; Klausmeier 1999).
The propagation-inhibition (PI) model provides an

alternative quantitative explanation of how stable peri-
odic patterns may arise, based solely on the intrinsic
dynamics of the vegetation (Lefever & Lejeune 1997).
Periodicity results from an interplay between short-
range facilitative interactions and long-range inhibit-
ory interactions between plants (Lejeune 

 

et al

 

. 1999).
The PI model, like others, predicts that anisotropy will
lead to development of a banded system (tiger bush)
and will determine its orientation. However, it differs
by predicting that a range of periodic patterns, such as
spots of bare soil arranged on a hexagonal lattice or
flexuous stripes of vegetation alternating with bare
soil, with well-defined spatial wavelength, can emerge
in the absence of any environmental anisotropy.

The concept of spatial phase transition, on which
patterning in the PI model is based, has been recognized
as crucial in determining large-scale emergent properties
from numerous local interactions. It has found several
applications in biological sciences (Hopfield 1982; Milne

 

et al

 

. 1996), as in generation of a sharp boundary from
a smooth environmental gradient due to intra- and
interspecific interactions (Yamamura 1976; Wilson &
Nisbet 1997; Holt & Keit 2000). The PI model presents
a pattern-generating instability (

 

sensu

 

 Turing 1952;
Glansdorff & Prigogine 1971) which is specific to vegeta-
tion dynamics, whereby minor variations of the vegeta-
tion cover are amplified and strongly contrasting regions
of high and low phytomass develop even in strictly
homogeneous and isotropic environments.

As far as we know, periodic patterns have never been
explicitly reported for vegetation of arid or semi-arid
environments devoid of a consistent source of anisotropy.
However, vegetation punctuated by bare spots, referred
to as ‘termitaria-peppering’ in Somalia (Macfadyen
1950) and as 

 

brousse tachetée

 

 (spotted bush) in West
Africa (Clos-Arceduc 1956; Boudet 1972; Ambouta 1997),
has been reported in some regions with tiger bush.
Spotted vegetation sometimes occurs in the immediate
vicinity of banded structures (e.g. plate 10 in Macfadyen
1950) but has received far less attention. Furthermore,
several authors who have presented data on tiger bush
did not report their observations about spotted vegeta-
tion (e.g. in Mexico, A. Cornet, personal communica-
tion). Spotted patterns may therefore be much more
widely distributed than it would appear from the exist-
ing literature, and, as tiger bush, may have a world-wide
distribution.

According to the PI model, banded and spotted
patterns are distinct outcomes of a unique dynamic
process, and its predictions can be tested against field
observations of vegetation patterns. We present such a
quantitative analysis of air photographs from semi-arid

West Africa, with a main study site in north-west Burkina
Faso and additional data from southern Niger. Although
these landscapes include gentle slopes covered by tiger
bush (Ambouta 1997; Couteron 

 

et al

 

. 2000), we focus
on areas devoid of a consistent slope. Such areas are
characterized by savanna vegetation punctuated by
spots of bare soil, a common physiognomy in the
Gondo plain on the Burkina Faso-Mali border at
13

 

°

 

30

 

′

 

–14

 

°

 

30

 

′

 

 N (Boudet 1972; Couteron & Kokou
1997). Spotted savanna is also a dominant feature under
the similar climatic conditions (L’Hôte & Mahé 1996)
of the plateaux in Niger below 13

 

°

 

 N (Clos-Arceduc
1956; Ambouta 1997).

We aim to quantify the spotted pattern in terms of
dominant wavelength and orientation, and to document
its relationship with tiger bush. Our main purpose has
been to provide objective descriptions that can be
tested against the outcomes of the PI model. Digitized
air photographs provided an interesting trade-off
between spatial extent of  the study area and resolu-
tion of the data. Numerous methods are available for
quantitative image analysis (Haralick 1979), and
spectral analysis by Fourier transform (Niblack
1986; Mugglestone & Renshaw 1998) was selected as
periodicity was apparent from both preliminary visual
appraisal and modelling outcomes.

 

Materials and methods

 

     

 

As the PI model has been extensively analysed (Lefever
& Lejeune 1997; Lejeune & Tlidi 1999; Lejeune 

 

et al

 

.
1999; Lefever 

 

et al

 

. 2000), only broad outlines are pro-
vided here. Vegetation dynamics are described in terms
of a single state variable 

 

ρ

 

(

 

s

 

,

 

 t

 

) defined as the total phyto-
mass density at time 

 

t

 

 of  all plant species present at
point 

 

s

 

 

 

≡

 

(

 

x

 

,

 

 y

 

). Local changes in the density are modelled
through a generalized logistic equation expressing a
growth–death balance (see Harper 1977 for the use of
the logistic equation in vegetation science). The influ-
ences exerted by neighbouring vegetation on the local
dynamics at 

 

s

 

 are averaged by means of spatial weighting
functions (referred to in physics as a mean-field treat-
ment). The formation of periodic vegetation patterns is
interpreted as being the outcome of a symmetry-breaking
instability analogous to the one initially described by
Turing (1952) for chemical systems (Castets 

 

et al

 

. 1990;
Ouyang & Swinney 1991). Turing-like spatial instability
is a central concept to explain morphogenesis in bio-
logical systems (Meinhardt 1982; Murray 1993). In the
context of plant ecology, the PI model sustains the idea
that periodic vegetation patterns result from an inter-
play between two main processes, namely propagation
by reproduction and inhibition through competition.

Two conditions are required for spatial instability
to occur: (i) vegetation must exert a positive (facilita-
tive) influence on the process of  reproduction; and
(ii) competitive interactions must occur over a larger
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range than facilitative ones. Periodic patterns thus
result from a trade-off  between facilitation and com-
petition. The resulting wavelength is much larger than
the range of  either facilitative or competitive inter-
actions between individual plants, because the spatial
instability amplifies local individually based processes
and leads to the emergence of a community-level pattern.
As a consequence, the spectral analysis of digitized images,
although useful to quantify vegetation patterns, cannot
yield any direct information on the ranges of  plant
interactions. Indirect information may, nevertheless, be
obtained through the PI model (see Lejeune 

 

et al

 

. 1999
for a first attempt).

Competitive and facilitative influences co-occur in
many plant communities (Callaway & Walker 1997). In
arid and semi-arid environments, competition is generally
exerted via the root-system, while the above-ground
plant parts tend to have facilitative effects (Stuart-Hill
& Tainton 1989; Vetaas 1992; Belsky 1994). For perennial
grasses, bare areas between tussocks are often main-
tained by root competition (Aguilera & Lauenroth 1993),
while for trees and shrubs, lateral roots extend beyond
the limit of the crown (Belsky 1994; Breman & Kessler
1995; Martens 

 

et al

 

. 1997) and extract water in inter-
canopy areas (Breshears 

 

et al

 

. 1997). Hence, having a
larger range for below-ground competition than for
above-ground facilitation is at least plausible in semi-
arid plant communities and, as far as we know, the PI
model is the first theoretical attempt at exploring the
consequences of such a discrepancy.

The PI model, for both analytical investigation and
numerical integration, considers a situation with low
density and shallow density gradient. Arid regions,
characterized by a low average phytomass and by
vegetation patterns with a large wavelength in com-
parison with the size of individual plants, fulfil these
assumptions. For the idealized situation of a strictly
isotropic and homogeneous environment, the resulting
equation is (Lejeune & Tlidi 1999; Lejeune 

 

et al

 

. 1999;
Lefever 

 

et al

 

. 2000):

eqn 1

where  is the two-dimensional laplacian 

operator. The dynamics are characterized by three dimen-
sionless parameters: µ, the decay-to-reproduction
ratio; 

 

Λ

 

, the intensity of the facilitation on reproduc-
tion; and 

 

L

 

, the facilitation to inhibition range ratio.
Note that, as a basic premise, the parameter µ can be
interpreted as an indirect measure of aridity. Indeed, all
things being equal, a lower rate of phytomass repro-
duction, possibly with a higher rate of phytomass
decay, may be expected when the environment becomes
drier (Walter 1971; Fowler 1986; Kadmon 1995).

An increase in µ leads to a lower average density
(

 

< 

 

ρ

 

 >

 

) of the vegetation and to a larger wavelength of
the pattern, with evenly distributed vegetation being
replaced, as its value rises, by spots of bare soil perfor-
ating the vegetation cover according to a hexagonal
lattice, and then by vegetation stripes with no preferential
orientation. It should be noted that the patterning
mechanism is intrinsically dynamic in nature and that
periodic structure is solely determined by parameter
values and not by initial or boundary conditions.

A generalized version of the PI model shows that pat-
tern formation is modified in anisotropic environments.
In particular, when anisotropy influences inhibitory
interactions, vegetation bands develop perpendicular
to the direction of anisotropy (Lefever & Lejeune 1997;
Lejeune 

 

et al

 

. 1999; Lefever 

 

et al

 

. 2000). However, dynamics
under spatial constraints, such as on sloping ground,
are beyond the scope of  the present paper and the
generalized version of the PI model will not be discussed
further.

For simulations, equation 1 was numerically integrated
using the finite difference method that considers a
discrete approximation of space based on pixels whose
size is determined by computational considerations (see
Manneville 1990 for details). The integration domain
was a square-shaped area with periodic boundary con-
ditions (as if  the area were mapped on a torus). The ini-
tial condition of every simulation was a uniform value
of 

 

ρ

 

 (homogeneous cover) disturbed by a random white
noise of small amplitude that expresses the inherent
variability of vegetation cover. A given model simulation
was conceptually related to a given life-form by setting
each iteration to the average time needed by an indi-
vidual plant to reach maturity (generation time), namely
one rainy season for an annual grass and 30–40 years for
a small tree such as 

 

Pterocarpus lucens

 

 (Couteron 1998).
The observed patterns were chiefly made of a continuous
cover of annual grasses punctuated by bare spots and
disappeared from digital images after application of a
threshold that captured only woody cover (Couteron
1998). All simulations were therefore run to model annuals.

 

  

 

The main study area was located in the northern part of
the Yatenga Province (Burkina Faso), between 13

 

°

 

45

 

′

 

and 14

 

°

 

15

 

′

 

 N, and 2

 

°

 

20

 

′

 

 and 2

 

°

 

40

 

′

 

 W. The climate is semi-
arid tropical with mean annual temperatures between
29 

 

°

 

C and 30 

 

°

 

C and a potential evapotranspiration
(Penman) slightly under 2.000 mm year

 

–1

 

. There is a long
dry season from October to May, with a short wet season
from June to September (heaviest rainfall in August).
Average annual rainfall for 1951–89 was between
500 mm and 600 mm (L’Hôte & Mahé 1996).

The plain on which the study was situated had no
consistent overall slope. Soil depth was 0–80 cm over
ironstone and sandstone debris that has been locally re-
consolidated into a discontinuous petroferric cuirass
(Couteron & Kokou 1997). The texture of this topsoil

∂
∂t
-----ρ s,t( )  =  ρ s , t ( ) 1   µ  +  Λ   1 –  ( )ρ s , t ( )  –   ρ 

2 s , t ( ) –  [ ] +  

1
2
--- L2  –  ρ s , t ( )( ) ∆ρ s , t ( )   1
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was sandy-clay to clay-silt with locally abundant iron-
stone gravels denoting the proximity of the underlying
cuirass, and thus adverse edaphic conditions.

Vegetation belonged to the ‘Sahel regional transition
zone’, with most woody species related to the ‘Sudanian
regional centre of endemism’ (White 1983). According
to a detailed field description (Couteron & Kokou 1997),
the most abundant woody species was 

 

Combretum
micranthum

 

 G. Don (mean adult height 2.8 m), although

 

Pterocarpus lucens

 

 Lepr (5.3 m) and 

 

Anogeissus leio-
carpus

 

 (D.C.) G. et Perr. (7.5 m) accounted for more of
the woody phytomass. The overall density of woody
individuals (with a height above 1.5 m) was 300 ha

 

–1

 

. The
herbaceous strata consisted of annual grasses and forbs.
During the dry season, herders use fire to promote re-
growth of perennial grasses but as such species were
absent, fire was very unlikely and the woody vegetation
was indeed dominated by fire-sensitive species. The
area had a rather low human population (less than 10
inhabitants km

 

–2

 

); none of the vegetation types under
study had been cleared for crops and pastoral utiliza-
tion was moderate (Couteron & Kokou 1997).

 

   

 

Additional data (aerial photographs from the 1950s)
were obtained from southern Niger (approximately
13

 

°

 

06

 

′

 

 N, 2

 

°

 

07

 

′

 

 E) to describe some periodic patterns
that were not observable in north-west Burkina Faso.
Although only limited field data were available from a
cursory inspection carried out in 1992 (Couteron &
Kokou, unpublished report for UNESCO), a great deal
of information was provided by intensive field studies
conducted in neighbouring locations (White 1970;
Seghieri 

 

et al

 

. 1997; Couteron 

 

et al

 

. 2000). Climatic con-
ditions were similar to those of the Burkina site and the
average annual rainfall for 1951–89 was also in the range
500–600 mm (L’Hôte & Mahé 1996).

In southern Niger, patterned vegetation (either spots
or bands) was observable on laterite-capped plateaux
with very gentle slopes ranging from zero to less than 1%.
The soils were thin (usually less than 40–50 cm) over a
cemented iron-pan that limited root penetration.
Texture was sandy-clay with petroferric gravels (White
1970; Thiéry 

 

et al

 

. 1995; Seghieri 

 

et al

 

. 1997). The vegeta-
tion, as observed in the 1980s and 1990s, fitted very well
with the overall description provided for the main site
in Burkina Faso, except that  Combretum micranthum 
showed a more pronounced dominance in southern
Niger and the woody vegetation was thus denser and of
lower stature (Couteron 

 

et al

 

. 2000). No human settle-
ment was observable within the area covered by aerial
photographs.

 

     


 

The main site (Burkina Faso) was photographed on 10
October 1994 around 10.30 (universal time), i.e. with a

zenith solar angle of about 29

 

°

 

. Pictures were taken
from an elevation of 750 m using a Pentax ILX camera
(50 mm focal length and 35 mm lens) in a door-mounted
arrangement for unmodified aircraft. The film (Kodak
Gold 100 ASA) was machine-processed into coloured
prints at approximately 1 : 10.000 scale. The 15 photo-
graphs used, corresponded with a sampled area of about
525 ha. Prints were digitized into grey levels of reflect-
ance (range 0–255) at a resolution of 300 dots per inch
(DPI) through an AGFA® Studiostar scanner (each
pixel side corresponded to a distance of 0.8 m in the
field). Note that there is no relation between the size of
pixels in simulated patterns (as in Figs 2 and 3), resulting
from computational considerations, and the size of
pixels in photographs that was chosen to allow enough
details in displayed figures (e.g. in Figs 5, 6 and 7).

A limited set of panchromatic aerial photographs
from southern Niger was acquired from IGN-France.
These were taken during a high altitude flight (6300 m
above ground level) on 14 November 1955, with a camera
with a focal length of 125 mm. Contacts prints were at
a scale of 1 : 50 000 and digitizing at a resolution of
1500 DPI gave pixels corresponding to the same field
measurement (0.8 m side) as at the main site.

On all digitized images, bright pixels corresponded
with bare soil, dark ones with areas dominated by woody
vegetation, and intermediate grey-scale values corres-
ponded with continuous grass cover. The above-ground
phytomass of continuous grass and woody vegetation
averages 1500 kg ha

 

–1

 

 and 20 000 kg ha

 

–1

 

, respectively
(Le Houerou 1989; Couteron, unpublished data), and
grey-scale values can therefore be seen as a monotonic
non-decreasing function of the phytomass.

 

    
 

 

Two-dimensional spectral analysis aims to model a digital
image in terms of cosine and sine functions. Detailed
information on the method has been provided by
Ripley (1981) and Renshaw & Ford (1984), whilst
Mugglestone & Renshaw (1998) presented an applica-
tion on digitized aerial photographs. The main tool is
the periodogram, which is a set of values, 

 

Ipq

 

 in Cartes-
ian co-ordinates, or, as here, 

 

Gr

 

θ

 

 in polar co-ordinates,
each representing the portion of image variance 

 

σ

 

2

 

  that
can be accounted for by a simple cosine wave repeating
itself   r   times (wavenumber) along a travel direction of 
θ

 
. For the present paper we chose to display the peri-

odogram as a square grey-tone image (with re-scaling
in the range 0–255), for which the centre corresponds
to 

 

r 

 

= 0. For the simple periodic pattern in Fig. 1(a)
(straight bands), the resulting periodogram image
(Fig. 1b) featured only two symmetric spikes at the
points (

 

r

 

,

 

 

 

θ

 

)

 

 = 

 

(5, 

 

±

 

 90

 

°

 

).
For a more complex image, it is convenient to carry

out a separate investigation for periodicity and orienta-
tion by computing polar spectra (Renshaw & Ford
1984), i.e. (i) a ‘radial spectrum’ 

 

I

 

(

 

r

 

)  (as in Fig. 1c) that
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is obtained by binning 

 

Gr

 

θ

 

 values for each successive
wavenumber and (ii) an ‘angular spectrum’ 

 

I

 

(

 

θ

 

) (as in
Fig. 1d) that is computed by binning periodogram
values into angular segments, such as 

 

−

 

5

 

°

 

 < 

 

θ

 

 

 

≤

 

 5, ... ,
165 

 

θ

 

 

 

≤

 

 175

 

°

 

. The radial and angular spectra are re-
scaled by dividing by 

 

σ

 

2

 

 and 

 

k

 

σ

 

2

 

 respectively, where 

 

k

 

is the number of periodogram values corresponding to
a particular bin 

 

θ

 

. In the absence of  spatial struc-
ture, values of  the re-scaled angular spectrum are
distributed as  with expected value one (Renshaw
& Ford 1984). Hence, results significantly above one
indicate dominant directions in the image. Dominant
wavenumbers can be determined by visual inspection
of the radial spectrum. The wavelength is computed as
the image size divided by the wavenumber, and its
assessment is fairly consistent for any size of  image
that is at least 3–5 times as large as the pattern under
investigation.

 

    


 

Periodicity analysis was based on the computation of
the radial spectrum for square non-overlapping windows,
which were systematically sampled from digitized
photographs. Several window sizes, ranging from 140 m
to 250 m in the field, were used to ensure that the results
were independent of window size.

Strong directional effects, that may correspond to the
main asymptotic outcomes of the PI model, i.e. banded

or hexagonal patterns, were systematically detected
using a specific adaptation of a generic approach called
‘template matching in Fourier space’ (Niblack 1986;
Anonymous 1997). The basic idea is to compare the
angular spectrum observed for successive positions of
a sliding window with the angular spectrum of  any
target pattern (i.e. a ‘template’). Positions with spectra
that best match the target spectrum are retained for
further examination based on the whole periodogram.
Two theoretical ‘target spectra’ were defined, with one
spike (as in Fig. 1d, representing a banded pattern) or
three identical spikes shifted from each other by 60

 

°

 

(Fig. 2a, representing a spotted vegetation). An ‘optimal
correlation’ (denoted by 

 

C

 

op

 

) was computed between
the angular spectrum 

 

Ι

 

(

 

θ

 

) obtained from each par-
ticular position of the sliding window and a given target
spectrum 

 

I

 

T

 

 

 

(

 

θ

 

). 

 

C

 

op

 

 was the highest value of Pearson’s
coefficient of correlation that was found after having
shifted one of the two spectra over the whole set of
angular bins.

Pattern detection was carried out by computing the
optimal correlation with each target spectrum for a
sliding window of 140 m by 140 m, i.e. three times the
dominant wavelength of the pattern under study (see
below). The digitized image was screened in both
Cartesian directions by centring the window on
successive nodes of a square grid (25 m by 25 m). Optimal
correlation was recorded on every node, yielding a
two-dimensional array of  

 

C

 

op

 

 values for each target
pattern.

(a) (b)

0 5 10
0

2000

4000

6000

8000

10000
(c)

0 50 100 150
0

5

10

15

20

25
(d)

p

q

*

r (wavenumber) θ (angle in d°)

I(
θ)

 (
an

gu
la

r 
sp

ec
tr

um
)

I(
r)

 (
ra

di
al

 s
pe

ct
ru

m
)

0

0

5

5

-5

-5

r θ

Fig. 1 Main tools of two-dimensional spectral analysis as illustrated through a pure cosine wave (i.e. straight bands). (a) Pattern
under analysis. (b) Central part of the two-dimensional periodogram with its centre denoted by a star. The Cartesian co-ordinates 

p and q are spatial frequencies from which wavenumbers,  , and orientations, θ = tan–1[p/q], are deduced. (c) Radial 
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Results

 

   
 

 

The first test pattern was generated using the isotropic
version of the PI model for a set of parameters (µ =
0.98,  Λ   = 1.2,  L   = 0.2) that lead to a pattern of denuded
spots within a continuous vegetation cover. The area
used for simulation was sufficient for spots to occur at
least 25 times along each side (i.e. 

 

r > 

 

25). The windows
shown in Fig. 2(a,b) have sides of 20% and 40% of the
simulated area, respectively, and represent portions of
the pattern obtained after 300 000 iterations (considered
‘asymptotic’ since further changes in the average phyto-
mass density were negligible).

Systematic screening of the whole pattern identified
the window in Fig. 2(a) as providing the highest optimal
correlation (

 

C

 

op

 

 

 

= 0.98) with the angular spectrum of a

typical hexagonal symmetry. Its periodogram had six
dominant entries (dark dots) constituting the vertices
of a hexagonal frame, and the hexagonal pattern is
completely characterized by its wavelength and by
three dominant orientations shifted from each other by
60

 

°

 

. The radial spectrum displayed a spike (

 

r = 

 

5–6),
while the angular spectrum had three significant peaks
for the dominant directions, i.e.  θ   =  30  °  , 90  °  , 150  °   (Fig. 2a).
Angular spectra are plotted only for angles between 0

 
°

 

and 180

 

°

 

 as results between 180

 

°

 

 and 360

 

°

 

 are redundant.
However, the whole square periodogram is displayed
since the pattern of main entries may be highly suggestive
of an underlying hexagonal symmetry.

When considered through a larger window (Fig. 2b),
the spot distribution was, however, less regular. For
instance, the main directions were not consistent through-
out the pattern, some spots had five or seven (rather
than six) nearest neighbours, and neighbouring spots
sometimes coalesced. Such defects, although less
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Fig. 2 Spectral attributes for some patterns obtained with the isotropic version of the PI model for parameters Λ = 1.2 and
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hexagonal symmetry. (b) The same pattern as perceived through a larger window. (c) Banded pattern from a large window. For
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perceptible from a smaller window, are classic features
of  periodic patterns in spatially extended systems
(Ciliberto et al. 1990). The periodogram had numer-
ous dominant entries forming an annulus. A dominant
wavenumber, r = 14, was therefore still obvious from
the radial spectrum, but three main directions were no
longer perceptible on the angular spectrum.

The PI model was also run for a set of parameters
whose asymptotic result was a banded structure (µ = 1,
Λ = 1.2, L = 0.2). Because isotropic conditions were
imposed, the bands were flexuous and their orientation
changed within the area used for simulation. Even for the
subsample in Fig. 2(c), there were two main orientations
that were reflected by two peaks in the angular spectrum
instead of a single one (cf. Figure 1a,d). Furthermore,
the bands broke down to give spots. The whole pattern
corresponded, nevertheless, to a precise wavelength,
with a radial spectrum pointing towards r = 11–12.

Additional, transient, patterns were seen as the ini-
tially aperiodic structure developed into an asymptotic
pattern. A dominant periodicity emerged progressively
from the virtually flat radial spectrum (Fig. 3a). It
should be noted that for the specific simulation that led
to Fig. 2(b), a slight dominance of wavenumbers in the
range 12–20 could be seen after only 70 iterations
(Fig. 3b) and that the dominance of r = 14 (asymptotic
value) was clearly established by 1000 iterations (Fig. 3c).
The hexagonal symmetry that could be identified in the

asymptotic pattern (at least from small windows, Fig. 2a)
took much longer to develop than the asymptotic wave-
length. Indeed, only 10% of the positions of the sliding
window after 100 000 iterations yielded a high optimal
correlation (> 0.7) with the three-spiked angular spec-
trum, instead of 30% for the asymptotic pattern.

 

The 15 aerial photographs from Burkina Faso were
systematically sampled through non-overlapping
windows of 250 m by 250 m, and radial spectra were
computed. The average radial spectrum (Fig. 4a) sug-
gested dominant wavenumbers in the range r = 5–8,
and thus wavelengths of 31–50 m. The analysis was
repeated with a 140-m by 140-m window (Fig. 4b),
giving r = 2–5 (wavelengths between 28 m and 70 m).
Results from the two window sizes proved consistent,
although using a smaller window automatically implies
a lower spectral precision (Kumaresan 1993) and less
reliability.

Inspection of individual windows nevertheless allowed
us to distinguish a fine-grained pattern (Fig. 5a), with a
spread of wavenumbers in the range r = 5–13 and a
modest spike for r = 8 (31 m), from a coarse-grained
pattern (Fig. 5b) with several strongly dominant wave-
numbers in the range r = 5–10 (25–50 m). In both cases,
the structure leading to the dominant periodicity was
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apparent to the human eye, namely, the regular punctu-
ation of continuous vegetation by spots of bare ground.

    


Aerial photographs from the Gondo plain, Burkina Faso,
were systematically screened for a hexagonal symmetry
(as in Fig. 2a) using the three-spiked angular spectrum
as target. Large values (Cop > 0.7) were detected for
only 3% of the positions on which the sliding window
was centred (along the 25 m × 25 m grid) and not all of

these yielded a convincing periodogram. Although typ-
ical hexagonal patterns proved rare, examples of both
fine- and coarse-grained patterns were found (Fig. 6a, b).
The selected examples were more than 12 km apart
and were separated by at least one stretch of seasonally
flooded woodland. They should thus be considered as
independent realizations of the hexagonal pattern.

About 5–10% of the positions taken by the sliding
window yielded a very high optimal correlation (Cop  >
0.8) with the ‘single-spike’ spectrum, suggesting the
dominance of a unique orientation. Such a dominance
was frequently occasioned by an alignment of spots,
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which might be interpreted as a trend towards bands
(Fig. 6c). However, the direction of the alignment was
not consistent across the Gondo plain, or even within a
given aerial photograph, spots rarely coalesced and
true denuded bands were never encountered. Bands
were observed on nearby slopes (i.e. under anisotropic
conditions) but on the Gondo plain the environment
determined a spotted pattern.

   

Periodicity analysis was carried out for the southern
Niger site using non-overlapping windows with the
same size as in Burkina Faso, i.e. 250 m by 250 m in the
field. The spotted pattern (Fig. 7a) yielded dominant
wavenumbers that were strikingly consistent with the
results from Burkina Faso (i.e. wavelengths ranging
between 30 m and 50 m). Coarse-grained and fine-
grained patterns tended to coexist within the studied

area of 800 m by 800 m. Angular spectra were computed
from sliding windows of 140 m by 140 m and screened
for dominant directions, but no consistent preferential
direction was found. Some positions (4–5%) yielded an
optimal correlation with the three-spiked angular
spectrum above 0.7, but few of them provided convinc-
ing examples of hexagonal symmetry.

The Niger data provided an opportunity to study the
transition from spots to bands, a feature that was not
observable in north-west Burkina Faso. Patterns (as in
Fig. 7b) of elongated patches of bare ground, sometimes
coalescing to form flexuous and ramified bands, had
some similarity with the simulated pattern in Fig. 2(c).
No consistent preferential direction was encountered,
but a strongly dominant wavenumber was found (r = 5,
i.e. a wavelength of 50 m). Typical banded structures
(as in the upper-right part of Fig. 7c) were observed at
the fringes of the plateau under study, i.e. at less than
5 km from the two other patterns. Some sharp transitions
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from spots to bands were observed (Fig. 7c), suggesting
that environmental conditions change markedly towards
the edge of the plateau. Banded patterns were char-
acterized by a dominant wavelength (62.5 m, r = 4) that
was larger than the neighbouring spotted or inter-
mediate patterns and similar to values (50–75 m) reported
for tiger bush in southern Niger (White 1970; Wu et al.
2000) and in Burkina Faso (Couteron et al. 2000). The
increase in wavelength from 30 to 50 m in a spotted
pattern to c. 50 m for an intermediate structure and
50–75 m in bands is consistent with a fundamental
prediction of the PI model.

Discussion

In north-west Burkina Faso, the vegetation of the Gondo
plain can be described as a savanna, i.e. trees coexisting
with grass (Belsky 1994), regularly punctuated by spots
of bare soil. Most lateritic-capped plateaux in southern
Niger displayed a very similar physiognomy and a strong
floristic affinity. In both locations, the use of spectral
analysis demonstrated that the spotted pattern was not
random, but corresponded to a characteristic range of
wavelengths (i.e. 30–50 m) that proved strikingly con-
sistent between two sites more than 500 km apart. This
corroborated the visual impression that spots had a
specific size and were regularly distributed throughout
the continuous vegetation cover. Although coalescing
spots were not frequent, patterns with elongated spots,
that locally became flexuous bands, were observed in
southern Niger (but not in north-west Burkina Faso).

Such patterns also proved highly periodic with a domin-
ant wavelength (50 m) situated at the upper bound of
the range obtained for typical spotted patterns.

Predictions of the isotropic version of the PI model
were supported, such as: (i) spotted and banded patterns
may be two distinct outcomes of a unique dynamic process;
(ii) if so, they should be characterized by specific domin-
ant wavelengths; and (iii) the shift from spots to bands
should be accompanied by an increase in wavelength.
Dominant wavelengths in the range 50–75 m for highly
organized banded systems on gentle slopes in both
north-western Burkina Faso and southern Niger (White
1970; Leprun 1999; Couteron et al. 2000) are also con-
sistent. It should be noted that the introduction of a
slight anisotropy in the PI model does not significantly
modify the resulting wavelength as long as the three
fundamental parameters (µ, Λ, L) are held constant
(Lejeune 1999).

On the sub-horizontal plateaux of southern Niger,
the existence of clearly orientated systems of bands (as
on Fig. 7c) is likely to result from a locally very gentle
yet consistent slope (White 1970; Seghieri et al. 1997).
Hence the observation of periodic structures devoid of
dominant orientations (as in Fig. 7a,b) pointed towards
the absence of any significant slope-induced anisotropy,
and corroborated the fundamental prediction of the PI
model that periodic patterns may emerge even in a truly
isotropic environment.

In spite of defects, a hexagonal symmetry is easily
detectable in simulated patterns through systematic
screening using a sliding window that is reasonably
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small with respect to the pattern (i.e. r < 6–7). In this
case, about 30% of window positions yielded an optimal
correlation above 0.7. The figures were far lower for the
real-world periodic patterns that were analysed for the
present study, i.e. less than 3% in Burkina Faso and 5%
in Niger for, respectively, 525 ha and 300 ha sampled.
Furthermore, not all windows with a high optimal
correlation corresponded to convincing hexagonal
patterns (but see Fig. 6).

There are at least two reasons that may explain why
hexagonal symmetry may not be detectable over wide
areas: (i) a high level of noise may result from edaphic
heterogeneity, vegetation complexity (trees vs. grass) or
climatic fluctuations; and (ii) there may not have been
sufficient time to allow the emergence of a clear sym-
metry. For pattern formation models, the time-scale on
which the wavelength appears is expected to be smaller
than for symmetry (Manneville 1990) and in our simula-
tions, it took about 300 times as many iterations to
obtain a convincing hexagonal symmetry than to get a
dominant wavelength (Fig. 3). In semi-arid ecosystems,
periodic patterns probably have had a limited time to
evolve and settle between two drastic changes of climate.
Ecologists are becoming aware that most ecosystems
may be far from any equilibrium or asymptotic state
(Sprugel 1991). Since an iteration (i.e. a generation time)
represents at least 1 year (for annual grasses), it might
be more relevant to compare observed patterns with
the transient outcomes of the PI model rather than
with asymptotic ones. Furthermore, real-world photo-
graphs ought to be smoothed through a relevant filter
(Niblack 1986) before comparison, because all results
of the PI model are smooth structures (due to the mean-
field approach). Indeed, the model is designed to render
an overall pattern (periodicity, orientation) and not
local details.

The limited literature on this subject has interpreted
bare spots as results of  recurrent disturbances such
as building of  large termite mounds (i.e. termitaria;
Macfadyen 1950), increasing aridity, or both (Clos-
Arceduc 1956; Boudet 1972), which affect vegetation
cover. Although relating bare spots, as perceived from
air photos, to giant termitaria is tempting to anybody
who has ever observed both, the bare spots are substan-
tially larger than the denuded areas around termitaria.
Hence, in Burkina Faso, the average diameter of bare
spots was 13 m and 28 m for the fine-grained and coarse-
grained patterns, respectively (Fig. 5), compared with
mean and extreme values of 4.5 m and 10 m around
mounds (Ouedraogo 1997). Furthermore, not all bare
spots were circularly shaped (Fig. 5b, 7b). Macfadyen
(1950) observed in Somalia circular and ‘smudged’
spots having respective greatest dimensions of 20 m
and 40 m, and acknowledged that much smaller values
were found for bare areas around mounds. Although
bare spots cannot directly correspond to termitaria,
such structures may play a role in the emergence of the
spotted pattern via their interaction with vegetation.
However, the PI model provided a theoretical demon-

stration that a periodic spotted pattern may be the
strict outcome of local interactions between plants.

Boudet (1972) hypothesized that spotted vegetation
may be an intermediate state in a regressive series
driven by overgrazing and/or aridity and leading from
savannas with a complete vegetation cover to tiger bush.
Clos-Arceduc (1956) and Greig-Smith (1979) suggested
that spots may be a first step on the way towards bands.
From a geographical standpoint, savanna, spotted bush
and tiger bush successively prevail along the rainfall
gradient stretching from values above 800 mm year−1

to values less than 400 mm year−1 (Clos-Arceduc 1956;
White 1970; Ambouta 1997; Leprun 1999). Consequently,
an analogy between the geographical zonation and a
temporal succession may be appealing. Such an analogy
is not contradicted by the isotropic version of the PI
model according to which homogeneous vegetation,
bare spots and bands appear successively with increas-
ing values of a modelling parameter (µ) that quantifies
aridity. However, although spotted vegetation appears
for intermediate values of µ, it is not automatically a
transient state between a homogeneous cover and a
banded pattern. It may also be a stable pattern that can
be characterized, at least theoretically, by a hexagonal
symmetry, and above all by a dominant wavelength.

The existence of a dominant wavelength in spotted
vegetation, as evidenced for the first time by the present
study, demonstrated that a slope-induced anisotropy is
not a necessary condition for the emergence of a periodic
pattern. As a consequence, there is a lack of generality
in most existing models dealing with periodic semi-arid
vegetation (Mauchamp et al. 1994; Thiéry et al. 1995;
Dunkerley 1997; Klausmeier 1999). Indeed, the latter
author had to invoke local topographic irregularities to
explain the existence of a heterogeneous vegetation cover
on a strictly flat terrain. The strength of the PI model is
its ability to account for several kinds of periodic patterns
that are observable in both isotropic and anisotropic
environments.

From a more general standpoint, the PI model con-
tributes to the growing awareness that vegetation dynamics
are greatly influenced by the interplay between facilita-
tive and competitive processes (Holmgren et al. 1997;
Martens et al. 1997). More precisely, the model demon-
strates that a discrepancy in the respective ranges of
facilitative and competitive interactions is a necessary
condition to have a large-scale periodic pattern emerg-
ing from local interactions between a great number of
individual plants. Seeing spatial instability as a poten-
tial consequence of the dualism between facilitation
and competition bears an ecological meaning that may
extend beyond semi-arid vegetation.
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Quantifying change in patterned semi-arid vegetation by Fourier
analysis of digitized aerial photographs
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Abstract. Panchromatic aerial photographs from 1955 and 1985 (scale: 1:50 000)
were used to quantify changes in semi-arid patterned vegetation caused by a
succession of dry years in the early 1980s. The study site is located in the north-
west part of Burkina Faso (West Africa), and features a plain with a savanna
physiognomy and gentle slopes covered by tiger bush. Digitized data (pixel size
of 3.15 m) covered a belt transect of 9 km by 1.5 km that has been divided into
315 m2 square quadrats. Four reference quadrats were digitized with a pixel of
0.83 m, for comparison with high-resolution outlooks from 1994. Pattern quanti-
� cation relied on spectral analysis by Fourier transform, that yielded dominant
wavelengths (radial spectrum) and main orientations (angular spectrum). The
vegetation in the plain displayed important changes that were related to the
collapse of the herbaceous cover (and associated scattered trees), and its partial
post-drought recovery. Such changes were quanti� ed as a relative decline of small
spatial wavelengths (<40 m), followed by a bounce-back of wavelengths in the
range 25–50 m. An underlying pattern of fragmented bands of woodland was also
revealed with a dominant orientation and a characteristic wavelength ranging
from 80 m up to more than 105 m. On the gentle slopes, dense wooded bands that
constituted tiger bush (with a wavelength in the range 60–80 m) displayed only
minor changes through time. Spectral analysis by Fourier transform proved to be
a suitable way to monitoring patterned semi-arid vegetation for which periodicity
and orientation are important characteristics. Consistent diachronic comparisons
are possible even with historical photographs of varying scale and quality.

1. Introduction
Vegetation patterns with spatial periodicity have been reported for extensive

areas experiencing arid or semi-arid climates, in Africa, Australia and America (White
1971). An example of this is the ‘brousse tigrée’, or tiger bush (a phrase coined by
Clos-Arceduc 1956), which comprises vegetation strips alternating with bare ground
suggesting the black markings of a tiger skin.

However, spotted patterns, though less frequently reported, are also encountered,
sometimes near banded systems (MacFadyen 1950, Clos-Arceduc 1956, Boudet 1972).
The emergence of a stable periodic structure from a homogeneous vegetation raises
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challenging theoretical questions, which have been tackled recently by mathematical

models of vegetation dynamics (Dunkerley 1997, Lefever and Lejeune 1997, Lejeune

et al. 1999, Couteron and Lejeune 2001). However, besides theoretical considerations,
quanti� ed and objective descriptions of periodic semi-arid patterns are needed for

both investigation and monitoring purposes. Until now, most available inform-

ation has been based either on ground studies of small spatial extent or on visual

interpretation of aerial photographs .

Visual analyses of aerial photographs have generally been restricted to an overall

appraisal of a given patterned vegetation, with occasional manual measurement, i.e.

along transects located on some photographs (MacFadyen 1950, Clos-Arceduc 1956,
Hiernaux and Gérard 1999). Though vegetation patches often have sharp boundaries,

their manual delineation is prohibitive for large areas, and as far as we know, has

never been carried out. From this viewpoint, patterned vegetation of semi-arid tropics

raises similar problems to those already underlined for Mediterranean shrublands

by Kadmon and Harari-Kremer (1999). A more general conclusion is that visual

interpretation has little relevance for highly fragmented vegetation covers, and digital

image processing techniques are required, if the aim is to map and monitor extensive
arid or semi-arid areas. However, as already pointed out by Kadmon and Harari-

Kremer (1999), reference studies dealing with digitized air photographs have been

scarce, in spite of some convincing results (Warren and Dunford 1986, Mast et al.

1997). The rare use of digitized photographs stems from technical diYculties, raised

by geometrical deformation and re� ectance levels distortion (Avery and Berlin 1992,

Dymond 1992), that are not always easy to overcome. Nevertheless, for extensive

areas of semi-arid Africa, aerial photographs are the only data source that oVers

simultaneously a metre-scale spatial resolution, a kilometre-scale extension and
historical insights going back to the 1950s. Indeed, at that time, the discovery of

periodic vegetation patterns was a direct outcome of the � rst systematic acquisition

of aerial photographs (MacFadyen 1950, Clos-Arceduc 1956). Although the � rst

author recommended a quantitative analysis of air photographs to investigate

periodic vegetation, virtually nothing has been attempted since.

The aim of the present paper is to propose a speci� c approach that relies on

historical aerial photographs to characterize and monitor semi-arid vegetation pat-
terns with strong periodic features. This approach was designed with a special

reference to the Sudano-Sahelian climatic belt in West Africa, within which patterned

vegetation types are frequently encountered (Hiernaux and Gérard 1999). More

precisely, the focus is on the north-west part of Burkina Faso, a region where

diversi� ed, i.e. spotted and banded, patterns are encountered (Couteron et al. 2001 ).

The question of change quanti� cation was addressed in relation to a major drought

that occurred in the early 1980s (Morel 1992) with an impact on woody vegetation
that was described by Couteron and Kokou (1997). Among the numerous methods

for quantitative image analysis (Haralick 1979), we chose to use two-dimensional

spectral analysis by Fourier transform (Niblack 1986, Mugglestone and Renshaw

1998) due to the strong presumption of periodicity that resulted from preliminary

inspections of photographs . Furthermore, that the dominant wavelength of the

vegetation pattern could be inversely correlated to rainfall has been suggested both

by theoretical modelling (Lejeune et al. 1999) and � eld results (Hiernaux and Gérard

1999). Hence, emphasis was placed on characterizing the vegetation pattern through

a spectrum of spatial wavelengths.
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2. Material and methods
2.1. Study area

The study area is located in the northern part of the Yatenga Province (Burkina
Faso), between 14°00ê and 14°15 ê North latitude and 2°20ê and 2°30 ê West longitude.
Climate is semi-arid tropical with hot temperatures (mean annual values are 29–30°C)
and a potential evapotranspiration (Penman) slightly under 2000 mm year Õ 1 . There
is a long dry season from October to May, with a short wet season from June to
September. The highest monthly rainfall is usually observed in August. Average
annual rainfall was 486 mm (SD=92 mm) between 1986 and 1994 at Banh (14°05 ê N,
2°27 ê W). A broader perspective on rainfall variability can be obtained from
Ouahigouya (50 km south; 13°35 ê N, 2°20 ê W) which has a continuous record from
1922. The average annual rainfall was 745 mm between 1950 and 1967, compared to
only 550 mm between 1968 and 1985 (� gure 1). The drought experienced during this
second period was probably the worst that has occurred during this century for
West Tropical Africa as a whole (Morel 1992). The early 1980s were particularly
dry ( less than 200 mm at Banh in 1984). A clear improvement has taken place since
1991 (� gure 1).

Two main topographical conditions were encountered: (i) gentle slopes (0.5–
0.8%) on old Palaeozoic sandstones (‘Grès de Firgoun’); (ii) � at terrain made of
Tertiary and Quaternary continental deposits (‘Gondo plain’). On Firgoun sand-
stones, soils were very shallow (10–40 cm), overlying the hard bedrock. On the
plain, soils were deeper (30–80 cm), yet poorly developed, overlying a more or less
continuous petroferric contact, consisting of ironstone gravels and stones.

Vegetation belongs to the ‘Sahel regional transition zone’, with most woody
species related to the ‘Sudanian regional centre of endemism’ (White 1983). Woody
vegetation is dominated by shrubs and small trees which are often multistemmed.
In the early 1990s, the Gondo plain displayed a savanna vegetation (grass and trees),
punctuated by spots of bare soils, a physiognomy which was referred to as brousse
tachetée (spotted bush) by Boudet (1972). The gentle slopes on Firgoun sandstones

Figure 1. Rainfall series for Ouahigouya (13°35ê N, 2°20ê W) from 1922 to 1995 (three years
moving average).
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displayed dense bands of woody vegetation, roughly organized along the contour,
and usually referred to as tiger bush (White 1970, Couteron et al. 1996, 2000).
Detailed � eld description have been provided by Couteron and Kokou (1997) for
the spotted savanna, and by Couteron (2001) for the tiger bush. In both situations,
the woody stands had a basal area (BA) of 6.5 m2 ha Õ 1 , and were dominated by
Combretum micranthum G. Don (30–50% of BA) and by Pterocarpus lucens Lepr.
(30% of BA). The � rst species had mature individuals with average height and
canopy radius of 2.8 m and 1.3 m, respectively, while the corresponding values were
5.3 m and 5.4 m for P. lucens (Couteron et al. 2000). Most woody species were without
leaves from January to June. The herbaceous strata comprised annual grasses and
forbs, the composition and development of which were highly dependent on rainfall
abundance and distribution (Grouzis 1992, Seghieri et al. 1994). Standing crop
phytomass ranged from 500 kg ha Õ 1 to 2500 kg ha Õ 1 (unpublished data) , in relation
to rainfall and local conditions. The herbaceous vegetation developed in July and
senescence began in mid-September. The dead phytomass decreased progressively
during the dry season. The study area had a rather low human population ( less than
10 inhabitants km Õ 2 ), with no clearing for crops and no signi� cant wood-cutting
in the vegetation types under study. Pastoral utilization was moderate, with no use
of � re. Woody vegetation was dominated by � re-sensitive species (Couteron and
Kokou 1997).

2.2. Aerial photographs and digitized images
A � rst set of panchromatic aerial photographs at 1:50 000 scale was obtained

from the Institut Géographique National (IGN, France). They were acquired on
11/12/1955 between 8h30 and 15h (U.T.) as part of an overall coverage referred to
as AOF 1955/56-ND-30-XVI. The � ight altitude was about 6500 m above ground
level (a.g.l.) and the camera (referenced as A19) had a focal length of 125 mm and a
� lm size of 190 mm. Contacts used for this paper were numbered 397, 398, 523 and
524. A second set of panchromatic printed outlooks with the same scale of 1:50 000
was acquired from the Institut Géographique du Burkina (IGB, Burkina Faso). The
corresponding mission (84066-B ) was conducted at the same period of the year
(01/09/1985) between 11h and 12h (U.T.). The � ight altitude was about 4500 m a.g.l.
and the camera (SAG II 2110) had a focal length of 88 mm and a � lm size of 240 mm.
Contacts 6687, 6689, 6703, 6704 were used. The � rst set of photographs depicted a
vegetation that had experienced several years of favourable rainfall (pre-drought
conditions; � gure 1), whereas the second coverage, which was obtained after the
driest rainy season on record (i.e. 1984), described a highly stressed vegetation. A
� nal set of photographs was acquired on 10/08/94 through a low altitude � ight
(700–800m a.g.l.), using a PENTAX ILX camera (50 mm focus and 35 mm lens)
placed in a door-mounted arrangement for unmodi� ed tourism aircraft. The natural
colour � lm (Kodak Gold, ASA 100) was machine processed toward printed outlooks
at a scale of ca. 1:10 000. This coverage was carried out along a transect intersecting
the study area in order to obtain high-resolution data depicting the post-drought
vegetation.

Printed 1:50 000 photographs were digitized (grey-scale values in the range 0–255)
at a resolution of 400 dots per inch (DPI) through an AGFA Studiostar scanner
(pixel side of 3.15 m in the � eld). The 1:10 000 colour outlooks were digitized into
grey levels of re� ectance, at a spatial resolution of 300 DPI (0.83 m in the � eld).
Sampled areas corresponding to the low-altitude � ight were digitized from the
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1:50 000 photographs at a resolution of 1500 DPI ensuring the same pixel size.
Although the main analyses were based on the low-resolution data from 1955 and
1985, useful additional interpretations came from the high-resolution images from
the three dates. The scanner mechanism was checked for potential artefacts, as
encountered by Mugglestone and Renshaw (1998): a plain sheet of white photo-
graphic paper was digitized, and the resulting grey-level image was submitted to
spectral analysis (see below). The analysis detected neither preferential orientation
nor systematic striation. Digitized data were directly submitted to quanti� ed analyses
without any prior correction of the grey-level values. Image enhancement (as
histogram equalization or brightness adjustment; Niblack 1986), was used only for
displaying purposes (as on � gure 2 and � gure 7). Re� ectance corrections within and
between photographs (Hall et al. 1991, Dymond 1992, Kadmon and Harari-Kremer
1999) were not attempted, since they do not constitute a prerequisite of the approach
proposed here.

On digitized images (e.g. � gure 2 and � gure 7), bright pixels corresponded to
bare soil, whereas dark ones contained woody vegetation, and intermediate grey-
scale pixels contained continuous grass cover. Since continuous grass and woody
vegetation have respective epigeneous phytomass averaging 1500 kg ha Õ 1 and
20 000 kg ha Õ 1 (Le Houerou 1989, Couteron unpublished data), grey-scale values
appeared as a monotonic increasing function of phytomass.

2.3. W indows extraction
Six square ‘windows’, with a side of 400 pixels (1.26 km in the � eld), were

extracted from each temporal version of the 1:50 000 coverage. They constituted a
continuous belt transect 1.26 km wide and 7.56 km long, that encompassed the
geological divide between the Gondo plain and the sloping area on Firgoun sand-
stones. (Windows w4 and w5, which were located around the divide, have their two
temporal versions displayed on � gure 2.) As much as possible, windows have been
delineated in the central part of the photographs , by avoiding the fringes where the
grey-level scale is usually distorted and where geometrical deformations may occur
(Avery and Berlin 1992, Bolstad 1992). The 1985 version of the belt transect was
geometrically recti� ed (using a second-order polynomial transformation) to match
the 1955 version. Each window of the belt transect was then subdivided into 16
square ‘quadrats’ with a side of 100 pixels, i.e. 315 m in the � eld (� gure 2). Quadrats
were the basic items used for spectral analysis by Fourier transform (see below).
Every quadrat had two temporal versions, corresponding respectively to the 1955
and 1985 aerial coverage.

2.4. Spectral analysis
Two-dimensional spectral analysis by Fourier transform is described in detail by

Renshaw and Ford (1984), whilst Mugglestone and Renshaw (1998) presented an
application on digitized aerial photographs . Given a square digital image consisting
of an n by n array of pixels, let Y

jk
( j=1, ...,n;k=1, ...,n) be the pixel grey-scale values

in the range 0–255. Spectral analysis is based on the Fourier coeYcients, computed
from mean-corrected observations (X

jk
=Y

jk
­ Y).

a
pq

=n Õ 2 æ
n

j=1
æ
n

k= 1

X
jk

cos{2p(pj/n+qk/n)} (1)
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(a) (b)

Figure 2. Intermediate stretch of the belt transect (2.52 km by 1.26 km; i.e. 800 by 400 pixels)
constituted by windows w4 and w5. The grey-level scale expresses the transition from
bare soil (light grey) to dense woody cover (dark grey), with intermediate levels for
herbaceous vegetation. The � gure is oriented to the north. (a) 1955 version (b) 1985
version.

and

b
pq

=n Õ 2 æ
n

j=1
æ
n

k= 1
X

jk
sin{2p(pj/n+qk/n)} (2)

Then the periodogram (sample spectrum) is given by I
pq

=n2 (a2
pq

+b2
pq

). The value
I
pq

/n2 represents the portion of the image variance accounted for by a cosine wave
with frequency ( p,q ) along the two Cartesian directions. Conversely, an image
corresponding strictly to a simple cosine wave of the form X

jk
=cos{2p(pê j/n+

q ê k/n)} would give rise to a periodogram with I
pq

=0 for all frequencies other than
( p=p ê , q=q ê ). In that case, the travel direction of the wave, h, and the associated
wavenumber, r, would be:

h=tan Õ 1{p ê /q ê } and r=ã p ¾ 2+q¾ 2 (3)

The wavenumber r expresses the number of times the pattern reproduces itself within
the image. Periodogram values can be also expressed in polar coordinates as Grh,
where r and h are deduced from (3). Furthermore, the periodicity of a given pattern
(quanti� ed by r) and its main orientation (denoted by h) can be investigated separ-
ately, by binning Grh values into polar segments, as ­ 5°<hå 5°, ..., 165°<h å 175°
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and 0<r å 1, 1<r å 2, ... which have been deemed appropriate by Mugglestone and
Renshaw (1998). This approach yields a ‘radial spectrum’ expressing the proportion
of the image variance explained by successive wavenumbers, and an ‘angular spec-
trum’ measuring data variability with respect to the main directions of the geograph-
ical space (see � gure 3 for an illustration through two computer-generated images).
Not only do polar spectra provide a convenient summary of the two-dimensional
periodogram, but they are also suitable for statistical tests (Mugglestone and
Renshaw 1998): in the absence of spatial structure (� gure 3(a)), each 2Grh/s2 value
is distributed as x22

(s2 being the variance of the image). Thus a bin containing m
such values has its sum distributed as x22m

(with an expected value of 2m). Thus, if
bin h contains m=n

h
values, the angular spectrum

I(h)=(ms2 )Õ 1 æ
bin(h)

Grh~ (2m)Õ 1x22m
(4)

has expected value one in the absence of spatial structure. Hence, results signi� cantly
above one for speci� c h values indicate directional eVects at these angles (� gure 3(b)).
Similarly, the radial spectrum

I (r)=(ms2 )Õ 1 æ
bin(r)

Grh~(2m)Õ 1x22m (5)

where m=n
r

is the number of values in bin r, provides information on periodicity
of the pattern.

A complex structure superimposing a periodic pattern (bands) and a vertical
trend is displayed on � gure 3(b). To the human eye, the periodic pattern is far more
impressive than the trend, although both have the same amplitude. The trend is
denoted by a high value attached to the � rst wavenumber on the radial spectrum,
and by a spike corresponding to a direction of 90° on the angular spectrum. The
periodic pattern determines a spike for r=5 on the radial spectrum, and for h=0°
on the angular spectrum. A trend is a very common feature for digitized images
extracted from real-world aerial photographs , and the smallest wavenumbers (r=
1–2) display, usually, high spectral values (Mugglestone and Renshaw 1998). The
trend often results from non-stationary grey-levels, a usual feature of air photographs
(Avery and Berlin 1992), or from a macro-heterogeneity at the scale of the extracted
image. Since the two causes cannot be discriminated by spectral analysis, it was
deemed preferable to ignore the � rst two wavenumbers in all quanti� ed analyses,
and to retain a reference quadrat size at least three times larger than the biggest
wavelength deemed of interest, therefore quadrats of 315 m. The largest wavelength
taken into account was hence 105 m. Polar spectra were thus re-scaled with reference
to the variance accounted for by a limited range of wavenumbers (say, s ¾ 2 for r0 ­ r1 ),
instead of the total variance s2 (s ¾ 2=S

r0 Õ r1
Grh). Hence, for m being the number of

periodogram values in the respective bins:

I (r/r0 ­ r1 )=(ms ¾ 2 )Õ 1 æ
bin(r (r0Õ r1))

Grh~(2m)Õ 1x22m (6)

and

I (h/r0 ­ r
1
)=(ms ¾ 2 )Õ 1 æ

bin(h (r0 Õ r1))
Grh~(2m)Õ 1x22m

. (7)
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(a) (b)

Figure 3. Examples of polar spectra from two computer-generated images (100 by 100 pixels).
The solid lines denote the spectra whereas the dotted lines stand for the 5% bilateral
interval around 1 (expected value in the absence of spatial structure). (a) No spatial
structure: each pixel value was generated according to a Gaussian white noise (WN),
with m=10s. (b) Superimposition of a cosine wave (bands) of amplitude b, a WN with
s=0.1b, and a linear trend of amplitude b.
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2.5. Systematic comparison of radial spectra
A systematic periodicity analysis was envisaged by comparing all the radial

spectra obtained for the whole set of quadrats from the low-resolution images. A
general data table was built, for which each row was the radial spectrum of a given
quadrat, while each column contained the spectral values related to a given wave-
number. Quadrats are statistical observations that are characterized by their spectral
pro� le, namely, the portion of their variance explained by successive wavenumbers.
Conversely, wavenumbers can be seen as quantitative variables characterizing the
quadrats. One way to achieve a systematic comparison of quadrats is to submit the
quadrats by wavenumbers table to a Principal Components Analysis (PCA; Manly
1994) that looks for a limited number of synthetic new variables accounting for a
large share of the variability between spectral pro� les of quadrats. New variables
are linear combinations of initial variables, i.e. wavenumbers, and are called principal
components or ‘axes’. They are computed from the matrix of correlations between
the variables of the table (see Manly 1994 for details). Plotting quadrats against their
values for principal axes (‘PCA scores’) enables an overall comparison between
spectral pro� les, since quadrats having similar pro� les are characterized by similar
PCA scores and vice versa for contrasted pro� les.

The quadrats by wavenumbers table had two temporal versions (1955 and 1985)
which could have been submitted separately to PCA. Another possibility, deemed
preferable, was to concatenate the two versions columnwise prior to analysis. The
resulting diachronic table contained the two temporal versions of the spectral pro� le
of each quadrat. This table had twice as many rows (quadrats) as each separate
temporal table, although based on the same columns, i.e. wavenumbers. PCA scores
of the rows of the diachronic table can be used to compare either quadrats at a
given date or temporal versions of a given quadrat. Windows were considered via
the PCA scores of their constituting quadrats. At a given date, diVerences between
distinct windows were addressed using the Wilcoxon’s test with correction for mul-
tiple comparisons (Sokal and Rohlf 1995), while changes between temporal versions
of a given window were tested using the sign-rank test for paired data (Sokal and
Rohlf 1995).

2.6. Search for dominant orientations
A systematic search of potential directional eVects was also carried out: for a

given window, individual periodograms obtained from each quadrat were averaged.
The angular spectrum of the window was then computed from the average period-
ogram, since a direct average of angular spectra would be meaningless. Such an
approach can detect dominant orientations that are consistent throughout a window,
but would be irrelevant in the case of inconsistent, though locally signi� cant,
orientations.

All computations involved in the preparation of this paper were carried out using
the Matlab software (Anon. 1997), with both pre-programmed and personal
routines.

3. Results
3.1. Systematic periodicity analysis at low resolution

The � rst factorial plane of the PCA accounted for 76.8% of the variability of the
overall table (58.5% and 18.3% for the � rst two axes, respectively) . Subsequent axes
proved of low interest since none of them yielded more than 5% of total variability.



P. Couteron3416

The � rst axis displayed a high negative correlation with large wavenumbers (r>=
11; � gure 4(a)), and a high positive correlation with small wavenumbers (r=3–5).
The second axis correlated strongly with intermediate wavenumbers (r=7–8). Hence,
in terms of quadrat scores (� gures 4(c) to 4(h)), the � rst factorial plane expressed a
progressive transition from quadrats dominated by large wavenumbers (on the left
side), to quadrats dominated by small wavenumbers (on the right side). Quadrats
characterized by intermediate wavenumbers had high positive scores on the second
axis (on the upper side of the plane). In the factorial plane (� gure 4(b)), windows
from the Gondo plain (w1 to w3) were located on the left side, denoting a � ne-
grained structure, whereas windows from the sloping area (w5 and w6) were closer
to the right side, due to a coarser pattern. One of them (w6) had nevertheless its
1955 version positioned on the upper side of the plot. The window w4 (displayed in
the upper half of � gure 2), since heterogeneous, occupied an intermediate position
along the � rst axis (� gure 4(b)).

At each date, window positions were compared on a pairwise basis by submitting
the PCA scores of their quadrats to Wilcoxon’s test. For the 1955 versions, no
signi� cant diVerence appeared along the second axis, with the exception of widow
w6, which had higher PCA scores than windows w1 to w4 ( p<0.0001) and also
than window w5 ( p<0.01). Along the � rst axis, signi� cant diVerences were observed
between windows from the Gondo plain and windows from the sloping area
( p<0.0001). Among the latter, one window (w1) proved diVerent from the two others
( p<0.05). The composite window (w4) displayed less diVerence with the windows
from the plain ( p>0.05 with w2 and w3; p<0.01 with w1) than with the two
windows from the slope ( p<0.01). This result was consistent with the visual impres-
sion drawn from � gure 2(a) (upper half ) of a greater extension of spotted � ne-grained
vegetation. The Wilcoxon’s test, when applied to the scores of the 1985 quadrats,
yielded similar results. There were two notable exceptions: (i) window w6 no longer
appears as an outlier along the second axis; (ii ) window w4 signi� cantly departed
from the windows from the plain ( p<0.001), and no longer diVered from windows
from the slope ( p>0.05). This last result was, once again, in agreement with the
visual impression suggested by � gure 2(b), since the whole window appeared, at that
date, dominated by two distinct banded patterns. However, the change was revealed
by an analysis solely based on periodicity, whereas the human eye is also impressed
by dominant orientations.

Between 1955 and 1985, all windows experienced a signi� cant shift toward the
right side of the � rst axis (sign-rank test for paired data) , indicating an increase in
the image variability accounted for by the smallest wavenumbers. However, the
change was more dramatic for windows from the plain than for windows from the
slope ( p<0.0001 against p<0.01). In the plain, all windows moved clearly rightward,
the two temporal versions corresponding to distinct groups of points that did not
overlap (� gures 4(c) to 4(e)). Windows from the slope were obviously more heterogen-
eous in 1955, since the corresponding quadrats were more scattered in the factorial
plane (� gures 4(g) and 4(h)). Indeed, at that date, most quadrats bear a banded
pattern, while some others were covered by a � ne-grained and spotted vegetation
(� gure 2(a)). The latter quadrats displayed the largest shifts in factorial plane between
1955 and 1985. As a consequence, the two versions of a given window corresponded
to overlapping groups of points in spite of a signi� cant shift along both axes
( p<0.01). Furthermore, windows from the slope exhibited also a shift along the
second axis, which was particularly signi� cant for w6 (� gure 4(h); p<0.0001 ); no
comparable shift was found for windows from the plain.



Change in semi-arid vegetation from aerial photographs 3417

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4. First factorial plane of the PCA applied to the overall table of radial spectra. (a)
Correlation circle for wavenumbers r=3±18. (b) Average position of the windows. (c),
(d), (e), ( f ), (g), (h) Positions of quadrats from windows w1, w2, w3, w4, w5, w6,
respectively. +: 1955 version; : 1985 version.
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3.2. Systematic orientation analysis
As expected, a dominant orientation appeared clearly for the window correspond-

ing to the tiger bush (w5) on Firgoun sandstones (� gure 5(a)), with a spike between
150° and 170°. Most bands were, hence, perpendicular to that range of direction,
corresponding roughly to the main orientation of the slope (� eld assessment).
Furthermore, the two temporal versions of the spectrum were similar. Less expected
was the existence of a consistent dominant orientation for the spotted vegetation in
the Gondo plain (� gure 5(b)). Directions in the range 60–90° proved, nevertheless,
consistently signi� cant whatever the window. This main orientation appeared on the
upper-left part of � gure 2(b) (1985 version of w4), as fragmented bands of woody
vegetation (dark grey), with a lower intensity than the ones observed on Firgoun
sandstones ( lower half of � gure 2(b)). The former banded system was not clearly
apparent to the eye on the 1955 version of the w4 window. However, the two versions
of the angular spectrum displayed only minor diVerences, indicating that the domin-
ant orientation was already present in the 1955 photographs , though masked by a
more impressive pattern made of bare spots.

3.3. Mapping patterns and change
For the whole belt transect, several maps expressing the pattern periodicity, the

intensity of change, and the main orientations have been deduced from the previous
results. An excerpt, homologous to � gure 2 (w4 and w5), is presented in � gure 6. In
1955, PCA scores underlined the main divide between the � ne-grained spotted
vegetation, that dominate in the northern part of the picture, and the coarser banded
cover that was located down south (� gure 2(a)). The map of principal orientations
(not presented) was, moreover, fairly redundant. However, intermediate values were
found on the right side on the map (� gure 6(a)), which was perceived as dominated
by an intermediate structure (� gure 2(a)). The map of change (� gure 6(b)) was based
on the shift along the � rst PCA axis. It discriminated mostly the same areas, and
emphasized the greater intensity of change for the spotted vegetation.

(a) (b)

Figure 5. Angular spectra from averaged periodogram for two particular windows. (a)
Window w5 on Firgoun sandstones. (b) Window w1 from the Gondo plain. The
symbol ‘ ’ refers to the 1955 version, whilst the plain line refers to the 1985 version.
The dotted lines denote the 5% bilateral interval around 1 (expected value in the
absence of a dominant orientation).
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(a) (b)

Figure 6. Maps of PCA scores along the � rst factorial axis for the part of the belt transect
displayed on � gure 2. (a) Scores in 1955. (b) Amplitude of the shift between 1955 and 1985.

3.4. High-resolution analysis for particular quadrats
Four particular 315 m by 315 m quadrats were considered for detailed analysis

and interpretation based on high resolution digitized images (0.83 m in the � eld, i.e.
1500 DPI for the 1955 and 1985 photographs , and 300 DPI for the 1994 coverage) .
The selected quadrats corresponded to � eld plots of equivalent size, with a detailed
mapping of woody individuals carried out in 1993–1995 (Couteron and Kokou 1997,
Couteron 2001). In spite of a consistent pixel size, the actual resolution was diVerent
at the three dates, since the scanning resolution substantially exceeded the � lm
resolution of 1955 and to a lesser extent the resolution of 1985. However, a major
incidence on the following analyses was unlikely, since only wavenumbers r<19 (i.e.
a wavelength above 17 pixels) were taken into account.

A � rst quadrat was extracted from the w1 window, hence from a vegetation
which had the � ner grain in 1955 (� gure 4(b)). At that date, the herbaceous cover
was widespread, the punctuation of bare soil being of limited extension and density,
with no obvious periodicity (� gure 7(a)). Woody vegetation was mainly composed
of small clumps of trees, with few extended thickets or groves. Hence the � ne-grained
texture detected on � gure 4, with a rather � at radial spectrum. Just before 1985, the
herbaceous cover collapsed, resulting in a more contrasted vegetation cover, with a
radial spectrum expressing the overall pattern of woody vegetation, and thus clearly
dominated by wavenumbers ranging from 4 to 7 (i.e. wavelengths of 45–80 m). The
1994 spectrum displayed intermediate characteristics (� gure 8(a)), in relation to a
partial recovery of the herbaceous vegetation (� gure 7(a)). However, this conclusion
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(a) (b)

Figure 7. Three temporal versions of two speci� c quadrats (315 m by 315 m) digitized at high
resolution. (a) Quadrat from the plain (oriented to the north). (b) Quadrat from the
sloping area (oriented according to the slope).
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(a) (b)

(c) (d)

Figure 8. Diachronic radial spectra (1955, 1985 and 1994) of four quadrats analysed at high
resolution. The 1955 and 1994 versions are denoted by ‘ ’ and ‘+’, respectively while
the plain line stands for 1985.

was only valid for wavenumbers r<8, since for r=8–12 (i.e. wavelengths of 25–40 m),
the radial spectrum had larger values in 1994 than in 1955. This range of values
characterized the pattern of large bare spots that has established in the post-drought
decade. A similar pattern of diachronic change (� gure 8(c)) was also identi� ed
through the radial spectra of a second quadrat (not presented on � gure 7), extracted
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from w2; the only diVerence being that the woody vegetation had a larger wavelength
of at least 105 m. The radial spectrum had also higher values in 1994 than in 1955
for r=6–10 (i.e. a wavelength of 30–50 m).

A third quadrat was extracted from w5, the structure of which appeared in 1955
as mostly banded yet locally spotted (� gure 7(b)). At that date, the banded structure
was mostly dominated by woody vegetation, with a herbaceous cover extending
around the bands (on both sides) or in some inter-bands. In the latter situations, the
grassy cover, when present, was regularly punctuated by spots of bare soils (e.g. on
the left side of the picture). The whole pattern was dominated by wavenumbers in
the range 3–7 (i.e. wavelengths of 45–105 m with a peak for 75 m; � gure 8(b)). In
1985, wavenumbers around r=4 were far more dominant, expressing a main woody
structure with a wavelength around 75 m. The recovery of the herbaceous vegetation
was less dramatic than in the Gondo plain, and in 1994, grass cover was mostly
restricted to the upslope fringe of the wooded bands. As a consequence, no pattern
of bare spots was apparent in 1994, and the related radial spectrum had lower values
than its 1955 homologue (for r>5). A fourth quadrat (not presented on � gure 7),
also extracted from w5, corresponded in 1955 to a more precise banded pattern,
with a limited herbaceous cover. This quadrat experienced only minor drought-
related changes, and the radial spectrum, expressing the dominance of wavelengths
in the range 60–80 m, remained virtually unchanged (� gure 8(d )).

4. Discussion
In 1955, the vegetation of the Gondo plain featured an extended herbaceous

cover, that was punctuated by spots of bare soil of varying density (� gures 2(a) and
7).Woody vegetation was not absent, but its overall structure was not easily perceived
by the human eye. However, spectral analysis indicated a dominant orientation,
corresponding to a pattern of fragmented bands that became more apparent on the
1985 photographs . At that date, the herbaceous cover had been drastically reduced
by the very dry years observed in the early 1980s (� gures 2(b) and 7; see also
Serpantié et al. (1992) for a � eld account). The main woody pattern pre-existed the
drought (� gure 5), and was revealed by the double collapse of the herbaceous cover
and its associated population of scattered trees and shrubs. In the � eld, a much
higher mortality rate was observed for isolated woody individuals than for trees
growing in dense stands (Couteron and Kokou 1997). During the 1955–1985 interval,
the vegetation shifted from a superimposition of several patterns with distinct wave-
lengths, to a simpli� ed physiognomy dominated by the fragmented bands of woody
vegetation. Correlatively, the radial spectrum became more concentrated around the
corresponding range of wavelengths (80–105 m; � gure 8(a)), with a systematic shift
in the reduced spectral space obtained from PCA (� gure 4). During the post-drought
decade, increasing rainfall enabled the herbaceous vegetation to bounce back,
although its cover remained less extended than in 1955. Spots of bare soil were larger
and more numerous than forty years before (� gure 7(a)). They constituted a distinct
periodic pattern, with a wavelength ranging from 25 to 50 m, that has been extensively
considered by Couteron and Lejeune (2001) in relation to a propagation-inhibitio n
model that can account for its emergence.

Tiger bush on Firgoun sandstones displayed less dramatic changes. This was
particularly true for banded systems that already appeared as highly contrasted
(dense woody cover versus bare soil ) in 1955. In that case, the radial spectrum
remained virtually the same through time (� gure 8(d )). However, the tiger bush
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domain on gentle slopes featured also areas the vegetation of which displayed more
complex patterns in 1955, i.e. intermingled bands without a dominant orientation
(as on the right side of � gure 7(b)), and/or inter-bands that were occupied by a
spotted herbaceous cover. In the � eld, it was established from soil pits that the
occurrence of such patterns was related to more favourable substratum conditions,
with a more weathered bedrock (Couteron 2001). Such situations were indicated by
intermediate scores in the reduced spectral space obtained through PCA (� gure 4(d )),
and also by a notable shift between 1955 and 1985 (� gures 4(b) and 6(b)). This shift
was mostly determined by the collapse of the vegetation that grew in the inter-bands.
Contrary to what was observed in the Gondo plain, the herbaceous vegetation did
not substantially bounce back in the inter-bands during the more favourable post-
drought decade.

The present study corroborates the conclusion drawn by Mugglestone and
Renshaw (1998) about the relevance of two-dimensional spectral analysis for studying
periodicity and orientation in digitized air photographs . Furthermore, the present
paper addressed the problem of change quanti� cation, a question that is of the
utmost interest when dealing with natural vegetation. To do so, we relied mainly on
a systematic comparison of radial spectra in a reduced spectral space obtained
through Principal Component Analysis. Change quanti� cation was based on factorial
coordinates, and was tested through the usual non-parametric tests. Orientation
analysis based on angular spectra also proved useful by revealing underlying features
that were not obvious to the human eye (as for the 1955 coverage of the Gondo
plain), and by demonstrating the great stability of dominant orientations.

One great advantage of the approach is its practicability without complex correc-
tions, that are unavoidable when the analysis relies on a direct comparison of grey-
levels (Dymond 1992, Hall et al. 1991, Kadmon and Harari-Kermer 1999). This is
due to the fact that spectral analysis does not directly compare grey levels, which are
inconsistent throughout an aerial coverage, but model their spatial variability in
terms of sine and cosine functions. Consequently, trends and non-stationary compon-
ents, whatever their origin, are mostly expressed by the smallest wavenumbers (r=
1–2; � gure 3(b)), which can be easily ignored in subsequent analyses (as was done for
the PCA and for the computation of polar spectra). Indeed, image reconstruction by
Inverse Fourier Transform (IFT; Niblack 1986), after suppression of the smallest
wavenumbers from the two-dimensional periodogram, is a convenient way of remov-
ing an overall trend and of rendering the grey scale more consistent within a digitized
image. Nevertheless, image reconstruction through IFT was not necessary for the
present paper. Furthermore, both synchronic and diachronic comparisons rely on the
inner periodic structure of the quadrats, without assuming any consistency of the
grey scale between them, and between photographs . Lastly, a highly accurate spatial
matching between two temporal versions of the same window is far less critical than
for a pixelwise comparison. Correlatively, geometrical distortions generally attached
to air photographs should have only minor consequences on the results, especially
when dealing with the gentle landscapes within which periodic vegetation is encoun-
tered (White 1971). A suitable quadrat size is nevertheless required for systematic
analysis, since quadrats should be large enough to have the main pattern reproducing
itself at least three or four times (smaller wavenumbers are to be discarded), yet as
small as possible to increase the resolution of subsequent mapping (� gure 6). It is
also thinkable to base maps on moving quadrats after having computed PCA axes
from non-overlapping quadrats of the same size. Thus, PCA axes would be obtained
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from a limited number of statistical units (non-overlapping quadrats) , and then used
to compute PCA scores for a large number of non-independent moving quadrats.
Thereby, spatial resolution of the maps could be enhanced.

The present approach, based upon Fourier transforms, has been designed for
landscapes in which the existence of a periodic structure is likely, and its usefulness
for a vegetation cover devoid of obvious periodicity is still to be established. However,
patterned arid and semi-arid vegetation types dominate extensive areas on three
continents, and are found in the transition zone between deserts and tropical savannas
(White 1971). As a consequence, they can be thought of as particularly exposed to
global change and worth monitoring on a systematic basis. Both theoretical results
(Lejeune et al. 1999) and � eld evidence (White 1971, Hiernaux and Gérard 1999)
suggest that the dominant wavelengths of the pattern should be greater in more arid
conditions, a conclusion that is also supported by the present study. Consequently,
periodicity of vegetation can be seen as a key indicator of climatic conditions
experienced by extensive areas for which meteorological records are limited, if not
fully absent. From this standpoint, the comprehensive air coverage that has been
achieved in the 1940s and the 1950s for extensive areas of arid and semi-arid Africa
represents an invaluable source of historical information. The present approach
proved able to extract consistent quanti� ed parameters from printed documents of
various origin, scale and � lm quality. Though high-resolution data were useful for
enhanced interpretations, the main results were drawn from digitized images with a
spatial resolution of about 3 m. Such a modest value was purposely retained to
match the pixel size that could be expected in the near future using panchromatic
satellite imagery (e.g. 2.5 m with SPOT5 P). Hence, satellite data are likely to become
the natural prolongation of the historical series formed of air photographs .
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Abstract. Maps of plant individuals in (x, y) coordinates (i.e.
point patterns) are currently analysed through statistical meth-
ods assuming a homogeneous distribution of points, and thus
a constant density within the study area. Such an assumption is
seldom met at the scale of a field plot whilst delineating less
heterogeneous subplots is not always easy or pertinent. In this
paper we advocate local tests carried out in quadrats partition-
ing the plot and having a size objectively determined via a
trade-off between squared bias and variance. In each quadrat,
the observed pattern of points is tested against complete spa-
tial randomness (CSR) through a classical Monte-Carlo ap-
proach and one of the usual statistics. Local tests yield maps of
p-values that are amenable to diversified subsequent analyses,
such as computation of a variogram or comparison with co-
variates. Another possibility uses the frequency distribution of
p-values to test the whole point pattern against the null hypoth-
esis of an inhomogeneous Poisson process. The method was
demonstrated by considering computer-generated inhomoge-
neous point patterns as well as maps of woody individuals in
banded vegetation (tiger bush) in semi-arid West Africa. Lo-
cal tests proved able to properly depict spatial relationships
between neighbours in spite of heterogeneity/clustering at
larger scales. The method is also relevant to investigate inter-
action between density and spatial pattern in the presence of
resource gradients.

Keywords: Heterogeneity; Inhomogeneous Poisson process;
Point process; Semi-arid vegetation; Spatial pattern; Spatial
statistics; Tiger bush; West Africa.

Abbreviations: CSR = complete spatial randomness; IPP =
inhomogeneous Poisson process.

Nomenclature: Hutchinson & Dalziel (1954-1972).
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Introduction

Vegetation generally displays spatial patterns, namely
non-random and uneven distributions of its main char-
acteristics, among which are densities of the constituent
species (Greig-Smith 1979; Dale 1999). The patterns
may either emerge from numerous, local-scale, plant-
to-plant interactions (Levin 1992; Lejeune et al. 1999;
Couteron & Lejeune 2001) or be imposed by larger
scale environmental constraints, such as edaphic condi-
tions. This distinction is obviously not clear-cut, be-
cause vegetation can exert a strong feedback on its
environment, sometimes sharpening environmental
discrepancies (Wilson & Agnew 1992; Wilson & Nisbet
1997). Whatever their nature, ecological mechanisms
underlying spatial patterns generally operate at several
scales and complex nested patterns are common (Lepš
1990; Levin 1992). If important insights on mechanisms
were to be drawn from observed patterns, a belief that is
widespread among vegetation scientists (e.g. Barot et al.
1999), then pattern analysis should be able to properly
depict spatial relationships (e.g. clustering vs regularity)
between neighbouring plants in spite of heterogeneity at
larger scales. Such a condition, though reasonable, is not
yet guaranteed by quantitative methods that aim at ana-
lysing vegetation data of the highest spatial resolution,
namely maps representing plants as points.

Maps of points may be relevant for the study of
spatial distributions, not only for strictly individual plants
(e.g. trees), but also for clonal shoots, propagules, grass
tufts etc. as long as it is meaningful to reduce the objects
of study to geometrical points, and possible to map them
in (x, y) coordinates. In the field of vegetation science,
there have been numerous studies analysing maps of
points (e.g. Duncan 1991; Skarpe 1991; Couteron &
Kokou 1997). Point process theory provides a frame-
work of analysis, via summary functions that lend them-
selves to statistical tests (Ripley 1977; Diggle 1983;
Cressie 1993; van Lieshout & Baddeley 1997, 1999).
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Such tests compare the observed pattern to those of a
null hypothesis of complete spatial randomness (CSR),
according to which points are independent and their
distribution is ruled by a uniform density of probability
(Diggle 1983: 50). For Monte-Carlo testing, CSR is simu-
lated through a homogeneous Poisson process, which is
conditional to the number of points observed in the study
plot. This means that the intensity of the process, i.e. the
mean number of points per unit area, is assumed to be
constant throughout the study plot. The test compares the
observed pattern against simulations via summary func-
tions that are usually based on second-order characteris-
tics (e.g. inter-point distances or number of neighbours),
depicting spatial dependence between points in differ-
ent regions of the plane. As these functions are generally
estimated for the whole study plot, homogeneity in
second order characteristics is also assumed.

Since vegetation is generally heterogeneous or
patchy, the assumption of homogeneity is seldom met
by field data. The consequences may be serious and
second-order analyses, for instance through the classi-
cal K- and L-functions (Ripley 1977), may describe a
large scale inhomogeneous distribution of points, rather
than spatial relationships between neighbouring points.
At worst, inhibition between neighbours may be masked
by large scale heterogeneity (Lepš 1990). Such prob-
lems have been recognized by Pélissier & Goreaud
(2001), who proposed to delineate regions of interest, or
subplots, that would be homogeneous in terms of point
density and of second order characteristics. Their ap-
proach has proved efficient in dealing with ‘simple
cases of heterogeneous vegetation’, that lend them-
selves to an objective delineation of homogeneous sub-
plots. But its applicability may be questioned with re-
spect to less amenable situations, for instance in the
presence of a smooth intensity gradient.

An approach of broader applicability has recently
been proposed by Brix et al. (2001) for the analysis of
inhomogeneous point patterns. The study area is split
into quadrats at the scale of which the point intensity can
be considered as constant. Then a local test, based on the
CSR null hypothesis, is carried out for each quadrat. The
final step uses the results obtained for all testable quadrats
to perform a global test whose null hypothesis corre-
sponds to an inhomogeneous Poisson process (IPP). We
consider that such an approach broadens ecological in-
sights that can be drawn from labour intensive mappings
of plant individuals (or clonal shoots) and the aim of the
present paper is to demonstrate its usefulness. Since
methodological details as well as mathematical develop-
ments have already been provided by Brix et al. (2001),
we shall restrict ourselves to a brief presentation of the
method, while emphasising on illustration through both
computer generated and field examples.

Method

Three distinct steps are considered: (1) looking for
an ’optimal’ partition of the study area into quadrats of
an adequate size; (2) computing the p-value of the CSR
null hypothesis, for each quadrat, via a local Monte-
Carlo test; (3) grouping the local p-values to test their
frequency distribution against the uniform distribution
that would be encountered if the whole pattern of points
was derived from an IPP (global test).

Theoretical background

The optimal partition is defined from a quadrat size
that minimizes the total mean squared error (i.e. squared
bias plus variance) attached to the statistic used for the
global test. To carry out a test conditional to the local
density, we have to assume that density is not too
inhomogeneous within quadrats. Squared bias, which
measures the departure from this assumption, is likely to
increase in relation to quadrat size. On the other hand,
variance is bound to be high when quadrat size is too
small, since many quadrats may contain less than two
points and be non testable against CSR. Hence the trade-
off between squared bias and variance that can indicate
an adequate quadrat size. Explicit estimations of squared
bias and variance are made possible by assuming that
the point pattern under study derives from an underlying
‘Cox process’, namely a point process for which the
intensity function may not only vary in space, as for an
IPP, but is also considered as a particular realization of
a non-negative valued stochastic process, called an ’in-
tensity process’ (Diggle 1983: 58; Table 1).

From the sole statistical analysis of a point pattern,
no difference between clustering and heterogeneity can
be sustained, and a great deal of point processes marked
by aggregation are to be considered as particular ver-
sions of a Cox process (Diggle 1983). For instance, a
pattern made of clumps of young plants randomly dis-
tributed within a certain distance around parents can be
modelled as a Neyman-Scott process (Diggle 1983)
and, therefore, as a particular version of a Cox process.
Conditional to a particular distribution of the parents,
this is also an IPP. In general, plant patterns stemming
from dispersion of propagules are likely to have an
inhomogeneous density, whatever the nature of local
plant-plant relationships. To study the latter, the IPP is a
more realistic and less restrictive null model than the
homogeneous Poisson process.
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Estimation of bias and variance and selection of
quadrat size

For a particular quadrat size, the intensity function is
estimated as the ratio of the number of points in each
quadrat divided by its area. Let d(ij) be this estimate for
a particular quadrat (i,j) of the plot partition (i refers to
rows and j to columns). We refer to a Cox process
having a stationary intensity process, L(x), while as-
suming that variations in space of the intensity function,
l(x), are not ‘too abrupt’, so as to allow the estimation of
its derivatives by finite differences. First-order deriva-
tives, hd1 and vd1, are estimated according to the hori-
zontal and vertical directions, respectively, that is:

hd1(i,j)=(d(i,j+1) – d(i,j – 1))/(2d(i,j)); (1a)
vd1(i,j)=(d(i+1,j)-d(i – 1,j))/(2d(i,j)) (1b)

Note that this estimation is normalized by the intensity
through a division by d(i,j), since the test in each quadrat
will be conditional to the number of points. Then sec-
ond-order derivatives, hd2 and vd2, are computed as:

hd2(i,j)=(hd1(i,j+1) – hd1(i,j – 1)) / 2; (2a)
vd2(i,j)=(vd1(i+1,j) – vd1(i – 1,j)) / 2 (2b)

A second-order derivative, vhd2, is also computed in the
‘diagonal’ direction as:

vhd2(i,j)=(vd1(i,j+1)-vhd1(i,j-1))/2 or (3a)
vhd2(i,j)=(hd1(i+1,j)-hd1(i-1,j))/2 (3b)

We have introduced a more concise notation by defining
the vector of first-order derivatives as the transpose
Aij

Tr of Aij = [hd1(i,j),vd1(i,j)] and the matrix of second-
order derivatives as:

Bij = [hd2(i,j) , hvd2(i,j)] (4a)
   [hvd2(i,j), vd2(i,j) ]     (4b)

Bias on the result of any local test stems from the fact
that the intensity function is not strictly homogeneous in
the quadrats. The less homogeneity, the greater the bias.
The contribution, bs(i,j), of a particular quadrat to the
overall bias can be estimated using the equation pro-
vided by Brix et al. (2001: 492), which is expressed here
in a more practical form as: (5)

Here Nsim is the total number of Monte-Carlo simulations
of CSR (conditional to the number nij of points in the
quadrat) that are used to estimate bs(i,j). The summation
only concerns those N simulations that yield a value of
the local test statistic (see below) exceeding the value
observed in the quadrat under consideration. In each of
these simulations of nij points, two points u and w are
randomly chosen for estimating bs(i,j).

For a given quadrat size, the overall bias, bs, is then
estimated as the mean of all bs(i,j) values found for the
Nq quadrats with nij > 1. On the other hand, the variance
of the global test (see below) is estimated as:

(6)

(Brix et al. 2001: 492)
Then, the mean squared error term, Er = bs2 + s2, is
plotted against quadrat size or, equivalently, against the
number of quadrats in the plot partition. The adequate
quadrat size is the one yielding the lowest value for Er.

Performing a local test for a selected quadrat size

Once the quadrat size has been identified, spatial
distribution of points within each quadrat can be tested
against CSR through any one of the statistics that have
been designed to investigate spatial patterns of points
(Cressie 1993: 603). Three point process statistics have
been considered alternatively by Brix et al. (2001),
namely the mean distance to nearest neighbours, the
mean distance from point to point and the mean distance
from random additional points to the points of the pat-
tern under study (referred to as G , H  and F , respec-
tively, in analogy with Diggle 1983). It is to be noted
that the choice of a particular statistic has generally little
influence on the determination of the quadrat size, al-
though distinct statistics may not be equally powerful in
detecting a particular type of departure from CSR (see
below). Specifically, the F  statistic proved to be of
poor sensitivity for a wide set of simulated processes
(Brix et al. 2001 and unpubl.). Consequently, only G
and H  statistics have been retained for comparison in
the present paper. The local test could also have used
any other point process function and, in particular, an
analogue of Ripley’s K-function, namely the edge-cor-
rected mean distance from point to point.

Table 1. Main characteristics of the theoretical point processes used as reference.

Nature of the intensity function Stationarity of the intensity function Stationarity of the point process

Homogeneous Poisson process l(x) = l for any location x l is constant (thus stationary) Stationary

Inhomogeneous Poisson process l(x) is varying with respect to x l(x) is stationary Non-stationary

Cox process l(x) is a realisation of a stochastic Each l(x) is stationary Non-stationary if
process L(x) if L(x) is relative to a particular realisation l(x)
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The test in each quadrat is carried out via the usual
Monte-Carlo approach by generating m realizations of
point patterns under the CSR null hypothesis. The test

statistic (either the mean nearest neighbour distance, G ,

or the mean inter-point distance, H ) is computed for
each realization and compared to the observed value. In

the presence of clustered points, both G and H  ob-
served values are below their expectations under CSR
since shorter distances between points are generally
encountered. Conversely, inhibition between points leads

to high values of both G and H . The p-value attached to
a given statistic is estimated from the relative frequency
of CSR realizations exceeding the observed value. It is
expected to be low in so far as inhibition is concerned
and high in the presence of clustering.

Global test

A global test can be carried out for the whole set of
quadrats partitioning a given study plot. The whole
point pattern in the plot is supposed to derive from an
IPP (null hypothesis) and, consequently, quadrats are
expected to yield a set of p-values uniformly distributed
on [0,1]. The goodness of fit of the observed p-values
with the uniform distribution is tested via the usual
Kolmogorov-Smirnov test (Sokal & Rohlf 1995). A
departure from the null hypothesis toward local cluster-
ing (at the quadrat scale) should lead to p-values more
abundant above 0.5 than below and vice versa in the
case of local inhibition.

Illustration from computer simulated patterns

The approach of the local test and its usefulness are
illustrated through simulations of inhomogeneous point
processes featuring either clustering, inhibition or inde-
pendence at a local scale. To make the results more
comparable we decided to consider a family of point
processes that was based on the same macrostructure,
namely a single cluster of points centred in the middle of
the unit square. The density of points within the cluster
was chosen to decrease steadily as a Gaussian function
(with a standard deviation of R = 0.25) of the distance
from the centre (see Fig. 1a and Fig. 2a for realizations
with 200 points). With such a point process, there is
neither clustering nor inhibition between neighbouring
points once the local density is taken into account.
Nevertheless, there is a strong rejection of CSR on the
basis of the L-function for all 100 realizations of the
process. The L-function (Besag 1977 in Ripley 1977),
which has been extensively used by vegetation scien-
tists (e.g. Duncan 1991; Skarpe 1991; Couteron & Kokou
1997), is derived from the K-function (Ripley 1977)
and, as such, is based on the expected number of points
within successive distances, r, from an arbitrary point of
the pattern. Under CSR, L(r) can be equated to r, and it
is convenient to plot L(r)-r against r. Thus, values of
L(r) that lay significantly above zero indicate aggrega-
tion and vice versa for values below zero. For the 100
realizations of the point process specifically considered,
all the points of the L-curves were above the confidence
envelopes (Fig. 2b), a result that was due to the inhomo-
geneous distribution of the points within the plot. Hence

Fig. 1. Successive steps of the local test as
illustrated from a particular realization (a) of
an inhomogeneous Poisson process consis-
ting of a unique central cluster of points. (b)
Squared bias and variance as a function of the
number, n, of divisions of the plot edge (n ¥ n
quadrats). c. Squared bias plus variance in
relation to n. d and e. Maps of p-values for the
nearest neighbour ( G ) and the inter-point
( H ) distance statistics, respectively (partition
into 7 ¥ 7 quadrats). The circle radius is propor-
tional to the magnitude of departure from CSR
(i.e. p > 0.5), black circles indicate local
clustering (i.e. p > 0.5) and grey circles denote
local inhibition (i.e. |p – 0.5|). Non-tes-
table quadrats with less than two points are
blank. f. Results of the global test based on the
cumulative frequency distribution of quadrats
p-values for the G  and H  statistics (solid and
interrupted lines, respectively), with the 5%
two-sided envelopes from the Kolmogorov-
Smirnov distribution (dotted lines).
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the L-function pointed towards the overall pattern but
told nothing about the spatial relationship between neigh-
bouring points within the cluster.

For the particular point pattern displayed in Fig. 1a,
the squared bias dropped rapidly as a function of the
number of quadrats while the variance increased stead-
ily (Fig. 1b). Consequently, the mean squared error (i.e.
squared bias + variance) was least for 6-7 divisions (36-
49 quadrats) and the largest value was retained for
partitioning the plot. The spatial distribution of points in
each quadrat containing at least two points was then
tested against CSR (conditional on local density) via the
statistic (mean distance to the nearest neighbours; Fig.
1d) and the statistic (mean distance between all points;
Fig. 1e). In both cases, the results were diversified with
point distribution being strongly clustered in some
quadrats (denoted by large black circles) while being
marked by inhibition in others (large grey circles); in the
remaining quadrats (small circles), departures from CSR
were weak. Large departures from CSR appeared only
randomly for some quadrats, and the frequency distribu-
tion of the p-values obtained for all testable quadrats
remained within the confidence envelopes of the
Kolmogorov-Smirnov distribution (global test; Fig. 1f).
This was to be expected since the underlying point
process implies no departure from CSR at a local scale.
Furthermore, using all testable quadrats of the 100 reali-
zations of the process, we computed the frequency dis-
tribution of p-values with respect to a regular partition
of [0,1] into 20 classes. The frequency proved more or
less the same for all classes (Fig. 2c), indicating that, at
quadrat scale, all spatial configurations of points oc-
curred a similar number of times. In fact, out of 100
realizations, the null hypothesis of local independence
was rejected only once (P<0.05) using G  and four times
using H  (Table 2).

We also considered IPPs that locally depart from
CSR whilst still being based on a unique cluster of
points (see Fig. 2d, g, j for particular realizations). Local
clustering (Fig. 2d) was achieved by using the 70 points

of the initial cluster as ’parent’ points of a Neyman-
Scott process (Diggle 1983), with a mean of three new
points per parent and a Gaussian distribution of standard
deviation r1=0.08 around each parent. A first type of
local inhibition (Fig. 2g) was simulated according to the
’hard-core’ principle (Matérn 1986; Diggle 1983). All
points of the initial cluster that have a ‘stronger’ neigh-
bour at a distance less than a given value, e.g. r, are
deleted (the ‘strength’ of a point being defined by a
random value drawn from the uniform distribution). We
considered, nevertheless, a non-stationary type of hard-
core by allowing the radius r to increase proportionally
to the distance from the centre of the plot (from 0 to
1 2 ), so as to mimic a one-sided competition for soil
resource having a range that would increase in relation
to the distance from the centre of a fertile patch. We
also investigated another type of local thinning (Fig.
2j) for which the risk of a point being deleted is
proportional to both the distance to and the ’strength’
difference with its neighbours. Such a process, that
belongs to the broad class of ’soft-core’ processes (or
‘Matérn-Stoyan models’; Stoyan 1988; Cressie 1993:
671), can be seen as a hard-core with a randomly
varying radius r. It is fully defined by r , the expected
value of r (here we took r   = 0.01).

Introducing a local clustering of points did not sub-
stantially change the values taken by the L-function,
though its variability increased (compare Fig. 2b to Fig.
2e). There was no substantial change in the L-function
when local inhibition was considered via the non-sta-
tionary hard-core (Fig. 2h). This means that point pat-
terns as different as in Fig. 2a, d, g cannot be properly
differentiated on the sole basis of the L-function, which
mostly reflects the macrostructure of the initial cluster
of points. In particular, the first value of the L-function,
that should depict the spatial relationships between neigh-
bouring points separated by a distance of < 0.005, was
always located above the upper confidence envelope,
thereby pointing towards clustering. This was due to the
fact that the points around the centre of the plot could be

Table 2. Results from 100 random simulations of four-point processes having distinct local patterns yet stemming from the same
macro-structure (a unique cluster of points). Npsim = Mean number of points per simulation; Nrq = Retained number of quadrats;
Nqsim = Mean number of testable quadrats per simulation; DK-S = Mean maximal departure for Kolmogorov-Smirnov (K.-S.) test
(positive sign: departure toward inhibition; negative sign: departure toward clustering); %sim percentage of simulations with
rejection of local independence (P < 0.05; K.-S. test). G  and H refer to the mean distance to nearest neighbours and to the mean inter-
point distance, respectively.

Processes Ninit Npsim Nrq Nqsim DK-S G DK-S H %sim G %sim H

Local independence 200 200 7 ¥ 7 39.2 – 0.1248 – 0.1604 1 % 4 %
Local clustering 70 208 5 ¥ 5 17.6 – 0.502 – 0.472 97 % 92 %
Local inhibition 300 191 10 ¥ 10 28.6 0.379 0.244 97 % 41 %
Local inhibition(soft-core) 300 205 20 ¥ 20 47.9 0.257 0.230 90 % 75 %
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extremely close relative to the overall density which is
the reference for the computation of K- and L-functions.
Only when local inhibition corresponded to the soft-
core were the first values of the L-curve  located below
the upper envelope (Fig. 2k), and sometimes even under
the lower envelope. However, only 50% of the realiza-
tions yielded an L-curve  featuring at least one point
under the lowest envelope and the presence of local
inhibition could easily have been missed from a particu-
lar realization.

Results provided by quadrat-based local tests proved
informative for all the considered kinds of point proc-
esses (Table 2). When using G , the null hypothesis of
an inhomogeneous Poisson process (local independ-
ence) was rejected for most simulations involving either
local clustering or inhibition. The H statistic did not
perform so well and encountered some problems with
the non-stationary hard-core. The efficiency of the local
test is due to the fact that the frequency distribution of
the p-values yielded by all testable quadrats for 100
realizations clearly differentiate the distinct processes.
Hence, in the presence of local clustering, most quadrats
provided a p-value > 0.9, since 90% of Monte-Carlo

simulations of CSR had a mean distance to the nearest
neighbours (or a mean inter-point distance) above the
observed values. Conversely, when we introduced local
inhibition into the process, p-values > 0.5 were scarce,
indicating that most simulations of CSR provided val-
ues of the test statistic (either  G  or H ) that were lower
than the observed value.

Application to semi-arid patterned vegetation

The first application deals with the spatial distribu-
tion of a particular species, Pterocarpus lucens, in a
banded vegetation (tiger bush) observed in northern
Burkina Faso (West Africa). The study plot of 10.24 ha
(320m ¥ 320m) was located on hard Palaeozoic sand-
stones with mean annual rainfall of 486 mm (1986-1994
figures; see Couteron 2001 for more details). P. lucens
is a small tree, which had a mean height of ca. 4.3 m.
Bands of dense vegetation were more or less perpen-
dicular to the overall slope (0.8%) and were dominated
by Combretum micranthum, a shrub with a mean height
of ca. 2.9m (not mapped but counted into 10m ¥ 10m

Fig. 2. Results for simulated patterns derived
from the same macro-structure, i.e. a unique
central cluster of points, as on (a). I. No local
structure; II. Local clustering; III. Local inhi-
bition (hard-core with a radius increasing in
relation to the distance to the centre); IV.
Local inhibition (soft-core with an expected
radius of r=0.01). (a), (d),( g),(j) Examples
from particular realisations. (b), (e), (h), (k)
Minimum, median and maximum values (so-
lid lines) taken by the L-function for 100
realizations of the point process (L(r)-r is
plotted against the distance, r); dotted lines
indicate the 5% two-sided confidence interval
computed from 400 Monte-Carlo simulations
under CSR. (c), (f), (i), (l) Frequency distri-
bution of p-values obtained for all testable
quadrats and for 100 realizations, for the G
(mean distance to the nearest neighbour; solid
line) and H  (mean inter-point distance;
interrupted line) statistics.

a b c
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quadrats). This species accounted for more than 50% of
the basal area of the vegetation in the plot, compared to
32% for P. lucens. Although ca. 53% of the 660 P.
lucens mapped in the plot were located outside bands
(defined by a density of C. micranthum above 500.ha–1),
the spatial distribution of P. lucens was not homogene-
ous, due to the existence of elongated areas devoid of
trees (Fig. 3a). The complementary pattern of fuzzy bands
and clumps determined an L-curve that increased steadily
to a distance of ca. 25 m before declining (Fig. 3c). A
peak in the L-curve is often considered as corresponding
to the mean size of clumps (Dale 1999: 217), but such an
interpretation would be questionable for the present
pattern, which displayed a marked anisotropy (see
Couteron 2001 for a detailed characterization). In any
case, the initial part of the curve, up to 6-7 m, lay within
the confidence envelopes suggesting that neighbouring
P. lucens may be independently distributed. However,
in the presence of a strong macrostructure, we know that
no result at the local scale can be firmly established
through the L-function, since the basic assumption of a
homogeneous density of points is obviously violated.

Computation of squared bias and variance in rela-
tion to the number of plot divisions indicated an appro-
priate quadrat size of around 32 m (not presented). The
local test based on such quadrats yielded p-values that
were uniformly distributed on [0,1] for both G  and H

statistics (Fig. 3d), and local independence between
neighbouring points was thus confirmed. A visual in-
spection of the map of the G -based p-values (Fig. 3b)
revealed no obvious overall spatial pattern. Indeed, cor-

relation between p-values from adjacent quadrats proved
weak since, in Fig. 3e, the variogram (Cressie 1993: 69)
wavered between confidence envelopes obtained by
randomly permuting values in quadrats (Cressie 1993:
597). Computation of the variogram illustrates, never-
theless, the fact that p-values at the quadrat scale convey
information enabling diversified statistical treatments
in addition to the global test.

A second example comes from tiger bush in Niger
and is characterized by comparable climatic and edaphic
conditions (see Couteron et al. 2000 for details on the
‘Banizoumbou’ site), though having a higher basal area
(7.9m2.ha–1 against 6.6m2.ha–1 for the site in Burkina
Faso). We considered a single thicket within a field plot
of 0.5 ha (100m ¥ 50m; Fig. 4a), in which all woody
plants with a height >0.5m have been mapped in (x, y)
coordinates (78% of these 903 individuals were C.
micranthum). A substantial part of the plot was virtually
devoid of woody individuals and, as suggested by
Pélissier & Goreaud (2001), it appeared sensible to
compute the L-function for the area that can be deline-
ated as thicket (using the edge-correction proposed by
Goreaud & Pélissier 1999). However, even within the
thicket, the spatial distribution of woody individuals
was not homogeneous (Fig. 4a) and an objective deline-
ation proved not to be as easy as expected. In fact, the L-
function remained marked by the inhomogeneous distri-
bution of points with no clear decrease of the function
for distances < 20m (Fig. 4d). Inhibition was, neverthe-
less, apparent for distances <1m, thanks to the prior
delineation of the thicket, without which the first point

Fig. 3. Analysis of the spatial distribution of
660 Pterocarpus lucens with a height > 1.5 m
in a 10.84 ha plot in NW Burkina Faso. a. Map
of individuals (denoted by a point). b. Map of
p-values ( G  statistic) obtained for 32m ¥ 32m
quadrats. The circle radius is proportional to
the magnitude of the departure from CSR (i.e.
p > 0.5), black circles indicate local clustering
(i.e. p > 0.5) and grey circles denote local
inhibition (i.e. |p – 0.5|). c. L-function (L(r)-
r is plotted against the distance, r ) of the
pattern (solid line) with the 5% two-sided
confidence interval yielded by 400 Monte-
Carlo simulations of CSR (dotted line). d.
Frequency distribution of p-values obtained
for all testable quadrats for the statistics G
(mean distance to the nearest neighbour; solid

line) and H  (mean inter-point distance; das-
hed line); dotted lines denote the 5% two-sided
confidence interval (Kolmogorov-Smirnov
distribution). e. Variogram of the G -based p-
values with the Monte-Carlo 5% two-sided
envelopes (dotted lines).
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of the L-curve would have remained within the confi-
dence envelopes (result not presented).

Computation of squared bias and variance (not pre-
sented) pointed toward a quadrat size ca. 5m for the
nearest neighbour statistic ( G ) and in the range 5-10m
for the inter-point statistic ( H ). To allow a consistent
comparison we considered a single quadrat size of 5m
for both statistics. The global test gave contrasting re-
sults, since local inhibition was found using G  whereas
H  suggested local aggregation (Fig. 4e). p-values pro-
vided by each statistic were, nevertheless, not independ-
ent at the quadrat scale (Fig. 4f) but H  gave variable
results when facing local inhibition (i.e. when low p-
values were found via G ) while the converse was
observed in the presence of local aggregation (i.e. when
H  yielded high p-values). The relative power of each
statistic thus appeared different for the two alternatives
to CSR. A statistic based on distances to nearest neigh-

bours is very efficient at detecting inhibition, while
being of limited sensitivity in the presence of weak
aggregation. This was made explicit by a particular
feature of the pattern under study, namely the fact that
the distribution of woody plants tended to be clumped in
some quadrats (mostly located in the upper half of the
thicket), while being marked by inhibition in others
(Fig. 4b, c). The two statistics gave dual evidence of
such a shift from clumping to regularity that was con-
sistent with the existence of a lower soil water resource
in the downslope half of the thicket. In fact, the amount
of available water, which peaked in the middle of the
thicket, decreased slowly in the direction of the upslope
edge and decreased sharply in the downslope direction
(Galle et al. 1999; Seghieri & Galle 1999). Another
interesting result, pinpointing the potential link between
resource limitation and spatial pattern, was that only
regular distributions (i.e. low p-values) were obtained

Fig. 4. Analysis of the spatial distribution of
903 woody individuals with a height > 0.5 m
in a 0.5 ha plot in West Niger. a. Maps of
individuals (denoted by a point) with a manual
delineation of the thicket (solid line). b. and c.
Maps of p-values obtained for 5m ¥ 5m
quadrats via the G  and H  statistics,
respectively. The circle radius is proportional
to the magnitude of the departure from CSR
(i.e. |p – 0.5|), black circles indicate local
clustering (i.e. p > 0.5) and grey circles denote
local inhibition (i.e. p<0.5). d. L-function for
all the points within the area delineated as
thicket (L(r)-r is plotted against the distance r)
of the pattern (solid line) with the 5% one-
sided confidence interval yielded by 100
Monte-Carlo simulations of CSR (dotted line).
e. Frequency distribution of p-values obtained
for all testable quadrats for the G  (mean
distance to the nearest neighbour; solid line)
and H  (mean inter-point distance; dashed
line) statistics; dotted lines denote the 5% one-
sided confidence interval (Kolmogorov-
Smirnov distribution). f. Scatterplot of H - vs
G based p-values. g. Comparison of G -based
p-values with the density of shrubs in the
quadrats. h. As f. with H  -based p-values.
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via the G  statistic for a local density above 12-15
woody individuals per quadrat (i.e. 5000-6000.ha–1).
There seems to be a threshold of density above which
the stand tends towards a regular pattern. It is also
noteworthy that the most clumped distributions, re-
vealed by H , corresponding to high p-values did not
occur independently of local density, since being ob-
served in quadrats having an intermediate density (5-10
individuals, i.e. 2000-5000.ha–1). All these results, ob-
tained at a local scale, suggested the existence of com-
plex relationships between spatial pattern, density and
water resource limitation. Hence additional field work
is necessary, notably to compare soil water balance and
spatial distribution of shrubs in 5m ¥ 5m quadrats.

Discussion

Spatial distributions of plants are shaped by both
local scale plant to plant interactions and larger scale
environmental constraints. Quantitative descriptions
have, therefore, to cope with nested scales of heteroge-
neity, while the range of scales addressable from a
particular field investigation is limited by both the spa-
tial resolution of data (‘grain’) and the spatial extent of
the observation window (Turner & Gardner 1991). Map-
ping individuals in a plot provides a very precise grain
but for such an effort to be worthwhile demands that
ensuing quantitative analyses allow a reliable charac-
terization of spatial relationships between neighbours.
Obviously, this is not possible when the analysis is
carried out at the level of a large plot.

In some cases large and fairly homogeneous sub-
plots can be delineated, thereby enabling simple and
powerful analyses (Pélissier & Goreaud 2001). How-
ever, in many cases such as the pattern in Fig. 3, delin-
eating homogeneous subplots would not be an easy task.
Nevertheless, this approach can be seen as somewhat
complementary to our method, since rapid changes of
the intensity function within the plot may ease subplot
delineation, while rendering questionable the way we
estimated the intensity function through finite differ-
ences. Another limitation of the method is that it is
unlikely to obtain useful results with a low number of
points, e.g. < 40-50, within a plot.

 Most methods used in the field of vegetation sci-
ence for point pattern analysis rely on tests relative to a
constant density of points in the plot. Getis & Franklin
(1987) have proposed computing some values of the L-
function around each point of the pattern, and to create
contour maps from the results. The computation is also
relative to the overall density. In the absence of a test,
results may be misleading since contrasted contour maps
have been obtained even for realizations of a homogene-

ous Poisson process (J. Chadœuf unpubl.). The ‘circum-
circle’ method (Dale & Powell 2001) also yields local
results, with a formal test, relative to the overall density.
Whatever the method, testing with respect to a local
density raises the difficult question of how large the area
used for density estimation should be. For instance, if
local density is to be estimated in circles around indi-
vidual points, so as to complement the approach of Getis
& Franklin (1987), how large should their radii be?
There is no easy answer to this question. Furthermore, it
would be difficult to go from local results to a global
test, since results obtained from intersecting circles would
obviously not be independent.

A regular partition of space into quadrats is a rel-
evant basis for studying an inhomogeneous point pat-
tern, seeing that an adequate quadrat size can be deter-
mined. Characterizing the departure from CSR via a p-
value extends to maps of points what is referred to with
digital images as a ‘textural transform’ (Haralick 1979),
namely the production of a new image containing infor-
mation on patterns within its resolution cells (quadrats).
Maps of p-values are amenable to subsequent analyses,
investigating the spatial distribution of p-values (e.g.
computation of the variogram) or comparing such a dis-
tribution with spatialized covariates, that may relate to
either environmental conditions (e.g. soil characteristics)
or to vegetation (e.g. local density). Frequency distribu-
tion of p-values can be used, not only to test the null
hypothesis of an IPP, but also to compare two maps of
points (e.g. two species, or a species in two distinct plots)
for which the same quadrat size is deemed acceptable.

A final element is that the approach via a local test
can be based on several spatial statistics and several
maps of p-values can be obtained from the same map of
points. Since distinct statistics do not look exactly at the
same aspect of a given pattern, the results may be often
complementary yet sometimes redundant (see our field
examples). From a broader perspective, it can be said
that, due to the complexity of plant spatial distributions,
a single approach cannot detect all relevant features
present in a large set of field data (as underlined by
Diggle 1983). There are several methods that are very
efficient at characterizing large structures present in a
point pattern, such as clumps or gaps (Couteron 2001;
Dale & Powell 2001), but that tells us little about the
relationship between neighbouring points. Ripley’s K-
or L-functions are often informative regarding both
aspects and, in spite of some limitations (Dale 1999:
216), deserve their widespread use. However, it should
be kept in mind that results obtained for small reference
distances may be biased due to structures present at
larger scales. Only a local approach can ensure that
spatial relationships between neighbouring plants are
thoroughly described, quantified and characterized.
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Additive apportioning of species diversity: towards more sophisticated
models and analyses
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As a follow-up to the recent interest in simple additive models for
diversity partitioning, we have used the analogy with ANOVA
models to propose a consistent framework that allows both
(i) apportioning the amount of regional diversity into
environmentally and/or geographically-related components
(ii) detecting individual species’ habitat preferences using
permutation tests. We addressed geographical aspects by
relating diversity partition to dissimilarity measurements. An
illustration based on an inventory of trees in a tropical rain forest
of French Guiana is provided.

In their recent review, Veech et al. (2002) listed some

papers that explicitly referred to Allan’s (1975) and

Lande’s (1996) additive models that apportion species

diversity, assessed from a pooled set of samples, into

within and among samples components (i.e. alpha

vs beta diversity). The topic may be, however, of great

concern for a wider community of ecologists who express

a common interest in either: (i) quantifying the amount

of regional diversity that may be accounted for

via environmentally and/or spatially related components

(Condit et al. 2002, Duivenvoorden et al. 2002);

(ii) detecting distributions of individual species that

are biased in favour of particular habitats or geographi-

cal areas (Clark et al. 1999, Harms et al. 2001). Although

these two aspects have been mostly treated through

distinct quantitative approaches, they are, nevertheless,

strongly connected, and we shall aim in the

sequel to demonstrate how more complete models of

diversity partitioning may help to address both topics

within a consistent framework. As diversity indices

are nothing but particular expressions of the overall

concept of variance, it is clear that the objective

of diversity apportionment could greatly benefit from

the considerable attention that historically has been paid

to analyses of variance. Our aim here is thus

to present a nested scheme of diversity partitioning,

that generalises the simple additive framework proposed

by Lande (1996) and Veech et al. (2002), while also

allowing investigations into species/environment rela-

tionships.

Total diversity as a function of species’ variances

Let us suppose that a given region has been sampled

via many sampling units (e.g. plots or traps) within

which N individual organisms (e.g. trees) have been

enumerated and identified with respect to a consistent

level of taxonomic resolution (usually species). Let

Xi(k) be a binary random variable indicating whether

an arbitrary individual k belongs to the particular

species i. Provided that the total number of individuals

in the region is sufficiently large with respect to

the number of sampled individuals, Xi has an expecta-

tion of pi� and a variance of SV(i)�/pi�(1�/pi�),

where pi� denotes the relative frequency (i.e. ni�/N) of

species, i.

Total diversity of the region can be expressed in a

very general way as a function of the species’ variances,

SV(i):

TD�
X

i

wi[pi�(1�pi�)] (1)

where wi is a weighting function, that expresses

the weight we want to give to species i in the overall

quantification of regional diversity. Taking wi as

constant and equal to one, whatever the species,

obviously means that diversity is quantified via the

Simpson�/Gini index, while taking wi�1=pi� or wi�
log(1=pi�)=(1�pi�) means equating TD with species

richness (minus one) or with the Shannon index,

respectively (Pélissier et al. 2003). As noted by Patil

and Taillie (1982), it is clear that the sensibility to

rare species of the diversity assessment is maximal when

using the richness and minimal with the Simpson�/Gini

index. Furthermore, as long as diversity quantification

relies on those three very popular indices, any partition
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of species variance, SV(i), can be easily translated into a

partition of total diversity via an appropriate choice of

wi.

Partitioning species’ variance

We shall now further suppose that the whole set of plots

can be unequivocally partitioned with respect to a

categorical variable, J, of which classes are denoted by

the subscript j relating, for instance, to ecological factors

(e.g. soil types) or to distinct ecological communities.

Using a standard result (Saporta 1990 p. 68), we can

express the marginal variance SV(i) as the sum of the

expected value of the conditional variance and of the

variance of the conditional means, namely:

SV(i)�Vark(Xi)�Ej(Vark(XijJ�j))

�Varj(Ek(XijJ� j)) (2)

Subscripts denote on which hierarchical level expecta-

tions and variances are computed (k�/individual,

j�/ecological class). Eq. 2 can be further specified as

(proof in Appendix):

SVac(i)�Varj(Ek(XijJ� j))

�
X

j

p�j(pij=p�j�pi�)2 (2a)

and

SVwc(i)�Ej(Vark(XijJ�j))�
X

j

pij(1�pij=p�j) (2b)

Here pij denotes the relative frequency (nij/N) of

individuals that are both belonging to species i and

sampled in the ecological class j, while p�j stands for the

relative frequency of individuals sampled in class j. We

provide here a justification of the results given by Lande

(1996) for diversity partitioning into within- and among-

classes portions, Dwc and Dac (i.e. alpha vs beta

diversity), which can be directly computed from SVwc(i)

and SVac(i), respectively.

Testing the value reached by SVac(i) against values

found under a null hypothesis of a random distribution

of species across ecological classes, would obviously be

relevant to assess whether the distribution of species i is

biased with respect to ecological classes. From this

standpoint, SVac(i) is not unrelated to the ‘‘weighted

preference index (WPI)’’ introduced by Clark et al.

(1999), though the WPI cannot be integrated in a

consistent partition of diversity. To SVac(i) values, a

Monte-Carlo approach with a complete randomization

of individuals (trees) across ecological classes may be

thought of. But, as soon as individuals are sampled via

field plots (or traps), and this is likely to be so in most

studies aimed at assessing diversity, total randomization

is to be questioned since individuals found in a given plot

are not statistically independent from each other. As a

consequence, an adequate test for SVac(i) (or for any

related index) demands an explicit consideration of the

underlying sampling design.

Taking the sampling design into account

Ecological classes, indexed by j, being defined as

mutually exclusive sets of plots, we shall consider a

further partition of the within classes variance, SVwc(i),

into among plots and within plots portions (denoted P(i)

and R(i), respectively). This is done by applying, once

again, the formula for variance decomposition with

respect to the categorical variable, Q, that indicates the

plot. Namely:

Vark� j(XijJ�j)�Eq� j(Vark�q((XijJ� j)jQ�q))

�Varq� j(Ek �q((XijJ�j)jQ�q)) (3)

Subsequent manipulations lead (Appendix) to an explicit

expression for P(i), i.e. the portion of species variance

attributable to plots, once ecological classes have been

taken into account:

P(i)�Ej(Varq� j(Ek �q((XijJ� j)jQ�q)))

�
X

j

p�j

X
q� j

p�q

p�j

(piq=p�q�pij=p�j)
2 (3a)

Here piq is the relative frequency (niq/N) of individuals

belonging to species i and sampled in plot q, and p�q is

the relative frequency (n�q/N) of individuals in plot q.

The residual portion, R(i), which is the within plots

variance is defined as (Appendix):

R(i)�Ej(Eq � j(Vark�q((XijJ�j)jQ�q)))

�
X

j

X
q � j

piq(1�piq=p�q) (3b)

And the complete decomposition of both species

variance and total diversity can be written as:

SV(i)�SVac(i)�P(i)�R(i)

TD�Dac�P�R

As for a two-level nested ANOVA (Sokal and Rohlf

1995), tests based on SVac(i) and P(i) are informative on

potential biases in species distributions with respect to

ecological classes and to plots within ecological classes,

respectively. In analogy with nested ANOVA (Sokal and

Rohlf 1995 p. 272), these values should be transformed

into pseudo-F ratios taking into account the appropriate

degrees of freedom (Table 1). Monte-Carlo testing of

SVac(i) is to be carried out via a randomization of plots

across ecological classes, while for P(i), the randomiza-

tion of individuals across plots is to be carried out in

each ecological class (Anderson and Ter Braak 2003).

Such tests may also concern the break-down of total

diversity (Eq. 1), once the choice of a weighting function

(wi) and, thus, of a diversity index, has been made.
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Nevertheless, we are fully aware that randomization of

plots across ecological classes is not a fully satisfactory

null model, due to potential biases induced by spatial

autocorrelation in species’ abundance. Alternative null

models (Roxburgh and Matsuki 1999) are available and

may be useful. In this paper, we shall, however, introduce

another aspect which is the direct study of spatial

patterns of diversity.

Dissimilarity between plots: investigating spatial

patterns of diversity

Dissimilarity/similarity coefficients, especially Jaccard’s

or Sorensen’s, have been widely used to quantify beta

diversity (Condit et al. 2002, Ruokolainen et al. 2002),

but as most other popular coefficients, they cannot be

integrated within the framework of an additive partition-

ing of total diversity. On the other hand, considering the

quantity

Dqq?(i)�(piq=p�q�piq?=p�q?)
2 (4)

which measures the contrast between plots q and q?
relative to species i, opens up the way to various

consistent apportionments of both dissimilarity and

beta diversity.

First, we can note that, when considering all species,

the quantity

Dqq?�
X

j

wiDqq?(i) (5)

can be a dissimilarity coefficient in the sense of Rao’s

(1982) very comprehensive theory about diversity/dis-

similarity. We may compute Dqq? for any couple of plots,

q and q?, or for couples of plots belonging to a given

ecological class.

Second, given now that any variance (i.e. a weighted

sum of departures around the mean) can be expressed as

a weighted sum of differences between pairs of observa-

tions (Appendix), it is possible to rewrite P(i) (defined by

Eq. 3a), as:

P(i)�
X

j

1

2p�j

X
q� j

X
q? � j

p�qp�q?Dqq?(i) (6)

or for all species

P�
X

j

1

2p�j

X
q� j

X
q? � j

p�qp�q?Dqq? (7)

These formulations of P(i) and P (Eq. 6, 7) can be used

to further partition the diversity within ecological classes

with respect to distances between plots, thereby provid-

ing a consistent apportionment of regional diversity

into spatial (or geographical) versus environmental

components (as attempted by Duivenvoorden et al.

2002 from the variability of Steinhaus’ similarity

coefficient).

For instance, defining a set of mutually exclusive

distance classes, Hh, allows us to rewrite P(i) as:

P(i)�
X

j

1

2p�j

X
h

X
d(q;q?) �h

q;q?� j

p�qp�q?Dqq?(i) (8)

P(i) is fundamentally an interaction term between

ecological and distance classes, which may be considered

in several ways. One possibility is to apportion P(i) with

respect to different spatial ranges, and to test whether a

particular class of distance accounts for a share of

species variance higher or lower than expected. The null

hypothesis is generated by randomly re-allocating the

floristic composition to the geographical locations of the

plots (Cressie 1993 p. 597), while preserving the relation-

ship between plots and ecological classes as to remain

consistent with a hierarchical model of diversity decom-

position.

In Eq. 8, contributions from successive distance

classes are obviously additive though they cannot be

directly compared, since the distance classes do not

systematically relate to a constant number of couples of

plots and of individuals. A standardisation may never-

theless be obtained by computing an average dissim-

ilarity for each distance class, namely:

D(h)�

X
d(q;q?) �Hh

p�qp�q?Dqq?

2
X

d(q;q?) �Hh p�qp�q? ;

with Hh being a distance class centred around h (9)

D(h) is homologous to the variogram, which is a basic

tool to investigate into spatial patterns displayed by

quantitative variables (Cressie 1993 p. 69). Equation 9

can thus be useful to quantify the changes in species

composition with distance, either within ecological

classes, landscape units or over a biogeographic region.

Illustration from tropical rain forest data

The above principles have been applied to a data-set

originating from a forest inventory covering ca 10 000 ha

of tropical rain forest in French Guiana. Partitioning

floristic diversity of rain forests is particularly challen-

ging at a mesoscale of, say, 1�/103 km2, for which results

are badly missing. The inventory was based on 411

rectangular plots of 0.3 ha each, located at the nodes of a

systematic sampling grid of 400�/500 m. Fiftynine

botanical species were recognised as being reliably

identified by field tree spotters. Ecological classes were

defined on the basis of a synthetic variable (12 cate-

gories) expressing both the topographical situation and
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the water regime (e.g. flooding, seasonal soil saturation)

of the plots (Couteron et al. 2003 for more details

regarding the inventory and the data-set). Several R

routines (R Development Core Team 2004) allowing to

carry out all the computations used in this paper are

freely available from the authors (http://pelissier.free.fr/

Diversity.html).

Diversity partitioning for the three well-known

indices is presented in Table 1. Both pseudo-F ratios

tended to be higher when using Simpson�/Gini than

when using the richness, whilst the Shannon’s index

yielded intermediate values. Whatever the index,

observed values of Dac and P appeared highly significant

in the light of the Monte-Carlo tests, since neither of

them was exceeded by any results of 10 000 randomiza-

tions (PB/1.10�4).

More analytically, we also considered results of the

Monte-Carlo tests for each species (Fig. 1). By a

common standard (PB/0.01), 23 species had a significant

share of their variance attributable to topography

(significant value of SVac(i)), while 28 species displayed

a significant inter-plot variance within ecological classes

(significant value of P(i)). Thirteen species yielded

significant results for both SVac(i) and P(i). For 21

species, values provided by 10 000 randomizations never

exceeded the observed value of P(i) (PB/1.10�4), among

which only six yielded a never-exceeded value for

SVac(i). Distributions of some individual species dis-

played clearer biases with respect to space (inter-plot

variation) than to ecological classes. But pseudo-F

ratios, which integrate the whole set of species, pointed

towards a substantial influence of ecological classes

(Table 1). Hence, both standpoints appear complemen-

tary.

To investigate spatial organisation, we considered

two additional variance components: the ‘‘local’’ var-

iance between ‘‘neighbouring’’ plots and the ‘‘long-

range’’ variance between ‘‘very distant plots’’. Here, we

defined the local variance from distance classes less

than 1 km and the long-range variance from distance

classes more than 5 km. We assessed the level of

statistical significance of both range-related effects by

counting the number of randomization results falling

above or below the observed values. At short range, we

expect a similarity between two randomly chosen

neighbouring plots greater than for two arbitrary plots

(positive spatial dependence) and, thus, an observed

variance smaller than under the null hypothesis. This

should determine a very large number of randomization

results exceeding the observed values. Indeed, we found

eight species displaying a positive spatial dependence at a

local-scale, since their observed local variances were

exceeded more than 9900 times (among 10 000) by

randomization results (PB/0.01). Conversely, we found

only one species displaying a negative spatial depen-

dence, with an observed variance being exceeded no

more than 100 times. On a large scale, there were only

four species having observed variances between

very distant plots significantly higher than expected

(macro-heterogeneity in spatial distribution), and one

Table 1. Diversity partitioning for the 59 species observed in 411 plots in Counami Forest.

Diversity index Total diversity
(TD)

Beta diversity Alpha diversity
(within plots) (R)

Pseudo-F ratio*

Among ecological
classes (Dac)

Among plots
within classes (P)

Dac=(nJ � 1)

P=(nQ � nJ)

P=(nQ � nJ)

R=(N � nQ)

Richness-1 58 0.3632 5.2059 52.4309 2.53 1.68
Shannon 3.1058 0.0354 0.3264 2.744 3.93 2.02
Simpson-Gini 0.8897 0.0129 0.1037 0.7731 4.51 2.27

* nJ, nQ and N are the number of ecological classes (12), the number of plots (411) and the total number of individuals (7189),
respectively.

Fig. 1. Results of Monte-Carlo tests for the 59 species observed
in 411 plots laid out in Counami forest (French Guiana). Each
species (closed circle) is plotted with respect to the numbers N1

and N2 (logarithmic scale) of randomizations (among 10 000)
yielding results exceeding the observed values for SVac(i)
(significance of variance among ecological classes) and P(i)
(significance of variance among plots within ecological classes),
respectively. Note that six species are grouped together at the
origin of the plot since yielding observed values of both SVac(i)
and P(i) that were never exceeded by any result of the
randomizations.
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species for which the converse was observed (PB/0.01 for

both results).

We then considered the evolution of the average

plot dissimilarity, D(h), for distances ranging from 400

m to more than 12 km. We made two distinct analyses

by separating plots relating to bottom-lands, namely

talwegs and foot-slopes (6 ecological classes, 201 plots)

from plots corresponding to uplands, i.e. slopes,

plateaux and hilltops (6 ecological classes, 210 plots).

On Fig. 2, we only displayed the average dissimilarity

based on species richness, although versions relying

on Shannon’s or Simpson�/Gini’s indices were consid-

ered as well. Using richness, the average floristic dissim-

ilarity has a very simple meaning, namely the average

number of species not shared by two arbitrary plots, and

D(h) expresses how this number varies with increasing

distance, h. For upland plots (Fig. 2a), D(h) is signifi-

cantly lower than expected for hB/4 km and significantly

higher for distances above 7 km (confidence envelopes

were constructed via 300 randomizations of the

plots’ floristic composition throughout geographic loca-

tions). In the Counami forest, there is a strong floristic

macro-structure that has been explicitly mapped

from ordination results (Couteron et al. 2003). Interest-

ingly, such a structure was strongly attenuated for plots

from bottom-lands, a situation in which floristic

dissimilarity did not substantially depart from

expectation but for very short distances (hB/500 m;

Fig. 2b).

Conclusion

Ecological studies searching for determinants of

species diversity should benefit from analytical methods

based on variance decomposition, which is a well-

established statistical standard. Seeing species richness,

Shannon and Simpson�/Gini indexes as functions

of species’ variances �/ Eq. 1 �/ is relevant, not only

to bridge the gap between diversity assessment and

ordination methods (Pélissier et al. 2003), but also to

apportion diversity using the rich and flexible framework

of ANOVA, and also ANCOVA, models (Sokal and

Rohlf 1995) for which permutation-based tests of

statistical significance are available (Anderson and Ter

Braak 2003). The link with usual methods for studying

spatial variation (e.g. the variogram), is also worth

noting. Such methods and models are indeed appro-

priate candidates to explicitly consider the particular

features of different sampling designs, either simple or

nested, with varying numbers of classification levels,

factors and covariables,
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Appendix

1) Proof for Eq. 2a and 2b: decomposition of species

variance with respect to environmental classes

We start from the formula for marginal variance

decomposition (Eq. 2) with addition of subscripts

mentioning at which level of the hierarchy expectation

or variance are computed (k�/individuals, j�/environ-

mental classes). For instance, Ej(:::) denotes an expecta-

tion computed over all environmental classes, while

Vark � j(:::) stands for variance computation over all

individuals within an environmental class.

SV(i)�Vark(Xi)�Ej(Vark� j(XijJ))�Varj(Ek � j
(XijJ))

Note that J�/j is omitted for simplicity.

� Variance of expectations:

Noting that:

Varj(Ek� j(XijJ))�Ej[[Ek� j(XijJ)�Ej(Ek � j(XijJ))]2]

while

Ej(Ek� j(XijJ))�Ek(Xi)�pi�

and

Ek� j(XijJ))�pij=p�j

leads to

SVac(i)�Varj(Ek� j(XijJ))

�
X

j

p�j(pij=p�j�pi�)2
i:e: Eq: 2a

� Expectation of variances:

Vark� j(XijJ)�
pij

p�j

�
1�

pij

p�j

�
and thus:

SVwc(i)�Ej(Vark � j(XijJ))�
X

j

p�j

pij

p�j

�
1�

pij

p�j

�

�
X

j

pij

�
1�

pij

p�j

�
i:e: Eq: 2b

2) Proof for Eq. 3a and 3b: decomposition with respect to

plots after the partialling out of environmental classes

We now consider the partitioning introduced in Eq. 3,

namely:

Vark� j(XijJ)�Eq � j(Vark �q((XijJ)jQ))

�Varq� j(Ek �q((XijJ)jQ))

(dropping J�/j and Q�/q for the sake of simplicity;

subscript q means taking expectation or variance over

the plots).

Environmental classes are defined as mutually exclu-

sive sets of plots, which means (Q�q)ƒ(J� j) whatever

the plot q considered in an arbitrary class j.

Ek �q((XijJ)jQ)�Prob((XiSJ)SQ)=Prob(Q)

�Prob(XiSQ)=Prob(Q)�Ek �q(XijQ)�piq=p�q

and in a similar way: Vark�q((XijJ)jQ)�Vark�q(XijQ)
� Variance of expectations:

Varq� j(Ek �q(XijQ))

�Eq � j[[Ek �q(XijQ)�Eq� j(Ek �q(XijQ))]2]

�Eq � j[[Ek �q(XijQ)�Ek� j(XijJ)]2]

�
X
q � j

p�q

p�j

[pij=p�q�pij=p�j]
2

Consequently:

P(i)�Ej(Varq� j(Ek �q(XijQ)))

�
X

j

p�j

X
q� j

p�q

p�j

[piq=p�q�pij=p�j]
2

i:e: Eq: 3a

� Expectation of variances:

Vark�q(XijQ)�
piq

p�q

�
1�

piq

p�q

�

Eq � j(Vark �q(XijQ))�
X
q � j

p�q

p�j

piq

p�q

�
1�

piq

p�q

�
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R(i)�Ej(Eq � j(Vark �q(XijQ)))

�
X

j

p�j

X
q � j

piq

p�j

�
1�

piq

p�q

�
i:e: Eq: 3b

with SVwc(i)�/P(i)�/R(i)

3) Proof for Eq. 6: expressing the ‘‘among-plots within-

classes’’ variance on the basis of the expectation of the

squared inter-plot difference

Let us consider the quantity:

A�
1

2
E

q� j

q?� j

([Ek�q(XijQ)�Ek �q?(XijQ?)]2)

�
1

2

X
q � j

X
q? � j

p�q

p�j

p�q?

p�j

(piq=p�q�piq?=p�q?)
2

A�
1

2
E

q� j

q?� j

[(Ek�q(XijQ))2�Ek �q?(XijQ?)2

�2Ek�q(XijQ)Ek �q?(XijQ?)]

We can first note that:

E
q� j

q?� j

(Ek�q(XijQ)2)�E
q � j

q?� j

(Ek �q?(XijQ?)2)

�Eq � j(Ek�q(XijQ)2)

and that:

E
q � j

q? � j

(Ek�q(XijQ)Ek �q?(XijQ?))

�Eq � j(Ek�q(XijQ)Eq?� j(Ek �q?(XijQ?)))

�Eq � j(Ek�q(XijQ)Ek � j(XijJ))�Ek � j(XijJ)2

Thus:

A�
1

2
[2Eq � j(Ek�q(XijQ)2)�2Ek � j(XijJ)2]

�Varq � j(Ek�q(XijQ))

As a consequence:

P(i)�Ej(Varq� j(Ek �q(XijQ)))�Ej(A)

�
X

j

p�j

1

2

X
q � j

X
q? � j

p�q

p�j

p�q0

p�j

� (piq=p�q�piq?=p�q?)
2

i:e: Eq: 6
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Abstract. Multi-scale ordination (MSO) deals with potential scale dependence in spe-
cies assemblages by studying how results from multivariate ordination may be different at
different spatial scales. MSO methods were initially based on two-term local covariances
between species and, therefore, required sampling designs composed of adjacent quadrats.
A variogram-based MSO, recently introduced by H. H. Wagner, is applicable to very diverse
sampling designs and for use with principal-components analysis, correspondence analysis,
and derived ‘‘two-table’’ (also called ‘‘direct’’) ordination methods, i.e., redundancy anal-
ysis and canonical correspondence analysis.

In this paper we put forward an enlarged framework for variogram-based MSO that
relies on a generalized definition of inter-species covariance and on matrix expression of
spatial contiguity between sampling units. This enables us to provide distance-explicit
decompositions of variances and covariances (in their generalized meaning) that are con-
sistent with many ordination methods in both their single- and two-table versions. A spatially
explicit apportioning of diversity indices is proposed for some particular definitions of
variance. Referring to two-table ordination methods allowed the multi-scale study of re-
sidual spatial patterns after factoring out available environmental variables. Some aspects
of the approach are briefly illustrated with vegetation data from a Neotropical rain forest
in French Guiana.

Key words: canonical correspondence analysis; diversity apportioning; multi-scale ordination;
multivariate geostatistics; spatial contiguity; species assemblages; tropical rainforest; variogram.

INTRODUCTION

Determining to what extent multi-species patterns of
association may be different on different spatial scales
is obviously a central issue in ecology (Levin 1992).
The concern to integrate space in numerical studies of
inter-species association has led to the development of
a method of multi-scale ordination (MSO; Ver Hoef
and Glenn-Lewin 1989). This requires data from con-
tinuous sampling designs (e.g., belt transects) since it
is based on the computation of two-term local covari-
ances between species (Greig-Smith 1983). In two re-
cent papers, Wagner (2003, 2004) proposed a new
method for MSO based on the variogram (Wackernagel
1998), thereby allowing the use of data collected by
means of very diverse sampling designs. This insightful
approach was proposed for two usual ordination meth-
ods, i.e., principal-components analysis (PCA) and cor-
respondence analysis (CA). Extension to ‘‘direct’’ or-
dination methods (Legendre and Legendre 1998), using

Manuscript received 17 December 2003; revised 23 July 2004;
accepted 6 September 2004; final version received 22 October
2004. Corresponding Editor: G. M. Henebry.

3 Present address: French Institute of Pondicherry, 11 Saint
Louis Street, Pondicherry 605001, India.
E-mail: Pierre.couteron@ifpindia.org

two data tables, such as redundancy analysis (RDA,
relating to PCA) and canonical correspondence anal-
ysis (CCA, relating to CA) was also proposed by Wag-
ner (2004).

This most recent contribution is a considerable step
forward since CA is generally preferred to PCA for the
study of inter-species associations. CA is a very pop-
ular and powerful method that positions species and
sites along common ordination axes, by applying the
same centering and weighting options to rows and col-
umns of the site by species table. However, in spite of
several attractive properties, there is no reason to con-
sider CA as being automatically the most appropriate
ordination method whatever the characteristics of the
data and the aim of the study (Gimaret-Carpentier et
al. 1998). Several alternatives to CA, with distinct
properties, can be defined by changing weighting op-
tions for either sites or species. For instance, Pélissier
et al. (2003) demonstrated that changing species
weighting, i.e., placing varying degrees of emphasis
on scarce species, could be used to define three ordi-
nation methods (including CA) and that each was con-
sistent with one classical diversity index (richness,
Shannon’s, Simpson’s). On the other hand, Dolédec et
al. (2000) used a uniform weighting of sites to derive
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an alternative to CCA with interesting properties for
the separation of species niches. Hence, it would be
preferable for ecologists to become aware of the po-
tential adaptability of both single- and two-table meth-
ods of ordination to their specific aims and to the char-
acteristics of their data. Such adaptability should also
encompass the emerging field of spatially explicit or-
dinations.

Our work here was triggered by the pioneering work
conducted by Wagner (2003, 2004) but aims to define
a broader framework for variogram-based multi-scale
ordinations. We demonstrate that it is possible to par-
tition by distance the results of very diverse ordination
methods, as defined by re-scaling and weighting op-
tions for the rows and columns of the data tables. To
do so, we introduce a generalized definition of co-
variance between species that encompasses several or-
dination methods while being amenable to scale-ex-
plicit decompositions. We also highlight the link with
the additive decomposition of common diversity in-
dices (Pélissier et al. 2003, Couteron and Pélissier
2004) and refer to methods of two-table ‘‘direct’’ or-
dination to carry out the explicit analysis of residual
spatial patterns after factoring out some environmental
variables. This aspect is then emphasized in a brief
illustration based on vegetation data from a neotropical
rainforest. In this report, we have chosen to keep math-
ematical developments to a minimum while providing
a complete treatment in matrix form in an appendix.
To accomplish the multi-scale ordinations, computer
programs have been developed for Matlab or R (Ihaka
and Gentleman 1996) (ade4 package, available on-
line).4

A GENERALIZED DEFINITION OF COVARIANCE

Data tables containing counts of individual organ-
isms by sampling sites (say ‘‘quadrats’’) and taxa (usu-
ally species) are both a central and general feature of
ecological studies. Let us consider such a table, based
on N sampled individuals, for which fai is the total
number of individuals belonging to species i (1 , i ,
S) that were counted in quadrat a (1 , a , Q). Let pai

be the corresponding relative frequency (pai 5 fai /N)
while pa1 and p1i are the relative frequencies for quadrat
a and species i, respectively. We have introduced our
topic with explicit reference to counted individuals,
though the above parameters remain meaningful as
long as fai is a nonnegative value (biomass measure-
ments, semi-quantitative indices of abundance, pres-
ence/absence, . . . ) expressing the abundance of spe-
cies i in quadrat a.

Ordination methods such as correspondence analysis
(CA) and various versions of Principal-components
analysis (PCA; ter Braak 1983) are the usual tools em-
ployed to analyze quadrats by species tables. Central
to all these methods is the application of singular values

4 ^http://pbil.univ-lyon1.fr/CRAN/&

decomposition (SVD), also called ‘‘eigenanalysis,’’ to
a square S-by-S matrix, which is the usual variance–
covariance matrix, C, for the species-centered (non-
standardized) PCA and which is another matrix Q2 in
the case of CA (see Legendre and Legendre [1998:453]
and Wagner [2004] for details). In Q2, terms on the
diagonal are homologous to variances and are propor-
tional to the portions of the total chi square of the data
table (Legendre and Legendre 1998:452) that are at-
tached to each of the S species. Off-diagonal terms are
homologous to the usual pairwise covariances and mea-
sure to what extent two arbitrary species may conjoint-
ly depart from expected abundance values.

We can see matrices C and Q2 as nothing more than
special cases of a square matrix GT 5 [gij]1#i#S,1#j#S

based on an appropriate generalization of the notions
of species variance (diagonal values) and covariance
(off-diagonal values). This generalized measure of co-
variance is, for two arbitrary species i and j,

Q Q1
g 5 (x 2 x )Ïw w (x 2 x )d d (1)O Oi j ai bi i j aj bj a b2 a51 b51

with variance being a special case where i 5 j.
Here, wi weights the influence of species i, while da

and db are the weights given to quadrats a and b, re-
spectively; xai denotes any measure of abundance of
species i in quadrat a that can be derived from the initial
value fai via re-scaling options (Table 1).

The choice of weighting options is a central yet of-
ten-overlooked question when using multivariate tech-
niques, since weighting along with re-scaling and cen-
tering defines the nature of the distance between quad-
rats and, for some methods, also between species.
Moreover, the choice of weighting options relates to
very practical questions concerning, for instance, the
influence that it seems meaningful to confer to a par-
ticular species in the definition of a multi-specific as-
semblage, or to a given quadrat in the investigation of
an ecological gradient. Addressing such questions
means that the biogeographic context must be taken
into account (e.g., Are there many scarce species? How
abundant are the most frequent species?) along with
the sampling design (Does it give a fair estimate of
species abundance in a region?) and, for two-table
methods, the nature of the ecological gradients under
study (Are there strong limiting factors or threshold
effects?). More detailed discussions on the consequenc-
es of weighting can be found in Dolédec et al. (2000;
regarding quadrats in direct gradient analysis) and in
Pélissier et al. (2003; regarding species).

Combining re-scaling and weighting options opens
up a wide selection of ordination methods and asso-
ciated properties. Some examples, based on published
methods, are presented in Table 1, but other possibil-
ities are obviously imaginable. The presentation of
classical ordination methods in terms of weighting of
rows and columns was introduced by Escoufier (1987)
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TABLE 1. Definition of some ordination methods from re-scaling and weighting options.

Re-scaling
options

Weighting
options for
quadrats, da

Weighting options
for species, wi

Corresponding ordination
method

Link with
diversity indices

(I) x 5 pai ai

1
d 5a Q

w 5 1i species-centered principal-compo-
nents, analysis, PCA†

(II)
paix 5ai ÏVi

1
d 5a Q

w 5 1i PCA on the species correlation
matrix†

I 5 S (richness)N

(III)
paix 5ai pa1

1
d 5a Q

w 5 1i species-centered PCA on propor-
tions (ter Braak 1983)

I 5 Simpson–GiniN

(IV)
paix 5ai pa1

d 5 pa a1

1
w 5i p1i

correspondence analysis, CA† D 5 S 2 1 (richness 2 1)

1/p1iw 5 logi 1 21 2 p1i

Pélissier et al. (2003) D 5 Shannon

w 5 1i nonsymmetric correspondence anal-
ysis, NSCA (Gimaret-Carpentier
et al. 1998)

D 5 Simpson–Gini

Notes: The definition relates to a Q quadrats 3 S species table for which pai notes the relative frequency of individuals
sampled in quadrat a and belonging to species i, while pa1 and p1i are the relative frequencies of quadrats and species,
respectively. Vi is the variance of species i, i.e., Vi 5 (1/Q)Sa ( pai 2 p1i)2, and xai is the value of the re-scaled table for
computation of the generalized covariance (see Eq. 1 in the main text). D is the total diversity (D 5 Si wi[ p1i(1 2 p1i)])
while IN is the total ‘‘inertia’’ of the ordination method defined by xai, da, and wi (trace of the generalized variance–covariance
matrix, GT).

† Legendre and Legendre (1998).

and was used by Sabatier et al. (1989) and Dolédec et
al. (2000) for several single- and two-table methods
(including CA, CCA [canonical correspondence anal-
ysis] and classical versions of PCA and RDA [redun-
dancy analysis]). Pélissier et al. (2003) used this pre-
sentation to compare the properties of the three meth-
ods corresponding to option IV in Table 1, and to in-
vestigate their relationship with diversity measures. All
these authors based their presentation of the methods
on a species-centered version of the data table con-
taining differences between individual observations,
xai, and the da-weighted mean value, x̄i, found for each
species. Alternatively, in Eq. 1, we use all pairwise
differences between observations to compute variance
and covariance. The equivalence of the two approaches
is explained in the Appendix (see Eq. A.5 to Eq. A.10).

GENERALIZED SPATIAL COVARIANCE

From Eq. 1, the contribution made by a given pair
(a,b) of quadrats to the covariance between two species
can be expressed as

1
g (a, b) 5 (x 2 x )Ïw w (x 2 x )d d . (2)i j ai bi i j aj bj a b2

This translates easily into a generalized version of
cross-variograms (i ± j) and variograms (i 5 j), namely,

1
g (h) 5 g (a, b) (3)OG i jij K(h) a,b zh øhab

where h is the central value of a given distance class,

and where K(h) is a scaling coefficient, such as the
following:

K(h) 5 d d . (4)O a b
a,b zh øhab

Considering all species together leads to a general-
ized variogram of species composition (‘‘generalized’’
since potentially relating to several ordination methods
and distance metrics):

g (h) 5 g (h). (5)OG Gii
i

Eq. 4 is a crucial point since K(h) standardizes gG(h)
in such a manner as to equate its expected value (sill)
with the total variance of the ordination method defined
by weighting options. This is completely different from
computing the usual experimental variogram from or-
dination scores, except for the special case of uniform
quadrat weights (as in Wagner [2003]) where K(h) is
proportional to the number, nh, of pairs of quadrats
relating to distance class h. Conversely, if quadrat
weights are not uniform, scaling by K(h) is the only
manner to ensure that, whatever the distance class, the
expected value of gG(h) is the total variance (‘‘inertia’’)
attached to matrix GT and computed from the sum of
its diagonal elements. Note that such a property is not
guaranteed by the manner in which Wagner (2004) de-
fined her version (denoted as gQ(h) of the CA-related
variogram since the corresponding scaling remains pro-
portional to nh despite the fact that quadrat weights are
not uniform. The scaling by K(h) is of particular in-
terest if weightings of both species and quadrats are
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chosen so as to relate to a diversity measurement (op-
tion IV in Table 1). In this case, the trace of GT is the
diversity among quadrats (Couteron and Pélissier
2004), which means that gG(h) measures the average
beta diversity between pairs of quadrats corresponding
to distance class h. Equivalently,

VAR(a, b) 5 g (a, b) (6)O i i
i

quantifies the contribution made by a given couple (a,b)
of quadrats to beta diversity. Some classical dissimi-
larity indices, such as Jaccard’s or Sorensen’s (Legen-
dre and Legendre 1998:256) are often used to quantify
beta diversity, though these have no direct connection
with either geostatiscal tools or ordination methods.
Conversely, Eqs. 2 and 6 provide a family of dissim-
ilarity indices some of which relate directly to both.

VARIOGRAMS AND CROSS-VARIOGRAMS

OF ORDINATION AXES

Regardless of the reference ordination method cho-
sen, a generalized variance–covariance matrix, Gh, is
computed for each distance class h. To ensure efficient
computations by any matrix-oriented programming
language, as we did with Matlab and R (Ihaka and
Gentleman 1996), we introduced a matrix formulation
of the method. It is based on a contiguity relationship
(Thioulouse et al. 1995) consistent with the variogram,
which considers two quadrats as ‘‘neighbors at scale
h’’ if the distance between them is within the bounds
of the class centered around h (see Appendix). Assum-
ing that distance classes include all pairs of quadrats
while being mutually exclusive, we demonstrated (see
Appendix, Eq. A.13) that the matrices Gh sum to GT,
whatever the initial choice of the reference ordination
method by weighting options.

The eigenvectors and eigenvalues originating from
the singular values decomposition (SVD) of GT can be
partitioned with respect to distance classes (Appendix),
as a generalization of the fundamental principle intro-
duced by Ver Hoef and Glenn-Lewin (1989). But the
complete variance–covariance matrix, Fh, between ei-
genvectors can also be obtained (Appendix, Eq. A.17).
Considering off-diagonal elements of Fh, namely co-
variances at scale h between eigenvectors, is a new
perspective in multi-scale ordination (MSO) that can
be used to investigate the potential existence of a scale-
dependent covariance between distinct ordination axes.
This question, though ignored by most papers devoted
to MSO, is closely related to the initial concern of Noy-
Meir and Anderson (1971), namely, that ordination re-
sults may substantially vary with spatial scales. This
would mean, for example, that species displaying the
most prominent variations of abundance may not be
the same depending on the average distance between
the quadrats, or that distinct species assemblages may
be found for different distance classes. How can we
test whether this is the case or not? One way would be

to carry out an ordination for each of the Gh matrices
and compare the results, but this is likely to be cum-
bersome while objective criteria for the comparison are
not straightforward to define. We propose a more ef-
ficient approach by constructing cross-variograms of
eigenvectors from the off-diagonal values of Fh matri-
ces after appropriate scaling by K(h). All these cross-
variograms have an expectation of zero, since the ei-
genvectors of GT are globally uncorrelated, but some
may have significant departures from this expectation
on particular scales. (Of course, only the cross-vario-
grams for the most prominent eigenvectors are to be
analyzed.) If this is the case, it is possible to know at
which scales it may be worthwhile carrying out specific
ordination analyses via the SVD of the corresponding
Gh matrices.

TAKING ENVIRONMENTAL HETEROGENEITY

INTO ACCOUNT

If the species-by-quadrats table is accompanied by
environmental variables assessed at the quadrat scale,
it is advantageous to factor out the influence of such
variables prior to analyzing the residual spatial patterns
of species composition. Technically, this verifies
whether some basic assumptions, such as ‘‘intrinsic’’
stationarity (used to interpret the empirical variogram),
or independence of residuals (assumed to fit a linear
model of species–environment relationship), are met
by the data (see Wagner [2004] for an extensive dis-
cussion). In terms of ecological interpretation, it is ju-
dicious to see residual spatial patterns of community
composition as predominantly shaped by biotic pro-
cesses, such as species dissemination or species inter-
actions (Wagner 2004) and as potentially informative
on the scale at which such processes may operate.

Any two-table ‘‘direct’’ ordination starts from the
decomposition of the quadrats-by-species table, X, into
an approximated table A, modeled from environmental
variables by a weighted linear regression and a residual
table R. Such a decomposition may be carried out in
a manner consistent with a two-table version of any of
the ordination methods mentioned in Table 1 (Sabatier
et al. 1989, Pélissier et al. 2003) when the linear re-
gression uses the quadrat weights defining the ordi-
nation. (For instance, defining table X along with spe-
cies and quadrat weights so as to make them consistent
with CA means that an ordination on A would be a
CCA.) To study residual spatial patterns, it is possible
to break down GR, i.e., the variance–covariance matrix
computed from R, into additive variance–covariance
matrices, GRh, each corresponding to a certain distance
class, and on which a variogram-based multi-scale
analysis can be based (see Appendix).

BRIEF ILLUSTRATION BASED ON TROPICAL

RAIN FOREST DATA

We considered 7189 trees (diameter at breast height
above 10 cm) belonging to 59 species sampled in a
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lowland tropical rain forest of ;10 000 ha in French
Guiana. The sampling design was based on 411 rect-
angular quadrats of 0.3 ha each, located at the nodes
of a 400 3 500 m grid. Environmental information at
the quadrat scale was expressed by a synthetic nominal
variable (12 categories) primarily based on topography
and soil water regime (see Couteron et al. [2003] for
details). Performing correspondence analysis (CA) on
the quadrats-by-species table showed two main floristic
gradients corresponding to the second and third axes
(CA2 and CA3). The first axis (CA1) resulted from the
spurious occurrence of a scarce species (17 trees) in a
particular quadrat, and this illustrates a well-known
drawback of CA. Results of the nonsymmetric corre-
spondence analysis (NSCA) were free from this prob-
lem, while the two main axes, NSCA1 and NSCA2,
correlated strongly with CA3 and CA2 (r 5 0.76 and
r 5 0.84, respectively) despite being defined from dis-
tinct species. For this data set, shifting emphasis from
scarce to abundant species changed the hierarchy be-
tween the ordination axes, but the detection of two main
floristic gradients proved robust with respect to species
weighting. To go beyond these results established by
a previous study (Couteron et al. 2003) we explicitly
considered inter-quadrat distances by applying the gen-
eralized variogram-based multi-scale ordination
(MSO) with CA and NSCA as reference ordination
methods. First, we partitioned the total variance at-
tached to each ordination axis (eigenvalue) among dis-
tance classes. Since diversity-related ordinations were
used (Pélissier et al. 2003), it was the total among-
quadrats diversity (sensu the species richness for CA
or the Simpson-Gini index for NSCA) that was suc-
cessively broken down with respect to main floristic
gradients (eigenvalues) and distance classes.

The floristic gradient defined by CA2 and NSCA2
failed to show any obvious spatial pattern since var-
iograms were found to waver between confidence en-
velopes, and this regardless of the reference ordination
(Fig. 1a and b). The study of residual patterns, after
factoring out the 12 environmental categories (uncon-
strained ordinations on the residual variance–covari-
ance matrix, R) showed significant departures of the
CA-based variogram for distances under 2 km. Such a
change in the variogram stemming from the partialling
out of the environmental variable typifies the complex
interaction that can be expected between the environ-
mental heterogeneity and spatial patterns of species
assemblages. It also illustrates the advantage of study-
ing such an interaction within a unified theoretical
framework of MSO since it enabled us to express in
the same unit all kinds of results derived from a par-
ticular ordination method. This renders variograms of
both initial and residual patterns directly comparable—
a desirable property that could not have been achieved
by the computation of classical variograms from or-
dination scores. The other floristic gradient (defined by
CA3 and NSCA1) showed a strong spatial pattern that

pointed toward non-stationarity (see Wagner [2004] for
a detailed definition) since both initial variograms (Fig.
1c and d) continued to rise up to 8 km without reaching
a sill. The variograms of the homologous axes provided
by CA and NSCA after factoring out the qualitative
environmental categories appeared to be very similar.
This indicated that the observed spatial patterns relat-
ing to this floristic gradient were not determined by the
spatial distribution of the environmental categories.

By separately analyzing spatial patterns of distinct
ordination axes we have implicitly hypothesized the
absence of any scale-dependent relationship between
the ordination axes or, equivalently, the stability across
scales of inter-species covariances (‘‘intrinsic’’ co-
variances sensu Wackernagel [1998]). Such a hypoth-
esis can be easily addressed by computing the cross-
variograms between the ordination axes (from off-di-
agonal elements of matrices Fh, Eq. A.18 in the Ap-
pendix). Only cross-variograms computed from the
residual variance–covariance matrix (R) are shown
(Fig. 1e and f) since homologous cross-variograms
from the initial data table were very similar. No scale
dependence was observed between the two ordination
axes given by NSCA (Fig. 1f) and covariances between
abundant species thus appeared to be stable across
scales. This was not the case when the emphasis was
placed on scarcer species by the use of CA since most
values of the corresponding cross-variogram were out-
side the confidence envelopes (Fig. 1e). Indeed, by di-
agonalizing the pooled variance–covariance matrices
for distances under 4 km vs. distances above 4 km we
obtained two clearly distinct sets of species with high
loadings on the ordination axes (results not shown).
This result exemplified how scale dependence may be
detected by analyzing cross-variograms between or-
dination axes, while also illustrating the influence that
species weighting may have: CA results proved scale
dependent though NSCA results did not.

CONCLUDING REMARKS

In the above illustration we deliberately restricted
ourselves to some particular analyses that can be ob-
tained from the generalized variogram-based multi-
scale ordination (MSO), but other kinds of analyses are
clearly possible. For instance, it may be of interest to
compare the spatial patterns of all individual species
and identify scales at which some patterns may differ
from others. This can be done by analyzing, for in-
stance by PCA, the table containing the generalized
variograms of all species (prior standardization by var-
iances of individual species so as to have all sills equal
to 1 is likely to be preferable [a ‘‘sill’’ is the expected
variance, i.e., the value at which a variogram is ex-
pected to level off]). It may also be of interest to study
the manner in which the distribution of the eigenvalues
changes with scale, by analyzing the table containing
the generalized variogram of the eigenvalues. Any type
of MSO can address these questions, but our unifying
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FIG. 1. Spatial patterns shown by the main ordination axes provided by the application of correspondence analysis (CA)
and nonsymmetric correspondence analysis (NSCA) to vegetation data from the Counami Forest Reserve in French Guiana
(7189 trees of 59 species sampled in 411 quadrats of 0.3 ha each). (a) Generalized variogram (h), for axis CA2 of thegGii

initial table (solid circles) and for the homologous axis from the residual table, after factoring out of 12 environmental
categories (open circles). Dashed lines denote the 95% bilateral envelopes computed from 300 reallocations of the specific
composition to geographical locations (complete randomization for variograms from the initial data table and randomization
within environmental categories for variograms from the residual table). Each dotted line denotes the mean values for
randomizations. (b) Same as panel (a), but for axis NSCA2. (c) Same as panel (a), but for CA3 (confidence envelopes are
omitted for legibility, values within envelopes are marked by a square). (d) Same as panel (a), but for NSCA1. (e) Generalized
cross-variograms, , between the two main CA axes of the residual table. (f) Same as panel (e), but for NSCA.gGii

approach also provides a choice between ordination
methods while offering links with diversity measure-
ment and apportioning. As a consequence, future users
may be able to select the particular ordination method
(either direct or indirect) that best suits their data and
aims.

Furthermore, the presentation of the method in ma-
trix form, with the use of contiguity matrices (Appen-
dix), not only allows for efficient programming, but
also opens up interesting methodological perspectives.

Indeed, two-term local variances and covariances
(TTLV/TTLC) on which the ‘‘classical’’ MSO relies
(Ver Hoef and Glenn-Lewin 1989) have been also for-
mulated using contiguity matrices (Di Bella and Jona-
Lasinio 1996, Ollier et al. 2003). Such a formulation
is obviously a sound basis, not only for a further gen-
eralization of the TTLV/TTLC-based MSO, as per-
formed by us with the variogram-based MSO, but also
for a thorough investigation of the respective properties
of the two approaches.
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APPENDIX

A matrix-algebraic presentation of the concepts and computations is available in ESA’s Electronic Data Archive: Ecological
Archives E086-042-A1.



 

Ecological Archives E086-042-A1   

http://www.esapubs.org/archive/ecol/E086/042/default.htm 
 

Pierre Couteron, and Sébastien Ollier. 2005. A generalized, variogram-based 

framework for multi-scale ordination. Ecology 86:828-834. 

 
Appendix A. Matrix-algebraic presentation of the concepts and computations..  
 

General denotation 

 

Let X be a table expressing a measure of the abundance xai of S species (columns) within Q 

quadrats (rows). xi and xj are two columns of table X, relating to species i and j, respectively. 

Let D be a matrix containing quadrat weights (δa , 1=∑
a

aδ ) on its main diagonal and zeros 

for all off-diagonal values, and let W be a S by S matrix containing the square root of species 

weights ( iw ) on its main diagonal and zeros outside.  (In the main paper, Table 1 gives 

some options for abundance re-scaling and for quadrat and species weighting.) 

 

Contiguity relationships 

 

Let Lh be a Q by Q matrix expressing a contiguity relationship (sensu Lebart 1969) between 

the quadrats. For our variogram-based approach, we consider quadrats a and b as neighbors if 

the distance between the two is within the bounds of the distance class centered around h: 

Lh(a,b)=1  if ha,b≈h  and Lh(a,b)=0 otherwise.      (A.1) 

To introduce quadrat weights into the analysis, we define the matrix Mh and the vector Eh 

such that: 

DDLM hh =    and   Qhh 1ME =         (A.2) 



where 1Q is the vector containing Q values equal to 1. 

Mh contains, for each pair (a,b) of neighboring quadrats at "scale" h, the product δa δb of their 

weights. Eh features, for each quadrat a, the sum of the weights of its neighbors multiplied by 

δa. Let Nh be the Q by Q matrix with Eh on its main diagonal and zeros elsewhere. 

 

We shall assume that distance classes include all pairs of quadrats while being mutually 

exclusive. In such a case, the two following matrices: 

∑=
h

hMMT   and         (A.2b) ∑=
h

hNNT

are such that MT is a Q by Q matrix that containing zeros on the diagonal while all values off 

the diagonal are equal to δa δb; NT is a Q by Q matrix that containing (1-δa)δa values on the 

diagonal and zeros elsewhere. With MT and NT it is as if each quadrat has all other quadrats as 

neighbors. Denoting IQ the Q by Q diagonal identity matrix, we can also write: 

D)D(INT −= Q    and           (A.3) )DI1D(1M t
T QQQ −=

(where the exponent ' t ' is the matrix transpose). Thus: 

D1D1DMN t
TT QQ−=−          (A.4) 

 

Equivalent expressions of the generalized variance-covariance matrix 

 

Let GT be the generalized variance-covariance matrix, irrespective of distance classes, that 

can be directly computed from table X using weighting options for rows and columns defined 

by matrices D and W, respectively. GT contains, for each species couple (i,j), the generalized 

covariances, gij as defined by Eq. 1 and Eq. 2 in the main paper:  

∑=
ba

ijij bagg
,

),(           (A.5) 

Usual algebraic manipulations allow us to re-write Eq. 1 and Eq. A.5 as: 



⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= −∑ jiajai

Q

a
ajiij xxxxwwg δ          (A.6) 

where ix and jx are the D-weighted means of xi and xj, respectively.  

( ia
Q

a
ai xx ∑= δ  or, equivalently, Q

t
iix D1X= ) 

The matrix expression of gij is thus: 

WD1xD1xDxW(x )Q
t

jQ
t

ij
t

iijg −=           (A.7) 

which generalizes into: 

WXDXDXW(XGT )tt −=          (A.8) 

where DX11X t
QQ=  and where [ ]ji

t xx=XDX       (A.9) 

Note that we may also write: 

WXXDXXWGT )()( −−= t          (A.10) 

 

On the other hand, it is important to note that GT can be directly computed as: 

)XWM(NWXG TTT −= t            (A.11) 

Proof of Eq. A.11: 

D)X1D1(DX)XM(NX TT
t

QQ
tt −=−     (using Eq. A.4) 

XDXDXXD)X1D1(DX ttt
QQ

t −=−     (using Eq. A.9) 

Noting that XDXXDX tt = , allows us to write: 

XDXDXX)XM(NX TT
ttt −=−            (A12) 

 

Partition of the generalized variance-covariance matrix among distance classes 

 

The very definition of matrices NT and MT (Eq. A.2b), along with Eq. A.11, enables partition 

of  GT into strictly additive components, Gh, that relate each to a distance class: 



∑ ∑ −==
h h

hhh XWMNWXGG t
T )(          (A.13) 

Gh is the generalized variance-covariance matrix defined for the distance class h by the 

neighboring relationship expressed by the matrices  and . GhN hM h translates easily into 

generalization of Wagner's variogram matrix (2003) by a division of all its values by 

 ∑
≈

=
hhba

ba

ab

hK
,

)( δδ   or             (A.14) QhQhK 1M1 t=)(

Equations A.2, A.13 and A.14 are used for easy programming of the method as well as 

efficient computations via any matrix-oriented programming environment, as we did with 

Matlab® and R (Ihaka and Gentleman 1996):  see the freely available library "msov" on 

http://pbil.univ-lyon1.fr/CRAN/.) 

For a particular species couple i and j we obtain: 

WxMNWx t
jhhiij hg )()( −=                         (A.15) 

Dividing by the scaling factor K(h) gives the value at "scale" h of the generalized version of 

either cross-variogram (i≠j) or variogram (i=j) : 

)(
)(

1)( hg
hK

h ijij =Gγ                         (A.16) 

 

Multi-scale ordination 

 

All the ordination methods mentioned in Table 1 of the main paper are based on the singular 

values decomposition (svd) of the appropriate version of GT to compute eigenvectors, uf, and 

associated eigenvalues, λf. Let Uf be the matrix having all the eigenvectors uf as columns and 

let Λ be the diagonal matrix having the eigenvalues λf on its diagonal. Both eigenvectors and 

eigenvalues of  GT can be partitioned by distance classes:  

fh
t

fh UGUF =  and         (A.17) fh
t

ff h uGu=)(λ

http://pbil.univ-lyon1.fr/CRAN/


Fh is the variance-covariance matrix of the eigenvectors at scale h. Scale-dependent 

variogram/cross-variogram matrices of the eigenvectors are deduced by the appropriate 

scaling (Eq. A.16). Note also that: 

ΛUGUUGUF T ==⎟
⎠

⎞
⎜
⎝

⎛
= ∑∑ f

t
ff

h
h

t
f

h
h       (A.18) 

 

Taking environmental heterogeneity into account 

 

Let us now suppose that a table, Z, containing assessments of P environmental variables for 

the Q quadrats, is available in addition to table of species composition. It is well established 

that the centered by columns table, , may be partitioned into an approximated table,  CX

CC DXZDZ)Z(ZA tt 1−=            (A.19) 

and a residual table,  (Sabatier et al. 1989). AcXR CC −=

In the same manner, it may also have a direct decomposition of the initial table X: 

)XM(NZ)Z)M(NZ(ZA TTTT −−= − tt 1  and AXR −=        (A.20) 

After factoring out the environmental variables, residual spatial patterns may be studied by 

the multi-scale analysis of spatial covariances derived from table R or . The total residual 

variance-covariance matrix, G

CR

RT, is computed as: 

W)RM(NWR)RWM(NWRG CTTCTTRT −=−= tt      (A.21) 

and is broken down with respect to distance classes: 

W)RM(NWR)RWM(NWRG CCR hh
t

hh
t

h −=−=       (A.22) 

The additive partitioning of  GRT with respect to distance classes thus enables an investigation 

of the residual spatial patterns by a multi-scale ordination scheme analogous to that defined 

by Eq. A.17 and Eq. A.18. 
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Summary

1.

 

Predicting stand structure parameters for tropical forests from remotely sensed data
has numerous important applications, such as estimating above-ground biomass and
carbon stocks and providing spatial information for forest mapping and management
planning, as well as detecting potential ecological determinants of  plant species dis-
tributions. As an alternative to direct measurement of physical attributes of the vegetation
and individual tree crown delineation, we present a powerful holistic approach using an
index of canopy texture that can be extracted from either digitized air photographs or
satellite images by means of two-dimensional spectral analysis by Fourier transform.

 

2.

 

We defined an index of canopy texture from the ordination of the Fourier spectra
computed for 3545 1-ha square images of an undisturbed tropical rain forest in French
Guiana. This index expressed a gradient of  coarseness vs. fineness resulting from the
relative importance of small, medium and large spatial frequencies in the Fourier spectra.

 

3.

 

Based on 12 1-ha control plots, the canopy texture index showed highly significant
correlations with tree density (

 

R

 

2

 

 = 0·80), diameter of the tree of mean basal area
(

 

R

 

2

 

 = 0·71), distribution of trees into d.b.h. classes (

 

R

 

2

 

 = 0·64) and mean canopy height
(

 

R

 

2

 

 = 0·57), which allowed us to produce reasonable predictive maps of stand structure
parameters from digital aerial photographs.

 

4.

 

Synthesis and applications

 

. Two-dimensional Fourier analysis is a powerful method
for obtaining quantitative characterization of  canopy texture, with good predictive
ability on stand structure parameters. Forest departments should use routine forest
inventory operations to set up and feed regional databases, featuring both tree diameter
figures and digital canopy images, with the ultimate aims of calibrating robust regres-
sion relationships and deriving predictive maps of stand structure parameters over large
areas of tropical forests. Such maps would be particularly useful for forest classification
and to guide field assessment of tropical forest resources and biodiversity.
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: canopy texture, French Guiana, submetric images, two-dimensional spectral
analysis 
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Introduction

 

Retrieving tropical forest stand structure parameters
from remotely sensed data is of primary importance for
estimating global carbon stocks in above-ground biomass
(Houghton 

 

et al

 

. 2001; Grace 2004) as well as for obtaining
large-scale information required by regional biodiversity
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studies and forest type classification and mapping
(Tuomisto 

 

et al

 

. 1995). Indeed, stand structure parameters
such as tree density, basal area and canopy height not only
allow predictions of forest biomass (Chave 

 

et al

 

. 2003)
but may also provide spatial information on potential
determinants of plant species’ distributions (Couteron

 

et al

 

. 2003), such as the gap-phase regeneration stages
(Riéra, Pélissier & Houllier 1998) and the variations in
substratum conditions and soil fertility (Ashton & Hall
1992; Paget 1999).

Thanks to the various kinds of satellite and airborne
remotely sensed data that are available, for example
Landsat™ (Lu 

 

et al

 

. 2004), SPOT (De Wasseige &
Defourny 2002), Laser Vegetation Imaging Sensor (Drake

 

et al

 

. 2002) and Synthetic Aperture Radar JERS-1 (Santos

 

et al

 

. 2002), predicting stand structure parameters over
large areas with a spatial resolution of a dozen to several
dozen metres may be achievable. It is, however, surprising
that fine spatial resolution techniques capable of detecting
small-scale variation in physical signals have only been
of limited applicability for the study of tropical forest
structure, and therefore of limited use for both ecological
research and operational management/conservation
(Read 2003). In fact, small-footprint laser altimeters have
proven to be of limited efficiency in dense tropical forests
because of inconsistent ground returns (Nelson, Oderwald
& Gregoire 1997; Dubayah & Drake 2000; Drake 

 

et al

 

.
2003; but see Clark, Clark & Roberts 2004). Recent
metric and submetric resolution optical data, such as
IKONOS and QuickBird panchromatic images, have
mostly been used in tropical forests for visual tree crown
delineation (Asner 

 

et al

 

. 2002; Read 

 

et al

 

. 2003; Clark

 

et al

 

. 2004a, 2004b), although Asner & Warner (2003)
used an automatic quantification of shadowing while
Hurtt 

 

et al

 

. (2003) reported preliminary investigations on
automatic crown delineation. However, tropical foresters
have more than half a century of tradition of delineating
and mapping forest types by visual interpretation of
aerial photographs (see Table 1 in Polidori 

 

et al

 

. 2004),
a practice that could easily be extended to modern very-
high resolution (VHR) satellite imagery. Furthermore,
aerial photographs, when digitized at metric spatial reso-
lution, have enabled numerical extraction of  textural
information in temperate forest (Sommerfeld, Lundquist
& Smith 2000) and semi-arid vegetation (Couteron &
Lejeune 2001; Couteron 2002). Such techniques could
thus also be applied to satellite images. The present study
aimed to demonstrate that texture analysis of digitized
aerial photographs by two-dimensional Fourier transform
(Mugglestone & Renshaw 1998), as adapted by Couteron
(2002), is a valuable approach to characterizing tropical
rain forest canopies and obtaining reasonable predic-
tions of tropical forests stand structure parameters.

 

Materials and methods

 

 

 

The study was conducted as part of the DIME ‘Diversité

Multi-échelles (multiscale diversity)’ project, within an
area of 65 km

 

2

 

 of undisturbed lowland evergreen rain
forest, located at about 10 km east of  the Petit-Saut
reservoir dam in French Guiana (5

 

°

 

00

 

′

 

N, 52

 

°

 

55

 

′

 

W). A
small river (Crique Plomb) running along a geological
boundary divides the area into a hilly landscape (hill-
tops from 80 to 210 m a.s.l.) lying on sedimentary rocks
(pelite) to the north, and the Montagne Plomb volcano-
sedimentary massif  that reaches its highest point at 332
m a.s.l. to the south (Delor 

 

et al

 

. 2003). The varied geo-
morphology of the site results in contrasted textural
aspects of the forest canopy, which are apparent on aerial
photographs.

 

   

 

A set of black and white aerial photographs at 1 : 25000
scale (numbers 379–383, 397–401 and 456–460 of cover-
age 1992-GUF-91/250) were obtained from the Institut
Géographique National (IGN, Saint-Mandé, France).
Each image was digitized into 256 grey levels with a
Nikon® Scantouch 210 flatbed scanner (Nikon Corp.,
Tokyo, Japan) using a resolution of 600 dots per inch
(d.p.i.), corresponding to a pixel size of 1 m in the field.
On images, the fully sunlit crowns of canopy trees
appeared in white or light grey, while shadowed inter-
crown gaps were dark-grey or black. A monotonic rela-
tionship between grey-level scale and canopy height
can thus be assumed as long as there is no substantial
relief-induced shadowing. Contact numbers 399 and 401
were separately submitted for spectral analysis (see below)
without any prior correction. In each photograph we
only analysed the central part, i.e. a 4·8 

 

×

 

 4-km block
(1920 ha) in which convex deformation as a result of
the camera lens is of minor importance (Avery & Berlin
1992). For field navigation, a copy of the digitized
images was assembled, georeferenced and superimposed
on a digitized 1 : 50 000 topographical map (sheets
Kourou S-O NB-22-VIII-1a and Haut Kourou NO
NB-22-II-3c; IGN) using ArcGIS (ArcGIS™ Version
8.3; ESRI Inc., Redlands, CA).

 

    

 

Only broad outlines of two-dimensional spectral analysis
by Fourier transform are provided here, as detailed pres-
entations (Ripley 1981) as well as applications to digital
images (Mugglestone & Renshaw 1998; Couteron 2002)
are already available. For simplicity, only square images
were considered although the method also applies to
rectangular images. A digital image is defined here as
an 

 

n

 

 by 

 

n

 

 array of grey-scale values in the range 0–255
expressing the panchromatic radiance of each pixel.
Spectral analysis aims at modelling such data as a
weighted sum of cosine and sine waveforms of varying
travelling direction and spatial frequency. For a particular
geographical direction, the wavenumber, 

 

p

 

, quantifies
spatial frequency and corresponds to the number of
times a waveform repeats itself  within the image. The
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two-dimensional Fourier periodogram features the
decomposition of the total image variance according to
all possible integer pairs (

 

p

 

, 

 

q

 

), of wavenumbers along
the two Cartesian geographical directions (with 1 

 

≤

 

 

 

p

 

≤

 

 

 

n

 

/2 and 1 

 

≤

 

 

 

q

 

 

 

≤

 

 

 

n

 

/2). When expressed in polar form
(Mugglestone & Renshaw 1998), periodogram values,

 

Ir

 

θ

 

, are portions of  image variance accounted for by
a waveform having spatial frequency 

 

r

 

 and travelling
direction 

 

θ

 

, with  and 

 

θ

 

 

 

=

 

 tan

 

−

 

1

 

(

 

p/q

 

).
For each spatial frequency, summing values on all

possible travelling directions yields an azimuthally cumu-
lated ‘radial’ spectrum, 

 

I

 

(

 

r

 

), that provides a convenient
way to quantify coarseness-related textural properties by
studying the decomposition of variance among spatial
frequencies. Images with a coarse texture will yield
a radial spectrum that is skewed towards small wave-
numbers, whilst fine-textured images are expected to
produce more balanced spectra (for a schematic illus-
tration see fig. 3 in Couteron 2002). An image in which
each pixel takes a random value independent of the
value taken by any other pixel will have the finest
possible texture and a virtually flat spectrum.

 

   

 

We carried out a systematic textural analysis that started
by partitioning the canopy photographs into square
windows of  1 ha, at which scale radial spectra were
computed. A general table was built in which each row
was the radial spectrum of a given window, while each
column contained 

 

I

 

(

 

r

 

) values, i.e. the portions of the
grey-level variance explained by a given spatial frequency
or wavenumber, 

 

r

 

. This table of spectra was submitted
to a principal component analysis (PCA; Manly 1994),
which means that windows were considered as statistical
observations characterized by their spectral profiles,
i.e. the way in which the grey-level variance was broken
down in relation to spatial frequencies. Conversely,
spatial frequencies were seen as quantitative variables
that were to be linearly combined to yield principal
components. We used standardized PCA, so that prin-

cipal components were defined from the eigenvector
analysis of the correlation matrix between spatial fre-
quencies. Note that our method of textural analysis,
which fully relies on Fourier spectra, is totally distinct
from the approach of Sommerfeld, Lundquist & Smith
(2000), who only use the Fourier transform to filter an
image before identifying trees by applying a binary
threshold.

 

  

 

Twelve 1-ha control plots were laid out to serve as ground-
truth for the textural analysis. We used a Magellan
SporTrak Color hand-held GPS unit (Magellan Systems
Corp., San Dimas, CA) to locate the plots in the field,
link them to the aerial photographs, and extract the
corresponding digital images using GIS. Each plot was
a 100 

 

×

 

 100-m square in which we measured diameter
at breast height (d.b.h.), or above the buttresses if present,
of all the trees greater than 10 cm d.b.h. We also sampled
49 canopy trees (i.e. trees with estimated Dawkin’s
(1958) crown index of 4 or 5) for total height measure-
ment using a calibrated optical telemeter (Birnbaum
2001). These canopy trees were selected systematically
and regardless of their size as the closest to the nodes of
a 15 

 

×

 

 15-m grid covering the entire plot. We computed
from these data five simple structural characteristics of
the forest stands (Table 1): density (

 

D

 

), basal area (

 

G

 

),
diameter of  the tree of  mean basal area (

 

Dg

 

), mean
canopy height (

 

Hm

 

) and the standard deviation of
mean canopy height as an index of canopy roughness
(

 

R

 

). All measured trees were also classified into
eight d.b.h. classes of 10 cm width, plus an additional
class in which all the trees 

 

≥

 

 90 cm d.b.h. were pooled.
The table crossing plots with d.b.h. classes was sub-
mitted to correspondence analysis (CA; Manly 1994)
to summarize diameter distributions. The first CA
axis that was prominent (73% of the variance of the
table) ranked d.b.h. classes in their natural order and
expressed a gradient from the smallest class (10–20 cm)
to the largest (

 

≥ 

 

50 cm). Plot scores on this axis were

Table 1. Stand structure parameters measured for 12 1-ha ground-truth plots in the study area of the DIME project near the
Petit-Saut reservoir dam, French Guiana. Dg, the diameter of the tree of mean basal area; R, standard deviation of Hm; CA1, plot
scores along axis 1 of the correspondence analysis carried out on diameter distributions (see text)
 

 

Plots
Density 
D (trees ha−1)

Basal area 
G (m2 ha−1)

Mean tree 
Dg diameter (cm)

Mean canopy 
Hm tree height (m)

Canopy 
R roughness

Diametric 
CA1 structure

1 455 37·45 32·3 30·4 8·28 0·236
2 458 28·41 28·1 27·5 7·45 0·020
3 481 38·57 31·9 26·0 7·37 0·134
4 746 37·08 25·2 26·8 6·36 −0·098
5 802 39·44 25·0 26·3 5·02 −0·107
6 548 39·26 30·2 28·1 6·48 0·156
7 989 32·96 20·6 21·1 5·28 −0·284
8 461 42·38 34·2 29·9 8·44 0·337
9 461 36·55 31·8 27·5 9·25 0·184
10 547 37·16 33·2 29·0 5·57 0·058
11 476 35·14 30·6 29·5 6·66 0·168
12 861 33·03 22·1 24·4 4·56 −0·208

r p q    = +2 2
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then used as a latent variable summarizing the diame-
ter distributions (

 

CA1

 

 in Table 1). Subsequent CA axes
proved difficult to interpret and were not considered
further.

 

Results

 

 

 

A preliminary PCA analysis dealing with all the 3840
windows of 1 ha highlighted that a limited number of
windows (about 7·5% of the total) was strongly differ-
entiated from the remainder. These windows, which
displayed large features (at the scale of 1 ha) such as
forest roads or stream valleys and so could not be ade-
quately assessed for forest canopy, were excluded from
subsequent analyses. A second PCA was run on the 3545
remaining windows, yielding a first factorial plane (Fig. 1,
top) that reflected a progressive transition from spectra
dominated by the first wavenumber (

 

r

 

 = 1, positive
part of  PCA axis 2) to spectra characterized by the
relative importance of small (

 

r

 

 = 2–3, negative part of
axis 1), intermediate (

 

r

 

 = 4–8, negative part of axis 2)
and large wavenumbers (

 

r

 

 > 8, positive part of axis 1).
Accordingly, we found windows displaying coarse-
grained canopy aspects (Fig. 1b) on the negative extremity
of axis 1, while fine-grained canopy textures were found
on the positive extremity (Fig. 1f ). Windows of inter-
mediate texture were located all around the axes origin,
although the best illustrations of these textural types
(Fig. 1c,d) were found around the negative extremity of
axis 2. The textural properties of the canopy frequently
resulted from size and spatial distributions of gaps and
aggregates of crowns rather than from size distribution
of individual crowns. This was particularly the case for
the coarser textural types (Fig. 1b).

All windows having high positive scores along axis
2 displayed heterogeneity mostly as a result of  the
influence of relief  on sun illumination; for example, on
Fig. 1a–g about one half  of the window appeared sunlit
and the other half  in shadow. Most of those windows
encompassed a prominent relief  feature such as a ridge
or a pronounced valley. Some of those windows dis-
played either a coarse-grained or a complex canopy
texture (e.g. Fig. 1a) while others had a fine-grained
canopy (Fig. 1g). In this latter case, the spectrum was
characterized by the simultaneous dominance of first
and large wavenumbers.

 

    
  

 

We used coordinates of the plots on the textural ordi-
nation axis 1 as an index of canopy texture (PCA1), while
explanatory power regarding stand structure parameters
of Table 1 was tested using ordinary linear regressions
(Fig. 2). It is noteworthy that while PCA1 was a good
predictor of  the mean stem density (

 

R

 

2

 

 = 0·80, 

 

P

 

 <
0·0001), the regression against mean basal area displayed
almost no slope. This was because of the limited vari-
ability of basal area across the reference plots. Good
predictions were also obtained for stand structure
parameters such as the diameter of the tree of mean basal
area (

 

R

 

2

 

 = 0·71, 

 

P

 

 < 0·001) and plot coordinates along
axis 1 of the correspondence analysis summarizing the
size (d.b.h.) distribution of trees (

 

R

 

2

 

 = 0·64, 

 

P

 

 < 0·01).
The relationship with mean canopy height was weaker
but statistically significant (

 

R

 

2

 

 = 0·57, 

 

P

 

 < 0·01), as with
standard deviation of canopy heights (

 

R

 

2

 

 = 0·55, 

 

P

 

 < 0·01),
a proxy for stand canopy roughness.

 

     


 

To complement the textural analysis, we submitted the
table of the radial spectra to 

 

k

 

-means clustering (Manly
1994) using the Euclidean distance after prior stand-
ardization by column standard deviations in order to
remain consistent with results of standardized PCA. In
this example, clustering using five classes yielded the most
meaningful results. Textural classes T2 (coarse-grained
canopy) to T5 (fine-grained) were ordinated along PCA
axis 1 of the textural analysis (Fig. 1). Class T1 differ-
entiated from other coarse-grained classes along PCA
axis 2, on the basis of image macro-heterogeneity as a
result of relief-induced illumination discrepancy. Class
T5 encompassed all fine-grained canopy windows what-
ever the level of illumination heterogeneity.

Although allocating canopy windows to an arbitrary
number of classes provides less objective information
than ordination scores, it is very convenient for mapping.
For instance, Fig. 3 presents a map of the canopy tex-
ture based on the five classes for contact number 399
while Table 2 shows predictions of the most significant
mean stand structure parameters of  these classes, as
inferred from the above regressions (Sokal & Rohlf
1995). Figure 3 reveals a clear spatial partition between:

Table 2. Predictions of mean stand structure parameters (with standard error) for the five classes of canopy texture (see Fig. 2 and
text). Study site of the DIME project, near the Petit-Saut reservoir dam, French Guiana
 

 

Textural classes
Predicted density 
D (trees ha−1)

Predicted mean tree 
diameter Dg (cm)

Predicted mean canopy 
tree height, Hm (m)

T1 453·2 (35·2) 32·2 (1·0) 29·0 (0·7)
T2 382·0 (43·7) 33·8 (1·3) 29·8 (0·9)
T3 482·2 (32·3) 31·6 (0·9) 28·7 (0·7)
T4 583·2 (25·9) 29·3 (0·7) 27·5 (0·5)
T5 738·2 (32·9) 25·8 (0·9) 25·7 (0·7)
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(i) coarse- to intermediate-grained canopies (T2–3; red
and green squares), which were observed on volcano
sedimentary materials on the slopes of Montagne Plomb
in the southern part of the study site, corresponding to tall
stands (Hm c. 29–30 m) with a low density (D c. 400–500

trees ha−1) of large trees (Dg c. 32–34 cm d.b.h.); and (ii)
intermediate- to fine-grained canopies (T4–5; yellow
and light-blue squares) on pelitic formations in the
northern hilly part of the site, corresponding to low
stands (Hm c. 26–28 m) with a high density (D c. 600–700

Fig. 1. Results of the multidimensional comparison of spectral profiles for 3545 forest canopy windows of 1 ha in the study area
of the DIME project near the Petit-Saut reservoir dam, French Guiana. The five textural classes (T1–T5) identified by k-means
clustering (see text) are plotted against the two main axes yielded by the PCA of the spectra table. The envelopes of classes
delineate twice the standard deviation of PCA scores of the constituting windows. Windows (a) to (g) have been automatically
selected as the most illustrative (largest distance from axes origin) with regards to successive angular directions in the PCA plane
and, thus, to the relative importance of the corresponding ranges of wavenumbers. Top-left inset, distribution of relative
eigenvalues. Top-right inset, correlations of wavenumbers (some of the wavenumbers above 10 are omitted for legibility) with PCA
axes 1 and 2; each radial direction in the PCA plane corresponds to the relative importance in the spectrum of particular ranges
of wavenumbers.
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trees ha−1) of small trees (Dg c. 26–29 cm d.b.h.). In this
northern part, fine-grained windows were intermixed
with coarse-grained windows (T1; dark-blue squares)
containing sharp relief  features such as ridges and
deep valleys (Fig. 1a–g). These features, while fairly well
detected by the textural analysis (Fig. 3), were infrequent
on the smooth slopes of Montagne Plomb but frequent
in the hilly northern part. Furthermore, it was on steep
slopes in this northern part, where unfavourable substra-
tum conditions (virtually no soil on the alterite) determine
dense stands of  small trees, that frequent occurrence
of the finest-grained windows (Fig. 1g) was observed.

Discussion

Two-dimensional Fourier analysis is a powerful method
for obtaining both quantitative characterization of canopy
texture and reasonable estimations of stand structure
parameters from VHR optical images. This conclusion,
drawn from the use of  digitized aerial photographs,
is likely to hold regarding submetric pixel satellite
images, which are easier to use with respect to georef-
erencing and assembling into large maps. But the avail-
ability of such images at affordable cost is still
problematic if  the aim is to document large areas of
tropical rain forest. In addition, frequent cloud cover-
age limits the acquisition of satellite scenes of good

quality. Visual interpretation is not only time consum-
ing but also of limited spatiotemporal consistency, and
this is probably why it has not been widely applied in
the tropics even though extensive air coverage has been
available for as long as in the temperate zone. Indeed,
only an automatic or a semi-automatic approach can
deal with the subtle and spatially intricate variations
that characterize tropical evergreen forest stands. Most
examples of visual interpretation quoted by Polidori
et al. (2004) dealt with contrasted and spatially segre-
gated forest types, for example deciduous vs. evergreen.

Automatic recognition and delineation of individual
tree crowns has been attempted in homogeneous, even-
aged tree stands from VHR optical data at the price of
complex algorithms and heavy computation (Gougeon
1995; Pouliot et al. 2002). Automatic delineation is also
under investigation for heterogeneous natural stands
(Hurtt et al. 2003). There are, however, good reasons
why automatic delineation of individual crowns should
be perceived as a difficult task in tropical stands, because
of the frequent crown merging between adjacent trees.
Asner et al. (2002), who performed a thorough manual
delineation of tree crowns, acknowledged situations for
which deciding between single crowns vs. merged crowns
is virtually impossible and reported a serious positive
bias on crown size estimation from VHR satellite imagery.
Hence, broad-scale applicability of  individual tree

Fig. 2. Stand structure parameters (see Table 1) as a function of scores of the ground-truth plots along PCA axis 1 used as an
index of canopy texture (see Fig. 1). Study site of the DIME project near the Petit-Saut reservoir dam, French Guiana.
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approaches to tropical stand characterization cannot
be considered in the near future. On the other hand, our
more holistic approach, which considers canopy texture
as a whole, presents good prospects of immediate large-
scale applicability. From this point of view, it represents
a promising alternative to direct measurement of physical
attributes of the vegetation, such as canopy tree height
estimates from LIDAR (light detection and ranging),
which require complex algorithms to separate ground
returns from overlying vegetation returns, a process
remaining subject to increased random errors in dense,
multilayered evergreen forests (Clark, Clark & Roberts
2004).

However, as for every regression-based parameter
retrieval technique, there is a need for both calibration
and validation, because values of the canopy texture
index are relative to a particular set of images and also
because the ecological relationship between canopy
texture and stand parameters has remained up to now
poorly investigated. The need to measure additional
field plots to recalibrate regression coefficients, for each
new study area and each new set of images, may, at first
sight, appear a serious hindrance to a wide-scale imple-
mentation of the method. However, it is not unrealistic
to think that large data sets featuring both tree diameter
data and digitized canopy images for many 1-ha plots
could be efficiently set up by forest departments as part

of their routine field operations of forest monitoring
and inventory. From such databases, textural indices
and regression coefficients with broad regional validity
could be easily derived to yield automatic estimates
of forest stand structure parameters over vast areas of
tropical forests. This would be particularly useful to guide
preparation of field prospects for consistent resource
inventory, forest classification and management planning.
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(coarse-grained canopy texture); green, T3 (coarse- to intermediate-grained canopy texture); yellow, T4 (intermediate- to fine-grained canopy texture);
light-blue, T5 (fine-grained canopy texture).
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