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Chapter 1

INTRODUCTION

1.1 Density distribution of nuclear matter in nuclei

Ever since the nuclear physics started evolving, the study of the spatial extent of atomic nuclei through the
radial distribution of nuclear charge and matter has been one of the major research topics and it still remains
challenging. The physical extent of every object is an important concept and it is our natural desire to classify
everything we look around in terms of size, weight etc ... Despite this simple motivation, the basic properties
of any atomic, nuclear or subnuclear system is reflected in its size. For example, the typical atomic size of 1
to 10 A' is a direct reflection of the electromagnetic interaction strength and the elementary electric charge
c.

Before 1911, based on Thompson’s atomic model, the atom was believed to be a neutral system of a typical
size of around few A consisting of negatively (electrons) and positively (protons) charged particles. Sir E.
Rutherford, who was the first to reject this idea, demonstrated experimentally that the positive charge and
also the mass of an atom is concentrated in an extremely tiny nucleus of a typical size of about few fermis?
surrounded by an electronic cloud which defines the atomic scale. He performed his famous pioneering
experiment of 5 MeV « elastic scattering on a gold foil in 1911 [1, 2] and by developing a simple scattering
model based on the Coulomb interaction, determined for the first time the Au nucleus size [3].

Since then, following this experimental method, subsequent systematic studies on stable nuclei have been
done with most of them based on electron scattering. According to our present knowledge, most nuclei have
a central region of practically uniform distribution of protons and neutrons which then decreases relatively
sharply. It can be well parametrized by a Woods-Saxon formula :

S— (1.1)

p(r) = T+ cap(=E)

where the radius R = rgA'/3, with ry = 1.2fm, is the value of r for which the density is the half of the one
at r = 0, and the diffuseness a is a measure of the surface thickness, A being the isotope mass number. A
plot of the density distribution of nuclear matter is displayed in figure 1.1 with different values of R and a
showing their influence.

The central uniform density of nuclei reflects the nuclear matter incompressibility or “saturation” effect.
The latter arises from the fact that both neutrons and protons being fermions obey the Pauli exclusion
principle. The sharpness of the nuclear surface is a result of the short range of the strong interaction.

langstroem, 1A = 10~ 10m
2fermi or femtometer, 1fm = 10~ %m,
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L dashed lines respectively) while the diffuseness a

was varied from 0.6 fm to 0.2 fm for R=38 fm
5 (solid and dotted lines respectively).
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1.2 Proton elastic scattering

In principle, many probes can be used together with several experimental techniques to get information on the
size and radial shape of nuclei [4]. These probes can be either electromagnetic such as electrons and muons
to study the distribution of nuclear charge, or hadronic such as pions, nucleons and « particles for probing
the distribution of nuclear matter. In the present work, one has successfully used the elastic scattering of
intermediate energy (0.7 GeV) protons with the aim to deduce the radial density distribution of nuclear
matter. Since the %8 He lifetimes are short, 806.7+1.5 ms and 119.0+1.5 ms respectively, the measurement
is only possible in inverse kinematics where the He isotopes are used as projectiles bombarding a hydrogen
target.

The use of ~ 1 GeV protons as a nuclear probe started at the end of the 60’s [5]. Later experiments [6, 7]
on heavy and medium weight stable nuclei showed a typical diffraction pattern (Fig. 1.2) that are governed
by the matter density distribution parameters of an equivalent sphere of radius R and surface thickness a
(figure 1.3).

The advantage of using intermediate energy protons compared to measurements with relatively lower inci-
dent energies is that the proton-nucleus elastic scattering can be accurately described by multiple-scattering
theories e. g. the Glauber theory which associates measured cross sections and nuclear matter distribu-
tions in a direct way. Experimental data are available in the low energy regime but their analysis suffer
from ambiguities in the proton-nucleus interaction potential. To infer the nuclear density distributions from
the measured cross sections, calculations use experimental data on the elementary proton-proton (pp) and
proton-neutron (pn) scattering amplitudes as input (see Appendix D). Various parametrizations for modeling
the nuclear density distributions are used as input, their parameters being varied in order to get the best fit
to the experimental cross sections.

1.3 Halo nuclei - A new phenomenon of nuclear structure

Halo nuclei [8, 9, 10, 11] were experimentally observed for the first time in 1985 at Bevalac, Berkeley [12]. The
total interaction cross section oy, was measured for a variety of very light isotopes by using a transmission
method® [13] and unexpected large values were found for some very neutron rich nuclei. Table 1.1 shows
the measured values for three He isotopes taken from these measurements together with more recent values
deduced from elastic proton scattering. In simple terms, the interaction cross sections obtained for light

3The total interaction cross section includes all the processes where the particle has made an interaction: elastic and inelastic
scattering, nucleon(s) transfer, fragmentation and so on. By comparing the flux of incident and transmitted beams it is then
possible to derive the number of projectiles that underwent an interaction.
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Figure 1.3: Matter density distribu-
tions deduced from elastic proton scat-
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targets may be used to derive an effective interaction radius:

2
Oint = 7T(]%inif,proj + Rint,target)

(1.2)

In other words, one assumes that the projectile and target nuclei, both spherical in shape with respective
radil Rint proj and Rint targer interact only if their centers are separated by a distance smaller or equal to the
sum of their radii.

Nucleus | ojn¢ (mb) on C | 04, (mb) on p
1He 503+ 5 131.2+1.5
SHe 722+ 6 198.9 +£4.6
SHe 817+ 6 252.0+ 4.8

Table 1.1: Total interaction cross sections of He iso-
topes measured at 800 MeV/u on a *2C target [13] and
from proton elastic scattering at ~ 700 MeV/u [14].

Systematic measurements (Fig. 1.4) show that the nuclear radius deviates in some cases from the classical
A'/3 law which is well established for stable isotopes. This was interpreted in terms of an abnormally extended
matter distribution where loosely bound nucleons form a halo around a compact core. In the particular case
of 8 He where an « cluster is assumed to be the core, the remaining neutrons (two and four respectively) are
characterized by a relatively lower matter density as compared to the normal nuclear matter in stable nuclei.
The corresponding “diluted” wave functions indicate that the probability to find a “halo” neutron outside the
core is high compared to the situation of a stable nucleus. As example, the halo radius of ' Li of 6.54(38)
fm [15] is practically equal to the matter radius of 2°® Pb (Fig. 1.3 p.11) despite it has 20 times less nucleons.

Consequently, low values of binding energy were theoretically expected and experimentally verified. Table
1.2 shows results for the two-neutron removal energy, Sa,,, taken from reference [17] which may be compared

with the one-neutron removal energy S

~ 8MeV in the most stable nuclei.

It turns out that the halo

phenomenon can only be understood in terms of quantum mechanics where tunneling effects are predicted
and observed for microscopic systems. Since the valence nucleon(s) have a very low binding energy, according

1
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Figure 1.5: Chart of nuclides showing the stable iso-
topes (green) and the radioactive nuclei among which
were identified one neutron (dark blue) and multi-
neutron (yellow) halos (see details in text)

Figure 1.4: Interaction radii derived from
high energy total interaction cross section
measurements [12, 13, 16]

to the uncertainty principle, they have then more probability to be far away from the core and remain there
for a relatively long time.

| Nucleus | Sz, (keV) |

SHe 973 £ 1

SHe 2139+ 1 Table 1.2: Experimental two-neutron removal energy
17, 205 + 27 for several neutron halo nuclei [17].

4 Be 1340+ 110

A chart of the lightest nuclides is shown in figure 1.5. The nuclear charge number Z identifies the element
and increases in the vertical axis while the horizontal axis corresponds to increasing number of neutrons
N. Thus one row contains all the possible isotopes for a given element: as an example, Lithium 11 (! Li)
contains 3 protons and 8 neutrons. The stable isotopes, in green, occupy the central region where N~7 and
are characterized by the largest binding energies compared to the other isotopes hence this region is also
called “stability valley”. Below this region, one finds the neutron rich elements (light and dark blue, yellow),
less stable, which convert into more stable species by 3 decay. Among them are the neutron halo nuclei :
1 Be and C are one-neutron halo nuclei,  He and ' Li are examples of two-neutron halos while 8He is a
particular case with four valence neutrons. The nuclei located (pink boxes) above the valley of stability are
proton-rich and undergo 3% decay to convert into more stable nuclei.

The main feature of ® He concerns its internal structure: the ® He isotope, which would contain one fewer
neutron, is unbound, meaning that its two protons and three neutrons will not hold together as a nucleus.
Thus “He and the two neutrons are bound as a three-body system, also called “borromean®’ system, that
splits up if anyone of the three particles is taken away. This fact shows the importance of the pairing [18] of
the di-neutron system for the binding of 6 He.

From the theoretical point of view He is a good candidate for understanding the three body structure
(a, n, n). The reason is that the a-n and n-n interactions needed as input in the calculations are well known
[19]. This is in contrast with another well studied borromean system, ! Li - formed by a ?Li core and two
neutrons - where the ? Li-n interaction is not well known. Hence  He may serve as a benchmark for the other
borromean systems.

4Refers to Princes of Borromeo, Lake Maggiore, Northern Italy. Their heraldic symbol represents three inseparable rings.
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A number of experimental works concerning  He and ® He were performed in the last 17 years since it was
possible to produce and transport good quality radioactive beams [20, 21]. The 3 delayed deuteron emission
from SHe [22, 23] , was interpreted [23] to result from the di-neutron system in an S state. [ decay for
6He and ®He was also measured [24, 25]. In particular, the results obtained in the S-delayed triton branch
from ®He which originates from a 9.3 MeV resonance in ®Li indicated that the 8He ground state has a
large overlap with the (a+t+n) structure in ®Li [26]: this idea supports the (a+4n) picture of 8 He. Fission
[27] and fusion cross sections [28, 29, 30] induced by ® He beams on different targets were measured and the
enhanced observed values were interpreted as a signature of an extended matter distribution.

Scattering and reaction experiments are performed with 58 He in inverse kinematics where the probed
radioactive nucleus is the projectile and the target being made from a stable material. An attempt to test
the ® He internal wave function was made by transfering two neutrons to * He, namely the *He(®He,* He)
reaction, at 151 MeV [31], 29.6 MeV and 40 MeV [32]. While Ter-Akopian et al. [31] concluded that this
channel is 100% due to the contribution from the “di-neutron” configuration, Raabe et al. [32, 33] found
that the exchange process is more complex than the transfer of a single 2n-cluster which confirms that the
internal structure of He is more complicated than a di-neutron coupled to the *He core. Few nucleons
transfer reactions were performed on ®He at low energy, e. g. (d,p) [34], (p,t) and (p,d) reactions [35], as
well as charge exchange reaction (p,n) on He [36].

The fragmentation of ©®He at low [37, 38] and high [39, 40, 41, 42, 43, 44, 45, 46| beam energy was
also studied in order to get information on their internal structure. The breakup can be caused by nuclear
interactions when low Z targets are used while Coulomb forces dominate the interaction mechanism with
high Z targets [45, 46]. The momentum distribution after fragmentation was the main studied observable.
According to Heisenberg’s uncertainty principle, particles do not have a precise momentum but a range of
momenta depending on how they are distributed in space, as reflected by their wave function, i. e. if a halo
spans a large distance and a target breaks it away from its core, the momenta of the separated neutrons
deviate little from their initial momenta giving therefore narrow distributions as compared to distributions
from stable nuclei. Under the assumption that, at high energies, the momentum distribution of the projectile
fragment reflects that of the removed nucleons (sudden approximation [47, 48], Kobayashi et al. [49] performed
the fragmentation of *He on a C target at 400 MeV /u and confirmed the halo structure of *He from the
observed narrow transverse momentum distribution of * He. The same observation was made [39, 41] for the
® He momentum distribution from the nuclear fragmentation of He on a C target at 240 MeV /u.

Elastic scattering with various probes was also performed both at low [33, 34, 35, 36, 50, 51, 52, 53, 54]
and high energy [14, 15, 55, 56]. In particular, the measurement of Neumaier et al. [14], performed with
protons as a probe, is the only one available at high energy which has the advantage to offer the simplest and
most straightforward theoretical treatment. The radial matter distribution and radii were measured and the
halo structure was confirmed by a suitable phenomenological description of the core and halo components
of the nuclear matter. However, the data in this case were limited, for experimental reasons, to the low
momentum transfer region 0.002 < [t| < 0.05(GeV/c)? (Fig. 1.6) which implies a sensitivity on the outer
boundary of the nucleus. In general, all these measurements, except the one mentioned in reference [31], were
sensitive to the outer part of the total wave function which comes from the valence neutron contribution.

1.4 Motivation of the present study

From figure 1.2 (right part), it was shown that a typical diffraction pattern is obtained for the high energy
proton elastic scattering on stable nuclei, the position of the first minimum being dependent to first approx-
imation on the size of the diffracting nucleus. Generally speaking, one learns from optical diffraction that
the angular position of the first minimum is proportional to A/R, where X is the De Broglie wave length
associated to the incident photon which depends inversely on the energy, and R is the dimension of the
diffracting object. Of course, the p-nucleus scattering at 0.7 GeV is more complex and must be treated as a
multiple scattering phenomenon (App. D p.113) but this basic idea still holds in first approximation.

In the special case of a halo nucleus where a strong evidence for a core-halo spatial structure exists,
Chulkov et al. [58] have shown, by applying the Glauber approach to the p(®He,® He) scattering at 674

13
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MeV /u, that the position of the first diffraction minimum is sensitive to the size of the nucleus core which
might help to learn about the structure of 8 He. Similar calculations of the differential elastic cross sections
were performed by using the same scattering approach and applied to p(° He,® He) scattering at 717 MeV /u.
The cluster orbital shell model approximation (COSMA) described in reference [59] was used to derive the
required core and halo density distributions for ¢ He and ® He nucleons.

Figure 1.7 shows the results of Glauber calculations [60] for the p(®He,® He) at 674 MeV /u. The differen-
tial cross section is displayed versus the momentum transfer squared —¢. The scale-parameter of the model
was varied in order to have a ® He total matter radius® R,, = 2.52fm. The COSMA assumptions with a well
defined « core lead to an extended distribution of neutrons compared to the protons and especially valence
neutrons. Indeed, the proton distribution extends to R, = 1.69fm and the neutron (including core and halo
neutrons) to R, = 2.75fm, while the valence neutron distribution exhibits almost twice the size than that
of the protons R, yaience = 3.10fm.

In a second calculation (DISSolved), the COSMA parameter was modified in order to obtain a neutron
distribution almost equal to that of protons but keeping the same total matter radius for ®He. The a-core
is then completely dissolved which leads to R,, = R, = R, = 2.52fm. These two calculations represent two
extreme descriptions of what might be the reality. They also show that the region of small momentum transfer
[14] does not have enough sensitivity to study the inner structure of halo nuclei. A more complete study of
its internal structure should examine the region where a possible minimum can be expected by extending the
measurement of Neumaier et al. [14] to the region of higher momentum transfer. Besides the data shown
in Fig. 1.7, the new experimental measurement should be performed in the range 0.05 < |t| < 0.3(GeV/c)?
which corresponds to the region 15° < ¢ < 31° in terms of the center-of-mass scattering angle.

The situation of ® He is similar to that of 8He. The figure 1.8 shows the results of the two calculations
(COSMA, DISS) performed for ® He. For both calculations, two values of the total matter radius R,,, 2.30
fm from Ref. [14] and a larger one, 2.40 fm, were used in order to get an estimate on the influence of R,, on
the differential elastic cross section: it shows clearly that the position of the first minimum is more sensitive
to the core radius R, than to R,,. This observation reasserts the idea that a better determination of the
elastic scattering distribution around the region of the first minimum will lead to a better determination of
the internal spatial structure of these isotopes.

5The radii mentioned in this work are root-mean-square (rms) radii as defined in section 4.2 p.54
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Figure 1.7: Calculated differen-
tial elastic cross section for the
p(8He He) scattering at 67/
MeV/u. Experimental data (full
squares) are taken from refer-
ence [14]. The ®He nucleus
is depicted as an a+4n system
(COSMA) with spatially well de-
fined core and halo nucleons and

as a system where all the nucle-
ons are dissolved (DISS)

Figure 1.8: Calculated differen-
tial elastic cross section for the
p(°He,5 He) scattering at 717
MeV/u. Experimental data (full
squares) are from Neumaier et
al. [14]. The SHe is depicted
as an a+2n system (COSMA)
with spatially well defined nucle-
ons and as a system where all the
nucleons are dissolved (DISS).
Two wvalues for the total matter
radius were assumed (see text for

details)
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Chapter 2

EXPERIMENTAL ASPECTS

2.1 Experimental requirements

The figure 2.1 outlines the principle of a two-body collision in the laboratory frame where all the quantities
are experimentally measured. For the case of inverse kinematics, needed to investigate the exotic nuclei, an
incident 4 He nucleus with a given kinetic energy T}, is scattered at an angle ©g with a kinetic energy T
while the recoil target proton is emitted at an angle O with a kinetic energy Tr = T3, — T's. Since the two
colliding particles neither reach any excited state nor convert into different nuclei, the energy is transfered
only in its kinetic form. If q; and q; are the 4 He initial and final momenta vectors and ¢ =| q; — q; || the
momentum transfer, then one can use the second Mandelstam invariant [61]:

t=—|qf? (2.1)
as the quantity used to define the differential cross section ‘Zl—f. For the elastic scattering case, this is expressed

as:
| t|=2M,Tgr (2.2)

It is also related with a simple form to the CM scattering angle ©.,, as:

. {s — (Mye + Mp)*} - {s — (Mpe —

2s

Here My and M, are the masses of the projectile and recoil proton respectively and s the first Mandelstam
variable given by s = M%, + Mp2 +2M, - (Mye + Tip). C is then a constant which depends only on Mg,
M, and Tj,.

t = (cosOcm — 1) M,)*} =C - (cosOppy — 1) (2.3)

Scattered He Ts

Incident He

T ./

Figure 2.1: Two-body elastic
scattering sketched in the labora-
tory frame

Recoil proton
Tr
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From the energy and momentum conservation laws one can easily derive the relationship between the
different kinematical parameters as shown in figure 2.2. The goal of the present measurement is, as was
previously discussed (see Sec. 1.4 p.13), to extend the measurements of Neumaier et al. [14] to the region
of momentum transfer 0.05 < [t| < 0.3(GeV/c)? for the reactions p(®He,® He) and p(°He,® He). In the case
of p(SH e H e) at 671 MeV /u this signifies a measurement in the range 15° < 0, < 31° which corresponds
to 67.0° < O < 78.6° for the recoil proton and 1.56° < ©g < 3.15° for the scattered projectile in the
laboratory system. For p(He,® He) scattering at 717 MeM/u, the measurement has to be performed in
the range 12° < ©.,, < 29.8° which corresponds to 68.1° < Or < 81° and to 1.58° < ©g < 3.85° in the
laboratory frame (Fig. 2.2).

7.5

Figure 2.2: Interplay
between  different  kine-
matical parameters  for
AN T SRR B\ U [0 T I N BRI B p(ﬁHe,GHe)scatteringat
40 60 80 40 60 80 717 MeV/u. In the two
Ous (proton), deg. O (proton), deg. figures on the top are plot-
ted the proton lab. kinetic
energy Tiap(proton) and
the lab. scattered projectile
angle ©,,,(°He) wversus
the proton lab. angle
Ojap(proton). On the mid-
dle are shown the proton
T lab.  kinetic energy and
angle versus the CM scat-
tering angle Ocr(CHe).
On the bottom, the same
variables as in the middle
are displayed wversus the
four-momentum  transfer
squared —t.
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The comparison of these data shows that for our requirement, the elastic proton scattering on ° He and ® He
have almost similar kinematical characteristics: a very forward peaked scattered projectile - 1.5° < ©g < 4°
- and laterally emitted recoil protons - 65° < O < 85° - in the laboratory frame.

At intermediate energies,  He and 8 He can reach all possible excited states. Fortunately, these states are
particle unbound (life-times less than 10~2!sec) i. e. the nuclei can not hold all their nucleons together. The
inelastic scattering of ® He leads then to breakup in the following channel:

SHe —* He + 2n (2.4)
while the 8 He leads to:
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8SHe —°% He 4+ 2n — (*He +2n) + 2n (2.5)

8$He —* He 4 4n (2.6)

Other reaction channels like one-two nucleon transfer are to be expected. The discrimination of these
events needs the use of a magnetic spectrometer after the interaction in the target (Sec. 2.3.5 p.36) prior to
their detection in a scintillator wall (Sec. 2.3.4 p.35).

The recoil energy of interest starts from low values typically 30 MeV and extends to intermediate energies
around 200 MeV which enabled us to use a thick target in order to compensate for the relatively low beam
fluxes!. Taking into account the low value (~ 0.01 mb/sr) of the expected cross section at the first diffraction
minimum (Figs. 1.7 and 1.8), the expected beam rates, a measurement period of 4 days for each isotope and
a statistical error of 5%, a typical target thickness of 10 cm was chosen. Because of the extended target, one
has to guarantee a good tracking in order to identify the interaction point (vertex).

A pure liquid hydrogen target was prefered instead of a classical one made of paraffin (~ (CHs),) due to
the several limitations arising from the use of the latter. Indeed, in order to subtract the interaction events
due to carbon nuclei, the use of a paraffin target demands generally an additional measurement with a pure
carbon target which means additional beam time. Finally, the carbon (Z=6) induces much more energy
and angular straggling than hydrogen (Z=1) and this point can be an important limiting factor when thick
paraffin targets are used.

The angular distribution has to be measured with an optimum angular resolution of A®,,, = 1° which
corresponds to resolutions of AO©g = 0.1°(1.7mrad) for the scattered projectile and A® g = 0.72°(12.5mrad)
for the recoil proton. All the trajectories are tracked by multi-wire proportional chambers (MWPCs) with
a position resolution Ax = 150um. For the He ions, a typical tracking requires to use two detectors per
track separated by a distance of 2m where the particles pass normally air, the angular resolution being then
typically AG;,, = (4.3 x1073)° = 0.08mrad. The recoil protons are tracked by two MWPCs very close to the
target and less spaced (~ 24c¢m) in order to limit the energy and angular straggling. The angular resolution
is then typically A©;,, = 0.04° = 0.6mrad.

The tracking resolution is limited by angular straggling of both colliding particles in the target, of which
the thickness is principally defined by count rate considerations and in the sections between the target and
the detectors. In order to reduce it one uses generally large bags filled with He gas®.

A second position sensitive detector (resolution Az = 1.25¢m, A©,, = 0.36° = 6.25mrad) with higher
efficiency (Sec. 2.3.3 p.30) covering the needed proton large solid angle is placed at ~ 2m from the target.
It can in principle give an additional tracking information, in addition to the energy loss and time-of-flight
measurements. The recoil protons emitted at the center of the target (Sec. 2.3.2.1 p.28) traverse then several
media : liquid hydrogen, Mylar, air and He gas (Tab. 2.1). If one assumes a negligible influence from the
gaseous chambers then the total amount of multiple scattering before reaching the final position sensitive
detector is 10.33 mrad for protons emitted at 50 MeV. This calculation considers an intermediate case of low
energy protons where the angular straggling is the highest and shows that the tracking on the scintillation
wall is still possible. For higher energy protons - 200 MeV protons have a total angular straggling of 2.62
mrad - the situation is much better but for lower energies - 30 MeV gives a straggling of 19 mrad - the
tracking is impossible. In any case, the tracking remains possible with the MWPCs. The situation is much
better for the scattered He (Tab. 2.2). In the expected angular range, the angular straggling is much smaller
than the needed measurement resolution.

The determination of the differential elastic cross section requires a precise measurement of the momentum
transfer ¢. ¢, t and ©,, are related in a univocal way meaning that the knowledge of one of these quantities
fully determines the two others. It is then possible to express the differential cross section in the three

equivalent forms: z—" do_ and Cfi—‘z which was chosen in this work. Once an elastic event is identified, it is

g’ dOcm

1For a 3 cm diameter, protons at 30 MeV do not stop in the liquid H2 target while at 10 MeV they stop

2Indeed energy loss and angular and energy straggling are due to multiple scattering from interactions between atomic
electrons of the projectile and the medium constituents. To limit them, one should use low Z and chemically stable elements
(noble gases with high ionization potential) such as helium.
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Table 2.1: Typical cumula-

| Medium | liquid H, | Mylar | Mylar | Mylar | Air | He gas | tive angular straggling AOg rms
Ax 15mm | 100um | 5 x 5um | 125pum | 50cm | 2m (rms) and specific energy loss
Az (mg/em?) 106.20 13.90 3.48 1390 | 64.3 | 35.70 AE for 50 MeV recoil protons.
AE(MeV) 2.84 0.17 0.04 0.17 | 0.74 | 0.46 The thicknesses of the different
AOR rms(mrad) 6.15 6.77 6.92 7.49 9.87 | 10.33 media (two first rows) are shown
in length units and in surface

density units.
| Medium | Air | He gas | liquid Ho | He gas | Table 2.2: Typical cumulative angular straggling
Ax im 2m 100mm om AOg  ms (Tms) and specific energy loss AE for 717
Az(mg/em?) 128.6 | 35.7 708.0 35.7 MeV/uSHe ions. The thicknesses of the different me-
AE(MeV/u) 0.18 0.06 0.35 0.06 dia (two first rows) are shown in length units and in
AOg rms(mrad) | 0.27 0.28 0.33 0.34 surface density units. The contribution from the MW-

PC's and the Mylar windows was neglected.

in principle, sufficient to measure only one variable (e. g. Tr, Ts, ©r or Og) in order to get the transfered
momentum. Despite of these considerations, it was decided to measure all these quantities in order to separate
the different interaction channels and to reduce the background, meaning that one determines the angles,
energy losses and total energies (time-of-flight) for the scattered projectile and the recoil proton. At this
time, the break-up channels were identified and their analysis is still going on. It is worth to mention that
the break-up of * He and 8 He with a concidence analysis of the recoil nucleus was performed for the first time
at high energy during this experiment. Up to now in high energy fragmentation, the fragments are detected
only in coincidence with the emitted halo neutrons.

2.2 Production of the *He and ®He beams

The study of nuclei far from the stability valley is a challenge with respect to the actual experimental
techniques. No stable target of * He or 2He can be technically produced due to their small lifetimes, so it is
clear that one has to perform the proton elastic scattering in the inverse scheme: the “ He are produced and
conducted towards a hydrogen target. At the present time, the GSI (Gesellschaft fuer Schwerionenforschung,
Darmstadt, Germany) is the only installation where radioactive beams can be produced and filtered at high
energy (~ 0.2 to few GeV /u).

First a primary intense '*O® beam is developed and accelerated through the UNILAC (Fig. 2.3) linear
sections and injected to the SIS (SchwerIon Synchrotron) to be accelerated at ~ 820 MeV /u and 730 MeV /u
(Tab. 2.3) for the production of He and 8 He respectively. In the slow extraction mode, the SIS is blocked
during the acceleration stage and then, when the demanded energy is reached, opened for beam delivery
during a time interval ranging from a fraction up to few seconds which results in a typical ’spill’ (bunch)
structure. Tt is then directed to a ® Be fragmentation target which is located at the entrance of the FRagment
Separator (FRS) [62]. The FRS (Fig. 2.4) is a magnetic spectrometer where heavy ion beams with magnetic
rigidities from 5 to 18 Tm can be analyzed in-flight. It consists basically of four independent stages, each
consisting of a dipole magnet and a set of quadrupoles before and after the dipole. One should mention that
the combination of a high energy, heavy ion beam with a relatively thin production target has an important
advantage through the fragmentation mechanism: the reaction products are confined to the very forward
directions with velocities very close to that of the beam.

The 8He (M/Z=4) can be easily separated from other fragmentation products by a simple magnetic
analysis despite it is at the maximum rigidity limit of the fragment separator. The SHe case needs in
addition the analysis of the energy loss of the fragments. This is accomplished by the use of a profiled energy

3180 is the neutron richest stable oxygen isotope
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Figure 2.3: Secondary beam production through the GSI accelerator facility.

| Isotope | E(**0),MeV/u | E,MeV/u | Bp,T/m ]

5He

820

717+£9

13.9

SHe

730

670+ 9

17.5
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Table 2.3: Incident beam energies at the tar-
get ( calculated with a Monte-Carlo method
[63] assuming a constant primary beam en-
ergy)



degrader made of aluminum located at the dispersive focal plane F,. The first two dipole stages of the
FRS perform an A/Z selection thus the fragments with the same magnetic rigidity are focussed on the same
position of the energy degrader. The different atomic energy loss of the ions penetrating the degrader provides
the additional selection basis needed for the separation of a selected nuclide (Bp — AE — Bp method). An
experimental example demonstrating the selection method is presented in the lower part of figure 2.4 taken
from reference [64] showing the result of the first and the second extraction. The combination of the two-fold
Bp analysis and the energy loss provided a secondary beam of ® He with only few contaminants that were
subtracted later during the offline analysis (Sec. 2.4 p.36).

‘Be- Production Target' e .
4
Degrader
, (Dogaser]
15 » Figure 2.4: Schematic
0 1 .
820 MeV/u ] view of the FRagment
3 Separator (FRS). The
i 1sotopic separation princi-
ple is illustrated with the
SR s oo e o — experimental conditions
1 o gl for a ®He beam (from Ref.
4t ""Be. n'Be it [54])
] e r
QE’,S Lia LR %3 2l
G2 "He ED "He
+IlH 4 mH
mass A mass A

The ?Be fragmentation target used was about 8¢g/cm? thick which represents 5.3 x 10%3atoms/cm? and
the typical primary ®O intensity was 2 x 10'%particles/sec. The exotic nuclei passed through the FRS and
then traveled about 80 m to the cave B where the experimental setup is installed. Before performing the
experiment, one needs to simulate the transport of the secondary beams through all these elements. For this
purpose, a Monte-Carlo code, MOCADI [63] including the needed beam optics and the atomic and nuclear
interaction processes was used. The table 2.4 resumes the following relevant quantities:

e the production cross section op0q determined from the EPAX empirical relations ([65], [66])
e the total transmission factor €;qns determined from MOCADI [63]
e the expected particle rate ®.,;. at the experimental setup

e the measured particle rate ®,,

| Isotope | Upmd(barn) | €trans | D qic(pps) | ., (pps) |
5He 219 x 10~ [ 0.01 2 x 10° 1.9 x 10° Table 2.4: Secondary beam production
8He 421 x107° | 0.03 14000 16000 parameters

Finally, the calculated beam divergency, Ox =~ 3.4mrad and ©y ~ 6.8mrad (Fig. 2.5) is another
important reason that requires to have a precise beam particle tracking.
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Figure 2.5: Calculated beam parame-
ters for 717 MeV/u He [63] at the
entrance of the experimental setup, ~
28cm before reaching the first counter
S1. The figure A shows the corre-
lation of the beam coordinates Xpeam
and Ypeam- The figure B shows the
correlation of the X and Y component
of the incident angle ©. Their distinct
spectra in figures B1 and B2, obtained
from the projection of the spectrum B,
show the beam divergency in both di-
rections.

2.3 Setup of the experiment S174 at Cave B (GSI)

The setup used for the present measurements is sketched in figure 2.6. The beam projectile nuclear charge Z
is determined from the energy loss (AE) measured by means of two small and thin scintillators S1 (5¢m x
6em x 1mm), S2 (6em x 6em x 3mm) and a bigger one, S3 (20cm x 20cm x 2e¢m). It is collimated right
before interacting at the target by a 20cm x 20cm x 1em scintillator with a 2 cm diameter hole at its center
(Veto). These four detectors also serve to define the beam trigger (Sec. 2.5 p.36).

The He beam particles are tracked by the MWPCs P1-P2 before interaction and P3-P4 after interaction
thus, one is able to determine the lab. scattering angle ©g and the interaction vertex position. They are
identified after the scattering process via AE measurement in S3 and a magnetic analysis using the Aladin
dipole magnet and a position sensitive scintillator wall (SPW) behind it: this enables to separate the elastic
scattering from beam fragmentation products and other reaction processes.

The proton tracking is performed by the MWPCs P5 and P6 which also serve for the second level trigger
(Sec. 2.5 p.36). A position sensitive scintillator wall (RPW) serves for their identification (AE and TOF). In
addition, three PVC bags (not represented on the figure) filled with He gas at 1 atm are used: two cylindrical
ones between chambers P1 and P2, P3 and P4 respectively. The third one was placed between chamber P6
and the recoil particle scintillator wall. They had the purpose to reduce multiple scattering of the He and
protons within the experimental setup.

2.3.1 The multiwire proportional chambers

The tracking of beam particles and recoil protons was performed by the use of six MWPCs* designed and
constructed at PNPI St-Petersburg (Russia). Four are small sized and two, P4 and P6 are bigger in order to
cover the large scattering and recoil angular ranges.

4also called cathode strip chambers (CSC) since the readout is based on cathode strips
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Figure 2.6: Schematic representation of the S174 experiment. The laboratory coordinates system used is
shown in the bottom left corner, the origin being at the center of the target. The direction ©r = 75° is used
as a guideline to position the recoil arm devices.

2.3.1.1 Description

Each chamber consists of a closed isolated volume maintained at atmospheric pressure with a permanent gas
flow (75 % argon + 25 % CO2). The gas mixture is realized through a dedicated device built at GSI. The
entrance and exit windows are made from 50um aluminized Mylar. The MWPC has two coordinate planes,
similar in structure and perpendicular to each other, one for each position coordinate X and Y (Fig. 2.7).
One coordinate plane is shown in figure 2.8 with two views perpendicular to each other.

It is formed by three planes of thin wires: cathode strip plane, anode plane and cathode plane. It forms
a complete independent detector which is able to get the information related to one coordinate, typically
X or Y, Z being the direction of incident beam. The typical distance between the cathode and the anode
planes is d = 2mm, also known as gas gap, and the two coordinate planes within one chamber are separated
by typically 6 x d to avoid any electromagnetic induction. The cathode plane wires are grounded while the
anode plane wires are set to +1.7 kV. One cathode strip unit is formed by a group of 5 (small chamber)
or 6 (big chamber) wires connected electrically to a shaping preamplifier. The anode wires made from gold
plated tungsten are S = 30um diameter (except 25um for chamber P1) and spaced by Dgs = 2mm. The
cathode and cathode strips planes are made with copper/beryllium wires W = 50um diameter and spaced
by Dy = 0.5mm ; they are stressed perpendicularly to the anode wires. The strip units are then 2 mm wide
(2.5 mm for a big chamber) which defines the pitch readout with a periodicity of 2.5 mm (3 mm for a big
chamber). The small chambers (P1, P2, P3, P5) have then 64 readout channels for a sensitive area of 16 cm
x 16 cm. The big chambers (P4, P6) have 86 channels for an area of 26 cm x 26 cm.

2.3.1.2 Installation and mechanical alignment

Chambers P1, P2 and P3 were aligned on the center of the beam trajectory while chamber P4 was shifted 5¢cm
in the direction of positive X in order to cover the solid angle of interest. The beam particles coordinates are
later used offline for a final precise zero alignment (Sec. 2.3.1.5 p.26). The chamber P5 was placed parallel to
the target lateral window located on the side of negative X in order to have the maximum possible overlap.
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Figure 2.7: Transversal cut showing the
schematic structure of one MWPC. The coordi-
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to each other. The chamber sensitive volume is
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The direction r = 75° was used as a guideline to install the proton arm devices. In particular, the chamber
P6 was placed perpendicular to it at about 24 cm center-to-center from P5.

2.3.1.3 Readout

The total anode charge is registered and analyzed later to get information on the energy loss and thus on
the particle charge if needed®. The charge from every cathode strip is sent first to a GASSIPLEX-chip [67]
. It has 16 input channels that consist of a charge sensitive amplifier (CSA), a switchable filter, a shaper
and a track&hold-stage. After shaping and pre-amplification, these channels are multiplexed to one output
allowing a sequential readout of all channels. The outputs from all the units are buffered and then sent to an
8 bit flash ADC (FADC) unit. Due to this relatively low resolution (256 digitizing channels) the chambers
were not used with the full possible gain in order to avoid the FADC charge overload. The HV set on the
anode wires was then limited to +1.7 KV which is to be compared to the breakdown voltage 2.5 kV.

After the main control unit (Sec. 2.5 p.36) has generated a start the GASSIPLEX sequencer (GPS)
generates a track&hold (T/H) signal which enables the GASSIPLEX to store the signal amplitude for every
cathode strip. 3us later the GPS generates a clock (CLK) signal in the form of a serie of 200 pulses at a
frequency of 400 kHz (2.5us period) to output the information to the FADC. After each CLK, one strip is
read at once. A common line is used for the readout of one coordinate plane. The FADC has one input and
a clock generator which is set to 400 kHz : it is tuned to trigger only when the input has the right amplitude.
After digitization, the information is sent to a dedicated memory module. This channel-by-channel readout
allows multiplicity measurement and the coordinate reconstruction is still possible in case of high input rates
(10° events/s).

2.3.1.4 Online calibration system - Test events

For a given readout channel, the knowledge of the relative electronic gain in neighboring channels is necessary
to get the right corresponding input charges. The calibration system is triggered by a TEST pulse from the
Control Unit (Sec. 2.5 p.36) at regular intervals (<1 Hz). The data are recorded as a “test event” and
identified by a specific pattern register value. Precise pulses with 30 stepping amplitude values sweeping the
whole dynamic range in use were produced by a dedicated DAC (Digital to Analog Converter) unit coupled
to a common test strip made from 3-4 wires perpendicular to the cathode strips through an input capacity
Cin- A test signal with a known amplitude A induces charges in all the cathode strips. The total charge can
then be deduced from the relation @@ = A - Cj,,. Finally, the resulting output analog response from every
strip is digitized and recorded. The linearity as well as the noise level from the pedestal peak position can
then be checked for every channel.

2.3.1.5 MWPCs calibration

The induced charge on each cathode strip is determined from the raw flash ADC (FADC) values following
two major steps: pedestal subtraction and then data absolute/relative calibration. This procedure, especially
the pedestal subtraction step, is very similar to the one applied in the calibration of the two scintillator walls
hence it will be exposed only here.

The pedestal peak is identified by accumulating “empty” events, i. e. the events which are not triggered
by a beam particle. Regular pedestal runs were made during the period of several days that lasted the
experiment. The pedestal peaks typically spread over few ADC channels. Their position was checked and
no shift was observed during the running period. These peaks are fitted for every readout channel and the
deduced values are systematically subtracted from the signal peak.

For every readout channel, one has a series of precisely known amplitudes and the corresponding response
in ADC channels (Sec.2.3.1.4 p.26). These data are fitted with a first order polynomial and the resulting
calibration coefficients have 1 % or less of relative uncertainty. An example of calibration plot is shown in
figure 2.9.

5The anode signals from chambers P5 and P6 were used through a constant fraction discriminator to trigger the recoil particle
passage.
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Figure 2.9: Calibration plot for one
given MWPC readout channel show-
ing the charge injected into the cath-
ode strip during test runs versus the
registered ADC channel.

An offline alignment is performed on chambers P1, P2, P3 and P4 by using a *He beam. It consists of
the identification, for each coordinate plane, of the strip associated to position zero. One assumes that the
beam particles have no interaction and hence follow a straight line. From a set of 50000 events, the beam
center-of-gravity is determined for each plane from a gaussian fit. The figure 2.10 shows the beam profiles
in the X and Y planes of the considered chambers. The cathode strip associated to the distribution centroid
is then identified as the reference strip in the MWPC local coordinate system. The obtained alignment
uncertainty was 30um.
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Figure 2.10: “He beam pro-
file during the alignment run
of chambers P1, P2, P3 and
Pj. The beam distribution in X
(resp. Y) direction is shown in
the first (resp. second) row

2.3.2 The liquid hydrogen target

The liguid hydrogen (LH>) target and the whole ensemble were built by the cryogenics team of CEA, Saclay,
France and successfully tested at 3 bar. It was installed at GSI in March 2000. The system was designed to
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be modular in order to work with different target cell geometries®. The main requirements for such a target
were:

e to have thin windows for the scattered and recoil particles in the whole solid angle of interest

e to have a thick cell in order to compensate for the beam low rate. For the high energetic beam particles,
the induced angular straggling was much below the needed angular resolution while the energy loss was
negligible (Tab. 2.2 p.20) when choosing 10 cm of LH. On the contrary, for the low energy protons
the thickness had to be limited to 2-3 cm in order to have a complete overlap with the beam spot and
to limit angular straggling and energy loss.

The choice of the L Hs rather than a paraffin ~ (CH,),, was necessary because of the large angular straggling
and energy loss induced on the beam particle and the recoil proton when CH compounds are used. To
illustrate this point, one can compare the results from two equivalent targets that represent a hydrogen
thickness of 708 mg/cm? (Tab. 2.5 for a beam particle) and 106.2 mg/cm? (Tab. 2.6 for a recoil proton)
and recalling that hydrogen represents 1/6 of the paraffin in terms of mass. It is clear that the measurement
in the cases considered here is impossible with a thick paraffin target.

AHe, Ts AFE ABg AFE ABg Table 2.5: Typical angular straggling
(MeV/u) | (MeV/u) | (mrad) | (MeV/u) | (mrad) AOg (rms) and energy loss AE for He
[(CH3),] | [(CH2)x] [LHs) [LHs] beam particles. Two calculations were
SHe, 717 6.7 1.3 2.3 0.5 performed for 100 mm LHs and 47.8
8He, 671 51 1.0 1.8 04 mm paraffin representing the same hy-
drogen thickness of 708 mg/cm?.
( J\;:V) ( ]\?ﬁ/) (r%?a}fl) ( ]\?g/) (Tﬁr@a]fi) Table 2.6: Typical angular straggling
AOp (rms) and energy loss AE for
[(CHs)n] | [(CH)n] | [LHs] | [LH,] . .

recoil protons for energies between 30
30 15.1 39.1 4.5 10.7 and 200 MeV. Two calculations were
50 8.5 19.0 2.8 6.2 performed for 15 mm LHs and 7.2
100 4.7 9.1 1.6 3.1 mm paraffin representing the same hy-

200 2.8 4.7 1.0 1.6 drogen thickness of 106.2 mg/cm?.

2.3.2.1 Target setup description

The target cell consists of a vessel filled with liquid H, and sealed at one extremity to a stainless steel body
by a vacuum jacket made of Alumene” (Fig. 2.11). The vessel has a cylindrical shape of 100 mm length
which represents a thickness of 708 mg/cm? and has a rounded appendage, the arch of which has a rise of
3 mm. The vacuum jacket part which is in contact with LH, is 10 mm wide, thus from the entrance to
the exit window, the total target length on the Z axis is 113 mm. It is 30 mm diameter and is surrounded
laterally by a 100 um Mylar foil while the entrance and exit windows are made from 90 um Mylar. The
outer diameter of the vacuum jacket part which is in contact with the inox body is 40 mm. The thermal
insulation of the vessel is assured by 5 x 25 pm standard aluminized Mylar. The filling and return gas tubes
are connected on the inox body.

6 At this moment, another bigger cylindrical target cell (20 cm height x 6 cm diameter) is available for spallation cross section
measurements at GSI
7 Alumene or Aluminium 5083 is made of 94% Al, 4.5% Mg, 0.4% Si, 0.04% Fe, 0.5% Mn, 0.25% Zn, 0.15% Cr and 0.15% Ti.
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Figure 2.11: Liquid hydrogen target cell Figure 2.12: Liquid hydrogen target - cryostat ensemble

The system target+cryostat is in a residual 52 1 vacuum chamber (Fig. 2.12) which provides a secondary
containment volume in case of target flask rupture. The volume of the insulating vacuum space available for
the release of hydrogen must be at least 52 times the volume of liquid Hs contained in the vessel. Hydrogen
expands about 52 times as liquid is vaporized to cold gas at atmospheric pressure. The vacuum chamber
is equipped with an entrance and exit beam windows of 40 mm diameter (90 pum Mylar) and two lateral
windows to let the recoil protons reach the detectors. The lateral windows (100 pm Mylar), rectangular in
shape, are 95x160 mm and located at 42 mm from the beam axis which offers an acceptance of ¢ = +47°
and 60° < O < 90° for the recoil arm. The acceptance for the scattered projectiles is 0° < ¢ < 360° and
0° < Og < 4°.

The target is connected to a 175 1 storage tank through two separate check valves. The final pressure in
the storage tank is 1.05 bar and is always maintained slightly above the atmospheric pressure. This eliminates
any risk of explosion fueled by oxygen leaking into the system. This pressure is at the same time the vapor
pressure of the liquid corresponding to a temperature of 20.5 K for hydrogen. The condenser is a copper
cylinder, 8.7 cm long and 14.1 cm in diameter, thermally isolated by a copper shield.

The gas handling system is composed of the plumbing, valves and controls necessary for transfering the
hydrogen gas from the storage tank to the target cell and vice-versa. It is housed in one rack which contains
manual valves, relief valves, pressure indicators and transmitters. This ’cryogenic’ rack, the gas tanks and
the instrumentation rack are located, for safety reasons, outside and above the experimental area on the
concrete roof of cave B where the airing conditions are better. The main Hy supply bottles with which the
tanks were fed, were kept outside the building and connected with a special high purity (1/10°) pipe.

2.3.2.2 Operation principle

The cooling and the condensation of the gaseous hydrogen is managed by the refrigerating power of liquid
helium and its cold vapors [68] in the temperature range 4-20 K. Helium gas is liquified by compression and
sent to the cryostat. This operation takes generally 30 hours. Then hydrogen liquefaction by heat exchange
between the cold head (helium) and the condenser (hydrogen) starts and last few hours. Filling the target
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with Hy requires about 110 1 of gas at NTP®. As a result, the storage tank is at pressure of 1.65 bar before
the Hs liquefaction. The total amount of Hs gas used in the entire system is 290 1.

A so called “cold” (or aspiration) valve (Fig. 2.12) is mounted on the return tube between the target and
the condenser. Opening this valve creates a rapid increase of the volume and induces a passage from liquid
to gas phase at constant temperature within few seconds and vice-versa. This mode is called ’empty target’
mode despite the target is filled with hydrogen gas at 20.5 K and enables to evaluate the background arising
from sources other than liquid hydrogen. The thickness of the hydrogen gas present in the target is then 12.9
mg/em?. Two level sensors (470 type carbon resistor) allow detection of the thermal exchange between gas
and liquid in order to determine the two operation states (empty - full target).

One of the main priorities when the setup was produced was its reliability and safety during operation
[69] thus the strength coefficients of the inner vessel and other sensitive materials were always set better or
equal to the recommended values [70]. The basic idea behind safe handling of any flammable or explosive
gas is to eliminate oxygen and to avoid exposure to any energy source that could cause ignition. The most
probable fuel gas is oxygen present in the atmosphere and the most likely ignition sources are from electrical
equipment. When the target is filled up and stabilized, the connected setup does not use any electrical
power. The electrically driven vacuum pumps are switched off and only cryopumping is working. Automatic
regulation of the Hj level is done by pneumovalves. The used gas is always contained in the closed target-
storage tank circuit. After an experiment is finished, the gas is kept into the storage tank with only some
losses due to a normal over-pressure evacuation.

2.3.2.3 Performance

One of the main advantages to use a pure liquid Hs target is obviously the low level of background that arises
for example when one uses targets made from hydrogenated-carbon compounds. This is sketched in figure
2.13 showing the energy loss spectra of the recoil protons in the front layer of the scintillator wall for the
two target operating modes, both spectra being normalized to the incident beam flux. Despite the residual
hydrogen gas present in the “empty target” mode, which is taken into account in the background subtraction
during offline analysis (Sec.3.3.1 p.43).

2.3.3 The recoil particle scintillator wall - RPW
2.3.3.1 Description

The recoil particle wall is designed in 2 layers of 12 modules each. One module (Fig. 2.14) consists of 8
vertically aligned slats of 1 cm thickness, 110 c¢cm length and 2.5 cm width BC408 plastic scintillator each.
The BC408 [71] is made of a polyvinyltoluene base with a density of 1.032 g/cm? and a refractive index of
n = 1.58. The mass composition can be assumed to be 10 carbon for 11 hydrogen atoms and is characterized
by a light attenuation length of typically Ly = 2.10 m.

Every slat is readout by 2 photomultipliers (PMs) from the top and bottom ends, yielding the needed
energy loss (AE;,p and AFEyoiom) and TOF (T'OF,, and TOFyottom) information. The 8 slats, their PMs
and HV bases are mounted in a common metal housing and shielded against ¢ electrons by a thin metal
layer. The 8-fold modules are complete and independent detectors with high mechanical stability and easy
handling. Only 6 modules were used which was sufficient to cover the entire angular range of interest.

The recoil particles meet the first (front) layer which is shifted by a half slat width with respect to the
second (rear) layer (Fig. 2.15). The x4y local coordinate is determined from the slats position. With this
structure, one can achieve a position resolution of half slat width which corresponds to an angular resolution
of about 5.43 mrad (0.3°). The wall was positioned at about 2.3 m from the center of the target and tilted
by an angle of 15° in order to have its planes perpendicular to the direction ¢ = 75° which is the average
recoil angle.

The partial perspective view of the experimental setup (Fig. 2.16) shows the recoil arm section together
with the surrounding of the target up to the last counter S3. The He gas bag in the recoil arm is a semi-

8Normal temperature and pressure conditions
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Figure 2.13: Spectra of the elastic proton
energy loss AEy yront in the RPW front
layer with filled and empty (hatched) tar-
get from interaction of He. The spectra
are normalized to the same flux of incident
particles.

Figure 2.14: Perspective view of one 8-pack
scintillator module of the recoil particle wall
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Figure 2.15: Aladin TOF wall top view showing the local coordinate system (Xuwau, Ywail,
Zwai)- The front layer is shifted by one slat half width 1/2 in the Xyau direction. This
architecture enables a refined analysis and in particular to disentangle the “grazing shots”
like the one shown in the figure and hitting rear slats i and i + 1.

pyramid made from 5 mm thick PVC. It is 1.8 m height and has a 40 x 40 cm? entrance window and a
80 x 80 em? exit window. The windows are made from 30 pm mylar.
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Figure 2.16: Perspective view of the target area and the recoil proton wall (RPW)

32



2.3.3.2 Calibration

The energy loss was calibrated by a primary deuteron beam at energies of 100, 200 and 400 MeV /u. The
scintillator wall is positioned after the dipole magnet and therefore all the slats can be illuminated by the
sweeped beam. The expected energy losses in the front and rear layer are shown in table 2.7. The energy
of the beam being in the range of few hundreds MeV /u and the recoil protons expected in the range , it is
then needed to extrapolate the calibration to higher energy losses, up to 32 MeV® (Fig.2.17). Typical AE
calibration curves are shown in figure 2.18 for four neighbouring PMs from the top side of the front layer: as
an example, ft25 stands for the PM located on top of slat number 25 in the front layer.

| Ta,in(MeV/u)

| 100 [ 200 | 400 |

AEtront(MeV)

8.1

4.7

3.1

AE,car(MeV)

8.4

4.7

3.1

I(AE)ms(MeV)

0.38

0.39

0.42

35

Table 2.7: Calculated energy losses of deuterons with
kinetic energy T, crossing the RPW at different in-
cident energies in the front and rear layers (AEf,ont
and AE,cq. respectively). S(AE).ms is the common
energy straggling obtained at those energies.
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Figure 2.17: Calculated recoil proton
energy loss in the RPW front layer
AE, front as a function of their ki-
netic energy Trqp after interaction.
All the media crossed by the protons
were taken into account. Less ener-
getic protons are stopped before reach-
ing the wall (see e. g. Fig. 2.19), the
low limit being roughly 20 MeV.

o
o

Energy loss in one slat

20 40 60 80 100 120 140 160 180 200

Triap » MeV

If AF is the energy released in one slat at a given impact point B and assuming no external losses, then
every PM will receive half of it but attenuated. One can write the energy amplitudes at the top and bottom

PMs as:

AE
AEtop = 5 eXp_a(L/2_ywa”)

9Indeed, 38 MeV recoil protons have the maximum energy loss of 31.8 MeV
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where @ = 1/L,y; is the attenuation coefficient per unit scintillator length and L the slat length. vy is
the y coordinate of the point B, the Y, axis, parallel to the slat, being directed from bottom to top. The
energy loss is then given by:

AE = 2\/AE;,pAEpottom exp~*L/? (2.7)
and Y, can be expressed as :

1 ! AFEiop,
wall = 7 — M ——
Yuwall 20 AEﬂbotitmn
The expected energy losses of the elastic recoil protons are shown in figure 2.19 made from a Monte-Carlo

simulation of scattering from a 717 MeV /u ®He beam plotted in function of the recoil kinetic energy Tg.
From the front layer (Fig. 2.19.A) one identifies - from left to right - the following contributions:

(2.8)

e protons stopped before reaching the wall (AE, f,ont = 0) for Tp < 19MeV

e protons stopped in the first layer for 19MeV < Tr < 37TMeV (AEp reqr = 0 from Fig. 2.19.B) where
of course the energy loss increases with increasing Tr. A maximum energy loss of ~ 33MeV is reached
for protons emitted at ~ 37TMeV.

e protons that crossed the front layer for Tr > 37MeV where typically the energy loss decreases with
increasing Tr. Some of these protons are stopped in the second layer (Fig. 2.19.B) for 37TMeV < Tg <
53M eV while the rest escape the scintillator wall.

Time of flight in one slat
For the relative TOF calibration purposes, the RPW is equipped with a dedicated laser system which fires

all slats at once through a network of optical fibers. The calibration was linear:
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Figure 2.19:
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TOFns = a/-TOFchannelS +b

The calibration constant a was determined by making two laser runs with a 122.4 ns delay while the offset
b was gathered from the different deuteron beam energies having therefore different possible TOF. If TOF},),
and TOFyott0m are the TOFs recorded at the top and bottom PMs respectively and assuming that the two
signals reach the PMs at a speed c¢/n, then one writes:

L/2 —yua
TOF,,, = TOF + n(L/2 = Ywanr)
C

L 2 wa
TOFyottom = TOF + ML/2 + Ywanr)
C

then the time-of-flight TOF of the event is given by:

1
TOF = 5(TOFip + TOFigtuom + nL /o) (2.9)

2.3.4 The scattered particle scintillator wall - SPW
2.3.4.1 Description

The scattered particle wall is made of two large (1.8m length x1.4 m width) layers. The front layer has 14
horizontally aligned scintillators (1.8m long x 10cm wide x 0.5cm thick) made from the same material (BC
408). The rear layer is made of 18 vertically aligned scintillators (1.4m long x 10cm wide x 0.5¢m thick). It
was positioned perpendicular to the beam direction at 2.3 m upstream from the exit window of the dipole
magnet.

2.3.4.2 Calibration

A relative energy calibration was performed enabling an easy identification of the scattered particles nuclear
charge. With a direct sweeped beam - the wall being positioned after the dipole magnet -, it was only possible
to calibrate the vertical slats and the three central horizontal slats due to difficulties to move it up and down.
For the TOF calibration, one used a * He beam at 700 MeV /u. One run with a 41 ns delay in the electronic
chain and another one without delay were performed to get the calibration parameters.
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2.3.5 The ALADIN magnet

The ALADIN [72] (A LArge DIpole magNet) spectrometer has a gap height of 40 ¢m and a horizontal
acceptance of 120 cm. The bending power of 2.3 T'm satisfies the experiment requirements and allows to
obtain the necessary resolution in mass and momentum. As an example, ®He at 674 MeV /u with a magnetic
rigidity of 18 T'm is deflected by an angle of 7.3°. A typical result can be seen in Fig. 3.5 p.44. The dipole
magnet entrance frame is positioned 3m downstream from the target and is tilted by 7° with respect to the
incoming beam direction to the side of positive X. The gap height limits the fg vertical acceptance to 4°
while the horizontal acceptance is much larger than the required range. The spectrometer acceptance is thus
full. Tt also enables to cover the entire range of rigidities which can vary by a factor 4. In the case of 8He
and assuming the same velocity then the following isotopes with nuclear charge Z = 2 are expected and
separated: *He, *He, “He and ®He. The stray field of the magnet affected neither the S3 photomultiplier
nor the nearest MWPCs circuits. It varies on the beam axis from 200 G at the center of the magnet to a
value of about 20 G at a distance of 1 m from the magnet.

2.4 Beam particles charge identification

The available  He beam is not isotopically pure (Fig. 2.4 p.22), so one needs to identify the beam particles
and separate the corresponding scattering events. For the charge identification, the energy loss AE from
counters S1 and S3 is used since AE « Z? according to the Bethe-Bloch formula, Z being the nuclear charge
of the incident particle (See e. g. Sec. 2.2.2 of Ref. [73]). Additionally, one uses the energy loss in the SPW
which is the last detector met by the scattered particles in order to identify the reaction of beam particles
happening after the target. Before making such an analysis, one ensures that the energy amplitudes did not
vary during the measurement. In particular, S3 was not perturbed by the magnetic field of the ALADIN
magnet.

For analyzing the beam composition before and after interaction in the target, the AE amplitudes mea-
sured on S1 and S3 were used. Such a correlation spectrum is shown in figure 2.20 taken from the ¢He
run. Already at the beginning of the setup (S1) one distinguishes the three particle stable components with
M/Z=3 which passed the separation procedure of the FRS (Fig. 2.4 p.22): >H , He (the main peak in the
spectrum) and °Li with respective charge numbers Z=1, 2 and 3. One also identifies, in S3, 20.2 % of *He
events that got converted to Z=1 due to nuclear reactions within the experimental setup. These events are
represented by the two peaks located below the main peak which are interpreted as due to the detection of
one Z=1 event (lower peak) and two Z=1 events in coincidence in S3 (upper peak).

2.5 'Trigger logic
The whole data acquisition (DAQ) system (Appendix C p.105) is triggered by a two-level logic:

1. a first level signal T1 delivered by a coincidence between the scintillators S1, S2 and S3 and an anti-
coincidence from the veto counter. The generated signal is lead by the S1 signal rise edge.

2. a second level signal T2 delivered by a coincidence between the X and Y anode planes of the MWPCs
P5 and P6.

We generally refer to the first one as the "beam trigger" and the second as the "proton trigger" or “scattering
trigger”. At this stage and in order to have a reasonable acquisition speed, it is not possible to separate the
elastic scattering events from the breakup and other reaction channels since their analysis needs a rather
longer time. The figure 2.21 shows spectra of the scattered particles X coordinate in the last chamber P4
from the ® He run, that means after a possible interaction in the target. We have chosen three distinct cases:

e case A: first level trigger only (direct beam) - target empty. Here one can identify the position of the
direct beam.
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Figure 2.20: Energy loss
amplitude correlations of
beam particles before (S1)
and after (S3) interaction
in the target (°He run)
showing, in particular, the
presence of °Li and 3H
contaminants

e case B: first and second level trigger - target empty. Only a few scattered events are observed which
one can associate to the residual cold hydrogen gas in the target.

e case C: first and second level trigger - target filled. The contribution of the scattered events becomes

now much more important.
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Figure 2.21: X position spectra from the chamber PJ for different conditions on the target operation mode
and the trigger. Figures A and B show contributions from an “empty” target while figure C corresponds to a
filled target. In figure A, one considered only the first trigger T1 and in figures B and C, the triggers T1 and
T2 were required simultaneously.
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Chapter 3

DATA ANALYSIS AND
EXPERIMENTAL CROSS SECTIONS

Through this chapter, one will discuss mostly the case of ® He hence most of the plots were made for this
isotope. The situation for 8 He is almost similar and some plots will be shown for the completeness and the
homogeneity of the analysis. The He run lasted 55.2 hours (background run: 11.7 hours) while the ®He
lasted 59 hours (background run: 2.4 hours). A secondary *He beam at 700 MeV /u was sweeped on the
vertical slats of the SPW for the purpose of calibration.

3.1 Analysis of the scintillator walls

One typical event shows a cluster of hits. A hit in a given PM is defined whenever the energy and TOF signal
amplitudes meet basic requirements, e.g. raw TOF signal amplitude greater than 0 and the raw AF greater
than the noise level, obviously when both the amplitudes are not saturating. An analysis of the different hits
is performed in order to identify a candidate particle and to derive its time-of-flight and energy loss.

3.2 Analysis of the MWPCs

After having realized the chamber alignment (zero position calibration), follows then the procedure of position
coordinate determination (Appendix A p.97), determination of scattering and recoil angles and finally the
interaction vertex is searched. These topics are explained in the next subsections.

3.2.1 Angle determination

In a two-body kinematic scattering, the incident, scattered and recoil tracks are all contained in the so called
interaction plane. The scattering and recoil angles 65 and g on one hand, and the azimuthal angles ¢g and
pr are correlated since they must fulfill momentum and energy conservation laws.

3.2.1.1 Scattering and recoil angles

The scattering angle g is given by:

Os = /02 + 62

where 6, and 6, result from the projection of the particle momentum in the (X Z) and (Y Z) planes respec-
tively. They are determined with the following:
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91 = ew,out - ew,in

9y = ey,out - ey,in

Here, the subscripts in and out refer to the incident and scattered particle tracks respectively. These
incoming and outgoing angles are related to the particle coordinates x; and y; where i = 1,2, 3, 4 refer to the
chamber number as:

T2 — 1
99“-” = arctan <7>

22x — Zlx
T4 — T3
0,0ut = arctan <7)
Z4x — 23z
Y2—U
0, in = arctan <7
Y,
ZQy — Zly
Y4 — Y3
0y,out = arctan <7
Z4y — 23y

For a chamber ¢, z;; and z;, refer to the z position of the X and Y coordinate planes respectively.
Numerically, one has zo, — 21, = 196.9 cm, 24, — 23, = 209.7 cm, 22y — 21y = 196.9 cm and 24y — 23, = 228.8
cm with a typical uncertainty Az = 0.5 cm. The recoil angle 0 is defined with the following relation:

COS 9R = U12.U56

where U;5 and Usg are the momentum unit vectors in the direction of incoming and recoil particle tracks,
respectively. Usg is computed directly from the chambers 5 and 6 coordinates. The scatter plot in figure
3.1 shows the correlation between the scattered and recoil angles for elastic events, selected as shown in
section 3.3.1 p.43. As can be seen, the experimental correlation reproduces well a simple two-body kinematic
expectation. For small scattering angle, the spread on the recoil angle values is larger because of the more
important multiple scattering.

90 |

85 |

Figure 3.1: Recoil angle Or versus scattering angle 0g
i for elastic events. The continuous line is a two-body
75 [ kinematic calculation.
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Uncertainty determination on 6g and ¢

The experimental errors on g and [t| were determined from the propagation error formula (Appendix B
p.101)

3.2.1.2 Azimuthal angles

The azimuthal angles are defined in the plane perpendicular to the interaction plane. Instead of taking the
original definition, the following quantities were defined and used for further selection:

s = arctan (ﬁ) (3.1)
@R = arctan (732 : ‘ZZ) (3:2)

With those definitions, one ensures that s = ¢r as shown in Fig. 3.2. These correlation property was
used as an additional selection criterion in the determination of the cross sections.
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3.2.2 Vertex coordinates

In the ideal case, the vertex should be the intersection point between the input and output beam tracks. In
reality and due to the experimental uncertainties, it is defined by the region of space in the target where
the interaction has most probably occured!. This corresponds to the region where the approach distance
between the input and output tracks is minimum. It is given by?:

Rpca =\/(@hoa +Ybea) (3.3)

Here xpoa = Min(Tout — xin) and ypca = Min(Yout — Yin) Where i, , Tout » Yin a0d Yot are determined
along the considered tracks. The target was divided into 30 slices along the Z (beam) direction. If in one given

1Events with more than one output tracks were identified, the mean multiplicity per event being 1.4. The search for the
interaction vertex will also enable one to find out the right set of tracks.
2DCA = distance of closest approach

41



slice, Zin.out OF Yin,our €xceeds the veto aperture, the corresponding track is rejected. The slice corresponding
to the minimum approach distance is then further divided into 10 slices to look for the final minimum. In case
where two vertices were found, the one with the smaller approach distance is kept. The vertex coordinates
Ty , Yu , 2 and the two variables zpca and ypcoa are then stored for further use. The figure 3.3 shows the
zpca and ypca distributions for a partial set of the S He data in the range of +1mm together with the one
for Rpca in the interval [0,0.5mm).
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Here the scattering events which are close to the ideal case zpca = ypca = 0 can be considered as the ones
holding the best tracking quality. This criterion is important when evaluating the angular distributions serving
for the cross section extraction®. One may notice that the quality of the xpcadistribution (FWHM~0.008
cm) is better than the one of ypca (FWHM=~0.04 cm). The determination of zpca,ypca, Roca and
consequently the vertex precision, depends on the scattering angle 6s. At low g, the tracks are almost
parallel. The different input and output coordinates are almost equal and close to 0, therefore the relative
uncertainties are high. The figure 3.4 shows clearly this effect for the Y coordinate. This can be explained
simply by considering our setup geometry which enables, through the trigger, to record higher values for ¥x g
than it does for ¥y 5. By looking more closely to figure 3.4 one can see from the top part the direct beam
component located at ¥ x,s = 0 and symetric in 2 pcadirection and the scattered part component located at
Yx,s > 0 and asymetric in zpcadirection®. This asymetry is only a consequence of the setup geometry and

3In particular, it will be shown in a later section (Sec. 3.3.3 p.45) that the angular distribution of the elastic events does not
vary by requiring different selections on those variables, therefore it does not depend on the event tracking quality.

4In principle, one cannot determine a vertex for the unscattered beam particles but due to experimental uncertainties
¥x, s # 0, therefore the searching procedure used here is successful. This artefact does not of course, influence the final cross
sections.

42



the trigger logic; it disappears completely when looking the same spectra with only a direct beam.
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3.3 Angular distribution of elastic events

The tracking and the particle AFE information are used to separate the elastic scattering events from the
other possible reaction channels. It is then possible to correct for the remaining background coming from
the scattering of beam particles in the target body and to check that the angular distribution pattern is
independent from the event tracking characteristics.

3.3.1 Selection of elastic events

In order to separate elastic scattering events from the breakup channels, two major conditions were required®:

5An additional cut using the correlation property between the recoil and scattered azimuthal angles (Fig. 3.2 p.41) was
additionally used.

43



e the AF from the counters as well as from the SPW was used for particles with nuclear charge Z = 2
(He). In the same way, only particles with Z = 1 were selected from the AE recorded in the RPW.

e the tracking information before and after the magnetic analysis was used. An example in Fig. 3.5 shows
how the elastically scattered * He can be separated from the other stable isotopes 3He and * He®. This
correlation is a direct consequence of the fact that at these relativistic energies, beam particles, the
elastic scattered particles and the fragments have almost the same velocity when they pass the dipole
magnet and thus the separation between them is possible.

E | o
© 160 =
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£ 140 g Figure 3.5: Correlation plot showing the X
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8120 i ponent ©, of the scattering angle for the
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100F d to the 10 cm width of a vertical slat. The
[ events from the direct beam (no interaction
80 ] in the target) are located at X = 30 cm
[ o TN - - and therefore, do not appear on the plot.
60F  .aceliEE L 6 ; The SHe resulting from elastic scattering is
[ e i He - clearly separated from the products of break-
o R N o A T ORI up and other reactions.
-2 0 1 2 3 4 5

From the measured scattering angle g, one determines the recoil kinetic energy for the elastic process as:

m + (Tyn + M) sin? O — cos g/ m2 — M2 sin? 5

Tr = Tin (Tin, + 2M) 5 .
(Tin + M +m)” — Ty, (Tiy + 2M) cos? Og

(3.4)

and then the determination of the experimental momentum transfer squared —t is straightforward through
Eq. 2.2 (p.17). This calculation coincides with the one made when the correlations between the recoil proton
energy loss AE, fron: in the RPW front layer and the recoil kinetic energy Tr are used. The resulting
(Or, —t) correlation plot is shown in Fig. 3.6 where one notices a good agreement with two body kinematics
expectations.

3.3.2 Background subtraction

The background considered here concerns all the contributions which were not directly related to an inter-
action in the liquid hydrogen contained in the target. It was estimated by making an additional run with
an empty target. With the working conditions, a small amount of gaseous hydrogen still remains in the cell
and has to be taken into account in the background subtraction. One can write the number of events Ng
and Ng from the full and empty target runs as the sum of the corresponding backgrounds (BGr and BGg
respectively) and the pure corresponding liquid and gaseous hydrogen contributions, Ny, and N¢ respectively:

Nr = BGgp + Ny, (35)

8In the ® He run, an equivalent plot shows a similar spectrum with the expected four particle stable isotopes 3%:6-8 He.
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If F is the ratio of the number of incident beam particles in the two runs and Fy, = pg/pr is the
gas-to-liquid hydrogen density ratio, then one writes:

BGp = F - BGg (3.7)

N =F-Ng/F, (3.8)
then the background corrected contribution can be expressed as:

Nr — FNg
Ngp=N=——+— 3.9
L 1-F, (39)
The quantities N and Ny, are in reality the determined d N ; /dt distributions obtained from two dimensional
(2D) plots such as the one shown in figure 3.6 and where dNp 1 are the numbers measured in the interval dt.
The number N is then correspondingly, the corrected dN/dt distribution.

3.3.3 Dependence of the dN/dt on the tracking quality

As already seen, for very small scattering angles, the incident and scattering tracks are almost parallel and
thus, the determination of the vertex has relatively, bigger uncertainties and it is numerically evaluated
through the distance of closest approach. Must one then operate a new selection on this basis ? To answer
this question, it is helpful to study the statistical distribution dN/d¢ with different conditions on variables
such as zpca and ypoa (Fig. 3.3 p.42). In figure 3.7, for a given ® He run data subset, the total distribution
is shown together with distributions made with two inclusive cuts:

e Cut1=-0.5<zpca,ypca < 0.5ecm

e Cut2=-0.1<zpca,ypca <0.1cm
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Whatever the selected region is, one sees clearly that the interacting particles are scattered with the same
probability to a given direction. This means that, in order to determine the differential cross section, one
can use all scattered particles whatever is the corresponding vertex precision.
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3.4 Extraction of the differential elastic cross section

The general procedure consists of sampling the data shown in Fig. 3.6. For a given interval [¢;,¢;11] and
assuming a thin target (Sec. 3.4.2 p.47), one can write the following equation:

dNt' t'+1 0,27 da
islit1,Y, — N N ) 1
dt BT (3.10)

where

® dNy, ¢,.,,02+ = dN is the total number of events detected in the interval [t;, ti+1] and in the total ¢
angular range namely [0, 2]

o dt = trL’Jrl —ti

e Np is the total number of incident beam particles identified as *He (®*He) and recorded by the DAQ
system thus delimiting only that portion of the beam which was overlapping completely with the target
area, this condition being necessary for Eq. 3.10.

e N7 is the number of proton nuclei in the target per unit area
. L?i_i is the differential cross section at ¢

3.4.1 Target density

The H; molecule has chemically two possible different configurations [74]: paranormal and orthonormal with
respective abbreviations para and ortho. The hydrogen gas natural composition is 75% ortho and 25% para
at standard conditions of temperature and pressure. When it converts into liquid, the composition evolves to
approximately only para: after several days, a saturation is reached with 0.21% ortho. The table 3.1 shows,
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for a natural composition, the density at liquid-gas phase equilibrium and at the beginning of the liquefaction
process [74]. The table 3.2 shows the same densities at the end of the process, i. e. for a para composition.
The density of the target is determined by interpolation from these data.

Tey(K) 32.0 30.0 28.0 26.0 24.0
pr(kg/m3) || 46.648 | 54.207 | 59.167 | 63.037 | 66.222
pc(kg/m3) || 19.570 | 10.565 | 7.110 | 4.792 | 3.163 Table 3.1: Natural Ho liquid and gas
Tog(K) 22.0 20.38 19.0 17.0 15.0 density at different equilibrium tem-
pr(kg/m3) || 68.964 | 70.939 | 72.472 | 74.487 | 76.322 peratures
pc(kg/m3) || 2.006 | 1.3305 | 0.9011 | 0.4677 | 0.2096
Teq(K) 32.0 30.0 28.0 26.0 24.0
pr(kg/m3) || 45.983 | 53.925 | 58.965 | 62.835 | 66.001
PG kg/mg) 17.498 | 10.888 | 7.2975 | 4.9208 | 3.2557 Table 3.2: Para Hs liquid and gas den-
Teq(K) 22.0 20.38 19.0 17.0 15.0 sity ot different equilibrium tempera-
pr(kg/m3) || 68.722 | 70.778 | 72.169 | 74.165 | 75.999 tures
pc(kg/m3) || 2.0703 | 1.3377 | 0.9380 | 0.4919 | 0.2225

It is necessary to know how the equilibrium pressure evolves with the boiling point temperature. This is
shown in tables 3.3 and 3.4. The hydrogen was liquified approximately 5 days before the ¢ He run started. At
this stage, the composition is still evolving which is a factor of uncertainty. The target temperature varied in
the range [20K, 22K] which also introduces errors in the estimation of the density. Taking all these arguments
into account and using the tabulated values, the deduced liquid hydrogen density is then:

pH,., = 0.0700 £ 0.0013 g/cm?

T,(K) | 170 | 180 | 19.0 | 20.0 | 20.38

P(mbar) | 313.52 | 461.08 | 654.23 | 900.71 | 1013.25 Table 3.3: FEwvolution of the liquid-gas
Tog(K) 21.0 22.0 23.0 23.94 | 24.445 equilibrium pressure at different boil-
P(mbar) | 1208.2 | 1584.9 | 2038.9 | 2529.2 | 2833.5 ing point values for natural Ho
Teq(K) 17.0 18.0 19.0 20.0

P(mbar) | 327.92 | 482.55 | 679.16 | 932.03 Table 3.4: Evolution of the liquid-gas
Tog(K) 20.28 21.0 22.0 23.0 equilibrium pressure at different boil-
P(mbar) | 1013.25 | 1246.75 | 1631.19 | 2093.48 ing point values for para H>

3.4.2 Target thickness

The differential cross section defined in Eq. 3.10 is, in principle, valid for a thin target approximation where
the amount of beam interaction is negligible therefore one uses a constant beam flux. If the interaction
reaches few percent of the beam flux, this approximation is no more valid. In that case, the total number of
detected particles from a reaction channel 'a’ is given by:

Oint

N {1 — e AomeBarg, (3.11)

where:
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e 0, is the cross section for the reaction channel ‘a’

e the total interaction cross section o;,,; includes all the reaction processes where the nature of the incident
particle has changed. According to Ref. [14], for p(°He,% He) at 717 MeV /u and p(®He,® He) at 674
MeV /u, it is about 198.9 & 4.6 mb and 252.0 + 4.8 mb respectively

e Np is the total number of incident beam particles on a target with thickness Az

_ PHoLXNav
o A= Vo

is a constant characteristic of the target material
e pp, 1 is the density of liquid hydrogen (g/cm?)

e My =1.00798 g/mole is the molar mass of element H

e and N,y = 6.022 x 10%® mol~! is the Avogadro number

The particular case of a thin target approximation can be made by the following:

Ao Az < 1 (3.12)

which means that the probability of interaction in the target is low. Then using e® ~ 1 4 x for z < 1 one
has:

N ~ Np.AAz.0, (3.13)

The determination of the interaction probability Pi,; = A.0in.Az gives 0.09 (9%) for Az = 10.8c¢m which
means that the target must be assumed to be thick. Considering now the elastic scattering process o.; and
making sure that the shape of the recoil particles angular distribution does not vary with the interaction
location, one can then use the thin target approximation of Eq. 3.13 to calculate the cross section. This of
course underestimates o.; . One can then use Eq. 3.11 to correct this difference. The correcting factor was
found to be 1.05 + 0.02.

3.4.3 Number of incident particles

The monitor number Np is given by:

Np = Neoine — NEKR (3.14)

where

Neoine is the total number of beam particle coincidences on scintillators S1, S2 and S3 and the anti-coincidence
of the veto

Ngkr is the number of events killed by the control unit rationer. Here the real rates taking into account
the dead time of the data acquisition system are used (Appendix C p.105).

3.4.4 Solid angle correction

The geometrical acceptance of the setup is total in the scattering arm since particles are accepted in the total
o range [0, 27] and for 1.5° < ©g < 4° as already mentioned in the requirements, while it is limited in the
proton arm. As the second level trigger is defined by P5 and P6, the experimental solid angle A, being
limited by P6, it has to be evaluated for every interval [¢;,t;11] used in the cross section calculation. No
variation of the acceptance in the recoil arm was found in the interval of interest 0.05 < [t| < 0.3(GeV/c)?,
the vertex of the interaction being either at the center or at the limits of the target cell. It was also more
precisely checked in the central beam line and no noticeable variation was found. Therefore, the center of
the target was used as a reference point for the acceptance determination. A, ; being the experimental
solid angle in the interval [¢;,¢;4+1], the solid angle correction factor is then defined as:
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FQ,i = AQtot,i/AQexp,i (315)

where Ay is the total solid angle defined in the interval [6;, 0;1] which is given by:

27 0;
AQuori = / / sin 0dfdy = 27 (cos ;11 — cosb;) (3.16)
0 0it1

6; and 0,11 being the recoil angle values corresponding to the interval [t;,¢;1].

3.4.5 MWPCs efficiency determination

A last correction has to be applied, taking into account for the efficiency loss of the MWPCs used in the
second level trigger. The most energetic recoil particles are detected with the lowest efficiency due to their
low energy loss. For this aim, a Monte Carlo simulation [75]” was used to determine the dependence of the
MWPCs efficiency function on the momentum transfer squared ¢. The protons with different kinetic energies
spanning the range of interest are conducted through the chambers. The mean energy loss varies from 2 keV
for high energy protons up to 10 keV (Fig. 3.8). The gas gain was measured by using 5.9 keV v emitted from
a 5% Fe radioactive source.
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The same parameters as the ones used during the experiment are applied in the calculation: gas gain,
gas mixture composition, high voltage and the MWPC geometry. Realistic errors taking into account the
parameter fluctuations are also included. A threshold amplitude level, similar to the CFD (constant fraction
discriminator) threshold used during the experiment, is set over which the amplitude signal is accepted
and the event counted. The signal at the pre-amplifier (PA) output is used for comparison therefore the PA
transfer function was measured and fitted for this purpose. The variation of the efficiency with the momentum
transfer is shown in Fig. 3.9. The correction is negligible at —t ~ 0.05(GeV/c)? with an efficiency factor of
about 1.00 & 0.03 while it is important at —t ~ 0.19(GeV/c)? with a factor around 0.08 & 0.04 meaning 50%
of additional relative uncertainty on those data.

"This program was frequently tested and is considered to have a good reliability in the description of gaseous detectors. As
these chambers were in the trigger, there was no other possibility to extract the efficiency than to simulate it.
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3.4.6 Differential elastic scattering cross sections

The experimental differential cross sections do/dt determined for p(°He,® He) and p(®He,® He) scattering
are shown in figures 3.10 and 3.11 respectively. The data from the present work are plotted with open
squares. In both figures, the data at lower transfered momentum 0.002 < [t| < 0.05(GeV/c)? are also
displayed in full squares. The errors shown represent contributions from statistical errors and errors from the
MWPCs efficiency correction. These errors are ¢ dependent and in particular, are higher in the region of high
momentum transfer where the count rate is much lower. On the other hand, one identifies other sources of
‘systematic’ errors independent of ¢, i. e. they have the same constant effect on the absolute normalization
of the data in the whole measurement range. They are of the order of 2.4 % for both isotopes and arise
principally from uncertainties in the determination of the:

e target thickness
e density of the target nuclei

e number of the incident particles
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Figure 3.10: FEzperimen-
tal p(°*He,% He) differential
cross section at 717 MeV/u
versus the four-momentum
transfer —t.  The actual
data (open square) coin-
cide with the data at low
momentum transfer (black
square, taoken from Ref.
[55]). The insert shows the
region of overlap in more
detazl.

Figure 3.11: Ezperimen-
tal p(®He,® He) differential
cross section at 671 MeV/u
versus the four-momentum
transfer —t.  The actual
data (open square) coin-
cide with the data at low
momentum transfer (black
square, taken from Ref.
[55]). The insert shows the
region of overlap in more
detail.
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Chapter 4

RESULTS ON THE RADIAL SHAPE
OF THE %3HE NUCLEI AND
THEORETICAL INTERPRETATION

4.1 Theoretical description

At high energy, the collision of an incident proton with a complex nucleus 4X consisting of many nucleons,
despite not easy to solve, can be treated relatively simply by assuming a multiple-scattering mechanism where
the scattering amplitude is described as the sum of the contributions from the elementary collisions on the A
nucleons. The proton-nucleus scattering amplitude is thus determined from the elementary proton-neutron
(pn) and proton-proton (pp) scattering amplitudes. In addition to single-collision terms, contributions arising
from multiple scattering are taken into account. The physical conditions which hold at high energy permits
the use of several approximations:

e Adiabatic or impulse approximation [76] : the projectile energy (~ 700 MeV/u) is high enough com-
pared to the nucleons mean kinetic energy (~ 10 — 40 MeV/u) to assume that they are frozen or fixed
during the interaction

e Large inter-nucleon distance compared to the p-N (proton - nucleon) interaction distance. This as-
sumption is fulfilled even better for the case of a halo nucleus where the binding energies of the valence
nucleons are low and their typical distance to the core is large.

One of the most used theories in this field was derived by Glauber [77] in the 50’s and allows to relate the
measured differential cross section to the nuclear matter distribution in an unequivocal way. The reader
will find a short overview of the version used here in the appendix D p.113 together with a discussion on
the validity of the used approximations. It is important to remind the reader that several input parameters
are used in the calculation of the cross section. Their values were gathered from experimental work and
for some of them parametrized which means that they carry systematic uncertainties that contribute to the
uncertainty on the final results.

The Glauber calculation used in the fit analysis requires the free pp and pn scattering amplitudes which
are then folded over the nuclear matter density distribution. Phenomenological model parametrizations with
N = 2 free parameters are then used for modeling the nuclear matter distribution. In the fit procedure, these
parameters are varied independently from each other and the resulting calculated cross section is compared
to the experimental data in order to get the best x2.
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4.2 The nuclear matter distribution p,, and its first moment R,

4.2.1 Definition

The nucleons - both protons and neutrons - are assumed to be the elementary constituents of atomic nuclei
and any other subnuclear structure is ignored. They are considered independent - in-medium effects neglected
- and frozen - adiabatic approximation - during the interaction. The total matter density distribution p,, is
then the sum of the neutron and the proton density distributions:

p(r) = N - pu (1) + Z - py(r) (4.1)

N and Z are the number of neutrons and protons respectively. The one-proton (resp. neutron) densities
pp (resp. py) are normalized to unity so that the matter density p,, is normalized to the total number
of nucleons. Generally, the matter and charge distributions may have non spherical components due to
the intrinsic dynamical structure and a complete discussion must include a description of deformation [78].
From theoretical and experimental considerations!, the ground state of *He and ®He can be assumed to
be spherical and consequently one will restrict the analysis to that case only. For cases where the model
parametrization enables to separate core and halo nucleons, the protons are always assumed to be localized
in the core. Part of the neutrons (2) are localized in the a-like core while the remaining ones are considered
to be halo nucleons. Two model parametrizations, GG (Sec. 4.2.2.4 p.56) and GO (Sec. 4.2.2.5 p.56) use
this description with an a-like core (2p+2n) and two (°*He) or four (®He) halo neutrons so that one writes
the respective densities as :

pm,GHe (’I") = 2pp,core(r) + 2pn,core(r) + 2pn,halo(r) (42)

Pm,8He (T) = 2pp,core(r) + 2pn,core(r) + 4,0n,halo(7’) (43)

All model descriptions will be presented individually in the next sections. For a given distribution p(r),
one defines the root mean square (rms) radius as the following quantity:

2 2 1/2
J r?p(r)dmr dr} (4.4)

ers - 2 1/2:
=2 [ p(r)dmr2dr

In principle, one can then consider specifically the distribution of protons, neutrons, core or halo nucleons,
the distribution of neutrons restricted to the core or the halo. Correspondingly several quantities defined in
the same way as in Eq. 4.4 can be infered:

® R, rms and Ry, rms : proton and neutron radii from the corresponding densities, p, and p,, respectively

® Rcrmsand Ry rms: core and halo nucleons radii from the corresponding densities, p. and py, respectively

The total matter radius R,, ,ms” is the ultimate quantity which determines the nucleus size. It is defined by
the relation:

2 2 1/2
Z<r,>+N<ry >
Rm,rms = A (45)

1One assumes these two isotopes in their ground state to be formed by an a core - which is spherical - and the remaining
halo neutrons in s or p shell orbitals: the s orbital is spherical while the p orbital is not spherical but has no static deformation.
The latter assumption was confirmed experimentally from quadrupole moments measurements [79] for ! Li.

2In the next sections we will skip the *rms’ subscript since we only consider rms radii, e. g. Rm,rms = Rm
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4.2.2 Phenomenological parametrization of p,,

Several phenomenological model parametrizations of the density distribution were used in the analysis of
the 58 He experimental cross sections. Different analytical expressions using two free descriptive parameters
describe, every model in its specific way, the halo structure: the first two, namely WS and SF use a diffuseness
parameter while the GH uses a specific parameter included in the total matter distribution. The WS, SF
and GH parametrizations assume the same distribution for all nucleons. The GG and GO are slightly
different in the principle since they assume separate distributions for the core and halo nucleons. In addition,
while the GG parametrization assumes a halo distribution with a maximum centered at the origin, the GO
provides another perspective with a maximum shifted from the center. The corresponding analytical forms
are introduced in the following sections.

4.2.2.1 The Woods-Saxon (WS) parametrization

This distribution has been mentioned in the introduction since it is frequently used in nuclear physics (Sec.
1.1 p.9). It is given by :

1

R R e

(4.6)

where the radius R is the value of r for which the density reaches the half value of that at the origin i.
e. pm(R) = pm(0)/2. The parameter a is called diffuseness and describes the degree of density distribution
dilution at the surface of the nucleus. The density distribution given in equation 4.6 is normalized to unity,
that means:

+oo
/ pm (r)4mridr = 1 (4.7)
0

4.2.2.2 The symmetrized Fermi (SF) parametrization
The matter density distribution is given by [80, 81]:

3 1 sinh(R/a)

" 473 1+ (a/R)? cosh(R/a) + cosh(r/a) (4.8)

Pm (T)

This distribution is very similar to the WS and the parameters R (half-density radius) and a play the
same role. It differs slightly from the usual Fermi distribution by a uniform density (horizontal slope) at the
origin. The nuclear matter radius is then given by:

3 7 ma 5
R, =R 3{1+§(§)} (4.9)

4.2.2.3 The gaussian - halo (GH) parametrization

For every nucleon, the distribution of the total matter density is defined through its formfactor:

S(q) = (1 + az?)e™? (4.10)

where 2z = ¢?R2, /6 and « is a parameter describing the halo component. The analytical expression of the
matter density is then given by :

3/2 g2
o) = (g ) 1+ aplr) e (4.11)

where the function ¢(r) is defined by :
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o) =3 {5 - 1002 + 3001}

For a physical description i. e. in order to have p,,(r) positive for » > 0 one should have 0 < a < 0.4.
The two extreme cases correspond to one gaussian distribution with no halo (aw = 0) or a gaussian with a
very pronounced halo (o = 0.4).

4.2.2.4 The gaussian - gaussian (GG) parametrization

As previously mentioned, one assumes % He comprising of core nucleons (two protons and two neutrons)
and halo nucleons (two and four neutrons for ©® He respectively). The core and halo density distributions
Pe,n, With rms radii R} are given by:

3 3/2 302
- 2
Pe,n(r) = (27732 ) e *Men (4.12)
c,h

The density distributions in Eq. 4.12 are normalized to unity. The total matter density distribution
normalized to A nucleons and the rms matter radius are then given by:

pm(r) =4pe(r) + (A = 4)pn(r) (4.13)

2 o 2\ 1/2
R, — <4RC +(A 4)Rh> (4.14)

A

4.2.2.5 The gaussian - harmonic oscillator (GO) parametrization

As in the GG parametrization, one assumes here two different distributions for the core and halo nucleons.
The core density distribution is a gaussian as in Eq. 4.12. For the halo density, one assumes a 1p-shell

harmonic oscillator distribution:
50 5 \?(r\® -
_9 o : 4.1
on(r) 3(%33) () < (4.15)

For a p-orbital, this halo description is more realistic than a pure gaussian since it forbids the halo nucleon
to be at the origin, i. e. pp(r = 0) = 0. The parameter R}, is related to the position of maximum density
Rnaz which corresponds to the maximum probability of the nucleon presence by Ryaz = \/2/5Rh.

4.3 Description of the fit procedure

For a given model parametrization, the aim of the fitting procedure is to find those parameter values for
which the calculated theoretical differential cross section describes the experimental data in the best way.
The measured differential cross sections for the low [14] and high (present data) ¢ range are available with
the same incident lab. energy. Both data sets are analyzed separately and studied in combination, thus it is
possible to study the sensitivity of the fit parameters and their uncertainties on the ¢ range. It is to be noted
that from high ¢ data alone, one must be cautious with results on R,, since it is known that the nucleus size
is determined by the slope of do/dt at the origin. The application of the model parametrizations SF, GH,
GG and GO on the data at low t repeats an earlier work [82]. These data are reanalyzed with a different fit
routine and the results are reported here for completeness.
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4.3.1 Fitting with one experimental data set

The x? method was applied with a x? function defined as follows:

N 2 2
Z{A Uexp _Uth(tj)} +<A—1> (4]_6)
X Aaezp ) AAGI[)

where:

e N is the number of cross section data points

 Oeap(ti) = 92(t;)|leap and Aoesp(t;) are the experimental differential cross section at the transfered
momentum t; and its error respectively

o oun(ty) = ‘fi—‘;(tj)ch is the calculated differential cross section at the transfered momentum ¢;

e A is a normalization factor and AA.., (3% and 2.4% for low and high ¢ data, respectively) is the
uncertainty in the experimental absolute normalization of the data. The last term in Eq. 4.16 is then
interpreted as a search for the best normalization factor with A being an additional free parameter. In
the case of an ideal normalization, one should obtain A ~ 1.

The expression in Eq. 4.16 is slightly different than the one used in Ref. [82] which is given by:

N

Z {Uezp A'U;:(th)( j)/A}2 4 (214_6:)2 (4.17)

where A appears before oy, instead of o¢y,. This small difference induces no fundamental change on the
results, except of slightly different values for the normalization parameter. It is also worthwhile to recall
that all the terms in eq. 4.16 are weighted by the inverse of the corresponding experimental errors, therefore
it is expected a relatively small influence on the results when skipping the data points at higher ¢ (¢t >
0.15(GeV/c)?) which have the largest error bars. The reduced chi-square x?:

2

2 X
=~ 4.18
X N N (4.18)

is the relevant quantity by which the fit quality was estimated, the optimal value being close to 1. Here N¢,..
is the number of free parameters used in the model parametrization.

4.3.2 Fitting with combined experimental data sets

For this specific purpose, a new expression for the x? function was derived:

N 2 2 2
A *Oegx (t) O’h } {AH Oex ) Uth(t')} (AL—1> (AH—l)
2 L D t P J J
=> +§ + +—=—) (19
X { ACerpitr) AGeapts) AAL oy AAs cap (4.19)

i=1
where one assumes two free normalization parameters Ay and Ay for the low and high ¢ data sets respectively,

independent from each other. AAj c,p and AAp .y are the corresponding experimental normalization
uncertainties. Ny, and Ny are the number of data points from the two measurements.
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4.3.3 Uncertainty on the results

In the case of two free parameters a + o, b+ 0}, (0, and o, being the rms errors) and a correlation parameter
0a,5 and by using the error propagation formula, one determines the absolute uncertainty on the matter
density distribution p,,(r) by the following function:

T T m (T m (T 1/2
Apm(r) = {(3”;5 Lo (m) 2y Oom) Onl) a} (4.20)

where 6”#(;) denotes the partial derivative of p,, (1) respective to a (resp. b) when b (resp. a) is kept constant.
It is thus possible to plot the resulting densities py, 5 together with their error corridor set by the limits
Pm,c.h £ Apm.c.n. The same operation is used for the calculation of the uncertainty on the matter radius.

4.4 Results for SHe

The results for $ He are presented first for model parametrizations assuming the same density distribution
for all nucleons, then for models having a separate description for core and halo nucleons. The style of
presentation is similar in order to facilitate the interpretation. The results from data at low ¢, high ¢ (present
measurement) and the combined data are reported systematically.

4.4.1 Results for parametrizations which have a common description for all
nucleons

The WS parameter values of the 6 He fit results are shown in table 4.1. The results concern the fits performed
with the low ¢ data in the first row, the present data in the second row and finally results from the combined
data in the last row. The quantities shown are, from left to right, the matter radius and its uncertainty
R, + o and the two free descriptive parameters R + or and a + o, defined in Sec. 4.2.2.1 p.55, the
correlation parameter o 4, the normalization factors A from one data set, A;, and Ay from combined data
sets and the reduced chi-square x2. The obtained values of x? and the resulting calculated cross sections
shown in figure 4.1 prove that the Woods-Saxon is an appropriate description of the ¢ He nucleus.

| Data [ Ru(fm) | R(fm) [ a(fm) | ora | A [AL.An] | X7 |
Low ¢ | 2.30 (4)() | 1.27 (49) | 0.56 (6) | -0.993 1.03 (2) 0.75
Present 2.45 (2) 1.15 (6) | 0.62 (1) | -0.941 0.97 (2) 0.53
Combined | 2.39 (2) | 1.26 (5) | 0.59 (1) | -0.974 | 1.02 (1), 1.01 (2) | 0.82

Table 4.1: He fit values for the WS parametrization. The results are shown separately
for the low t and the present data in the two first rows and for the combined data set
in the last row. The normalization factor A and its error is displayed for the two first
cases while the two factors A g are shown for the last one (combined data set).

() The fit uncertainties are given into parentheses. They represent the error in the least
significant digit(s). For example, 2.30(4) fm stands for 2.30 £ 0.04 fm.

The parameter values determined from the three fits are consistent with each other, the only apparent
inconsistency seen here concerns the values of R,, determined from the two measurements taken separately.
One notices the increase in the parameters precision when the data are extended to the high ¢ region. The
last observation can also be confirmed from the observation of the deduced matter density distributions
shown in figure 4.2 where inserts were added to give a more detailed view at the center of the nucleus. The
‘error corridor’; resulting from the uncertainty in the determination of the fit parameters does not contain
any contribution from systematical errors arising from uncertainties in the estimation of the Glauber model
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input parameters3. It is subtantially reduced, mainly in the central region as expected and for r > 6 fm. The
uncertainty is reduced by a factor ~ 10 at the origin. Finally, one notices that R, increases when the data
used for fitting are extended to the region of high ¢.

The parameter values of the He fit results for the SF parametrization are shown in table 4.2 and the
corresponding cross section plots in figure 4.3. The deduced SF matter densities are shown in figure 4.4 with
the same observation on the gain in precision while extending the data to the high ¢ region.

| Data | R, (fm) | R(fm) | a(fm) | ORa | A, [Ar, A | % |
Tow ¢ | 2.31(6) | 1.25 (54) | 0.56 (7) | -0.993 1.03 @) 0.75
Present | 2.45 (2) | 1.09 (7) | 0.62 (1) | -0.950 0.97 (2) 0.54
Combined | 2.39 (2) | 1.22 (6) | 0.59 (1) | -0.944 | 1.01 (1), 1.03 (2) | 0.83

Table 4.2: He fit values for the SF parametrization. The results are shown separately
for the low t and the present data in the two first rows and for the combined data set
in the last row. The normalization factor A and its error is displayed for the two first
cases while the two factors Ar u are shown for the last one (combined data set).

The fit parameters for the GH parametrization are shown in table 4.3: the relevant quantities shown are
the matter radius R, + 0,,, the halo parameter o & o,, as the two free descriptive parameters (Sec. 4.2.2.3
p.55) and the resulting correlation parameter oy, ,. From the analysis of the o parameter, one remarks
that all the values are consistent and that the core and halo contributions are better determined now and
are slightly different than the ones obtained at low t. In addition, the total matter radius R,, undergoes
an increase as observed for the two preceding model parametrizations if the analysis of the low ¢ region is
extended by combining it to the present data. The corresponding calculated cross section plots are shown

3The reader should remind that all the nuclear density distributions shown in this work do not contain such systematical
error contribution (App. D p.113).
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Figure 4.2: Total nuclear matter den-
sity distributions of He deduced with
the WS fit parameters shown in table
4.1. Solid lines corresponding to re-
sults from fitting the low t data (A),
the high t data (B) and the combined
data (C) are shown together with the
error corridor in light gray. Inserts
give, in a linear scale, a more detailed
view of the matter distribution around
the center of the nucleus.
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Figure 4.3: Calculated
differential cross sections
versus the four-momentum
transfer squared —t from
the SF parametrization of
SHe. The results use the
data sets at low t, high t
and the combined data set.

in figure 4.5 and the matter density distributions in figure 4.6 where one notices the reduction of the error

corridor due to the inclusion of the present data in the fit analysis.

| Data | Rn(/m)| a J[oma]| A[AL,Ax] | X2 |
Lowt | 2.29 (5) | 0.08 (5) | 0.875 1.04 (1) 0.76
Present | 2.41 (3) | 0.08 (1) | 0.924 0.99 (2) 0.59
Combined | 2.34 (2) | 0.06 (1) | 0.971 | 1.03 (1), 1.02 (2) | 0.80

Table 4.3: SHe fit values for the GH parametrization. The results are shown
separately for the low t and the present data in the two first rows and for the
combined data set in the last row. The normalization factor A and its error
is displayed for the two first cases while the two factors Ay g are shown for
the last one (combined data set).
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Figure 4.4: Total nuclear matter den-
sity distributions of He deduced with
the SF fit parameters shown in table
4.2. Solid lines corresponding to re-
sults from fitting the low t data (A),
the high t data (B) and the combined
data (C) are shown together with the
error corridor in light gray. Inserts
give, in a linear scale, a more detailed
view of the matter distribution around
the center of the nucleus.
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4.4.2 Results for parametrizations which allow for a separate description of core
and halo nucleons

In this section, cases where one allows different distributions for the core and halo nucleons will be discussed.
The fit parameter values for the GG parametrization are shown in table 4.4. The relevant quantities shown
are the matter radius R,, +o0,,, the core R.+ 0. and halo Ry, 0}, radii as the two free descriptive parameters
defined in Sec. 4.2.2.4 p.56 and the correlation parameter o, . All the fits show consistent results for R,
and Rj, while the results for the total matter radius R,, are consistent only in the low ¢ and the combined
data cases.

An increase of precision is obtained when the fitted experimental data are extended to higher ¢ values.
The biggest improvement is noticed on the core radius where a factor 10 is gained while this factor is only
4 for the halo radius. The fit qualities are good as seen from the x2 values and from the comparison of the
calculated cross sections with the experimental data (Fig. 4.7). The resulting density distributions of the
total nuclear matter are shown in figure 4.8 where now, in addition, is displayed the equivalent core matter
density distribution. The calculated error corridors show a noticeable gain in precision as already discussed,
the best relative increase being observed at the nucleus periphery.

The parameter values for the GO parametrization are shown in table 4.5 where the relevant quantities
shown are the same as for the GG parametrization. These values are consistent from one case to another
and the corresponding calculated cross sections are shown in figure 4.9 where one remarks that even the fit
curve from the low ¢ data is able to describe relatively well the new data. The total and core matter density
distributions for 6 He are shown in figure 4.10.
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Figure 4.6: Total nuclear matter den-
sity distributions of He deduced with
the GH fit parameters shown in table
4.8. Solid lines corresponding to re-
sults from fitting the low t data (A),
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data (C) are shown together with the
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view of the matter distribution around
the center of the nucleus.



| Data | Rm(fm) | Rc(fm) | Rh(fm) | Oc,h | A, [AL,AH] | X% |
Low! | 2.30 (5) | 1.95 (10) | 2.88 (27) | -0.951 1.04 (1) 0.77
Present 244 (4) | 2.02(1) | 3.12(9) | -0.146 0.99 (2) 0.53
Combined | 2.36 (2) | 2.02 (1) | 2.93 (6) | -0.472 | 1.03 (1), 1.03 (2) | 0.78

Table 4.4: SHe fit values for the GG parametrization with R. and Rj, as the two free descriptive parameters.
The results are shown separately for the low t and the present data in the two first rows and for the combined
data set in the last row. The normalization factor A and its error is displayed for the two first cases while
the two factors Ap p are shown for the last one (combined data set).

m  Lowtdata
0O High t data

s,
L 10" 3 3
>
O
Q) Fits with data at:
"y . Lowt -R_=2.30(5) fm
€ 10% 4 - — - Hight  -R_=2.44(4)fm .
o Low+Hight- R _=2.36(2) fm F Figure 4.7:  Calculated
% ] differential cross sections
o 1 versus the four-momentum
10 3 E transfer squared —t from
i - the GG parametrization of
] . SHe. The results use the
100_: Tj | data sets at low t, high t
E l _ and the combined data set.
]
]
10™ (p, He) at 717 MeV/u s
> T T T
0,05 0,10 0,15 0,20
t, (GeVic)®
| Data | Rm(fm) | Rc(fm) | ( ) | Oc,h | A, [AL,AH] | X?_ |
Lowt | 2.29 (5) | 1.81 (8) | 3.03 (21) | -0.934 1.04 (1) 0.76
Present | 2.37 (2) | 1.92 (1) | 3.07 (5) | 0.242 0.99 (2) 0.37
Combined | 2.33 (2) | 1.91 (1) | 2.99 (4) | -0.042 | 1.03 (1), 1.02 (2) | 0.63

Table 4.5: SHe fit values for a GO parametrization with R. and R as the two free

descriptive parameters.

The results are shown separately for the low (S105) and high

(S174) t range and for the combined data sets in the last row. The normalization factor
A and its error are displayed for the two first cases (one experimental data set) while
the two factors Ap 1, are shown for the last one (combined data set).
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Figure 4.8: Total (black) and core
(red) nuclear matter density distribu-
tions of He deduced with the GG fit
parameters shown in table 4.4. Solid
lines corresponding to results from fit-
ting the low t data (A), the high t data
(B) and the combined data (C) are
shown together with the error corri-
dor in light gray (total) and light pink
(core). Inserts give, in a linear scale,
a more detailed view of the matter dis-
tribution around the center of the nu-
cleus. The total density distribution
is normalized to the total number of
nucleons while the core density is nor-
malized to the number of core nucle-
ons.
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4.4.3 Results discussion

To help the reader through these numerous results, the table 4.6 summarizes the different radii values, the
normalization parameter(s) and the reduced chi-square only for the cases where low ¢ and combined data
were used. The obtained y? and the resulting calculated cross sections prove that each parametrization is
able to model the nuclear matter distribution. For all the performed fits, the A and A g values are also
very close to 1 which provides the evidence of the good data normalization, the maximum observed deviation
being 1% from one parametrization to another (low ¢ data) and 3% (combined data).

Model | R, (fm) | R. (fm) | Rp (fm) A Ap %
A
WS | 2.39 (2) 1.02 (1) | L.0L (2) | 0.82
2.30 (4) 1.03 (2) 0.75
SF | 2.39 (2) 1.01 (1) | 1.03 (2) | 0.83
2.31 (6) 1.03 (1) 0.75
GH | 234 (2) 1.03 (1) | 1.02 (2) | 0.80
2.29 (5) 1.04 (1) 0.76
GG | 2.36 (2) | 2.02 (1) | 2.93(6) | 1.03 (1) | 1.03 (2) | 0.78
2.30 (6) | 1.95 (10) | 2.88 (27) | 1.04 (1) 0.77
GO | 233(2) | 1.01 (1) | 299 (4) | 1.03 (1) | 1.02 (2) | 0.63
2.30 (5) | 1.81(8) | 3.03 (21) | 1.04 (1) 0.76

Table 4.6: Summary of the total, core
and halo radii (R,,, R., Rn) values
after fitting the experimental (p,5 He)
elastic differential cross section at 717
MeV/u. For every model parametriza-
tion, the fit results from the combined
data set (first line of each row) and
from the low t data (second line) are
presented. The normalization param-
eter(s) and the reduced chi-square are
also reported. The errors shown do
not contain the systematical uncer-
tainty contribution coming from the
Glauber calculation.

Being very similar, the WS and SF parametrizations yield almost equal parameters within 1-2 % while
the rms matter radii are equal in all employed cases: separate and combined data (Tabs. 4.1 p.58 and 4.2
p.59). If one considers the GG and GO parametrizations where the core and halo radii are available for
different combinations of the data, an important gain in precision is obtained when the experimental data
are extended to the high ¢ domain. This gain in precision was indeed expected for it was the main motivation
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Figure 4.10: Total (black) and core
(red) nuclear matter density distribu-
tions of He deduced with the GO fit
parameters shown in table 4.5. Solid
lines corresponding to results from fit-
ting the low t data (A), the high t data
(B) and the combined data (C) are
shown together with the error corri-
dor in light gray (total) and light pink
(core). Inserts give, in a linear scale,
a more detailed view of the matter dis-
tribution around the center of the nu-
cleus. The total density distribution
is normalized to the total number of
nucleons while the core density is nor-
malized to the number of core nucle-
ons.



of the present experiment to extend the measurement of the elastic cross section to the region of the first
diffraction minimum in order to get a more precise view on the internal part of the studied nuclei.

Considering the total matter radius R,,, a reasonable consistency is obtained for all the cases which is
an indication that the present analysis is practically model-free. The new data tend to slightly increase the
matter radius for every used parametrization. The 6He radius together with the core and halo radii were
averaged from the different model parametrizations (Tab. 4.7). The weighted mean value R was calculated
using the following formula:

_ Y Ri/AR}
Y. 1/AR?

which minimizes the contribution of those parametrizations with bigger uncertainty. Here the summation is
made over the considered parametrizations i by using the corresponding radius R; and its uncertainty AR;.
The uncertainty AR shown in the second position, is taken as the arithmetic mean? of the corresponding
uncertainties. The deviation cr measures the spread of the different individual values to the mean value
(models uncertainty). It is shown in the third position and was calculated with the following expression, N
being the number of considered cases:

R(°He) (4.21)

L 2
0% = Z((J?Zf;? (4.22)

Table 4.7: Summary table showing the ® He radii (to-

tal, core and halo) as determined from the combination

[ Data | | Tow i [ Combined | of all. models. Every r.esult.R (AR) (UR)3shows re-
- spectively the mean radius, its uncertainty(®) and the

Run(fm) | () 2.30 (6) (1) 2.36 (2) (3) deviation as defined in Eqs. 4.21 and 4.22 p.69. In
[822] 2.30 (6) (1) the third column, the results obtained from our analy-
Re(fm) | () | 1.87(9) (10) | 1.97 (1) (8) sis of the low t data are compared to the original one

[822] 1.87 (10) (10) appearing in [82].
Ru(fm) | (®) | 2.97 (24) (11) | 2.97 (5) (5) (*) Combination of WS, SF, GH, GG and GO while
[82] | 2.99 (24) (12) in [82], only the four last ones are used.

(2) Combination of GG and GO as in [82].
(3) AR does not contain the systematical uncertainty
contribution coming from the Glauber calculation.

This presentation helps to make a direct comparison of the actual results with the ones concerning the
analysis of the data at low t [82] where only the collection (WS-GO) was used. The analysis in [82] was fully
reproduced as can be seen in the third column for all radii. Combining the actual measurement induces a
slight increase of the total and core radii and a gain in precision in all the determined radii.

In sum up, from the results obtained with the all presented model parametrizations, including the sys-
tematical uncertainties, the deduced ® He radii are R,,=2.36(6) fm, R.=1.97(9) fm and R,=2.97(8) fm. The
systematical errors are due to uncertainties in the determination of the model input parameters o,n, epn
and B,y which account for 0.01, 0.02 and 0.03 fm respectively and to an additional uncertainty in the ¢-scale
determination which accounts for 0.02 fm.

The newly obtained radii have a much reduced uncertainty which is reflected on Fig. 4.11 where the nuclear
matter density distributions from the model parametrizations WS, SF, GH, GG and GO are plotted. The error
corridor, represented by a shaded area, was determined as the envelope resulting from the superimposition of
all individual density uncertainties. Without including the systematical uncertainties on the p/N amplitude
parameters and for the case where combined data were used, a factor 6 in precision is gained on the nuclear
density at the centre of the nucleus.

4Different parametrizations are used but the fitting data are common for all results, thus these values are not independent
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In every case, low ¢t and combined data, all parametrizations give a similar description of the nuclear
matter in the region » <5 fm while the WS and SF yield almost the same distribution even for » > 5 fm.
The difference between these parametrizations is well seen at the outer part of the nucleus where the same
trend is observed, i. e. pgo < par < pac < pws = psr, in the two cases.

The elastic proton scattering measurement at intermediate energies is not sensitive to describe the very far
periphery of the nucleus commonly called “nuclear tail”. The low ¢ region is expected to be the most sensitive
to study this part of the nucleus. It is worth to mention that the inclusion of this density tail already predicted
an absolute increase of 0.2 fm [83] and 0.15 fm [82] for ® He compared to the values determined in this work
by using only the low ¢ region for fitting.

The total density distribution taken as an average from the different cited descriptions is shown in Fig.
4.12 for the low ¢ and the combined data sets. The corresponding uncertainty is identical to the one in Fig.
4.11. The core density distribution taken as the mean result from the model parametrizations GG and GO
is also displayed together with the matter density distribution of the free * He for which R,, = 1.49 fm. The
description is fairly similar in the two presented cases but with an uncertainty level much reduced in the
case where the combined data are used®. In particular, the radial distribution of the a-core decreases at the
center and becomes larger at the periphery, as compared to the * He nucleus case. As a result, the apparent
size of the core is larger, R. = 1.97(9) fm. This observation was already reported [82]% and is interpreted as
the result of the relative motion of the core around the nucleus center-of-mass.

Figure 4.11: Total
—————————— 1 nuclear matter density
T ' ] 3 T distributions of ®He
deduced from the model
1 parametrizations WS,
H SF, GH, GG and GO.
11 Results are shown from
1 fits with the low t data
1 (left part) and the
1 combined data (right
1 part). The error cor-
: ridor (shaded area) is
the envelope including
' i the wuncertainties from
1 all parametrizations
1 without systematical
4 uncertainties in  the
1 parameters of the pN
] amplitudes used in the
Glauber calculation.
Inserts give, in a linear
scale, a more detailed
view of the density
distribution around the
center of the nucleus.
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5In fact, one remarks that in the case where the combined data are used, errors reduce to the difference between the GG and
GO determinations

6The apparent size of the  He a-core was determined to be 1.88 (12) fm
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Figure 4.12: The av-
erage total (black) and
core (blue) matter den-
sity distributions of He
as results from fits with
the low t data (bot-
tom figure) and the
combined data (top fig-
ure). The error corri-
dor (shaded area) is the
envelope including the
uncertainties from all
the cited parametriza-
tions and is identical
to the one shown in
Fig. 4.11 for the case
of the total nuclear mat-
ter. Inserts give, in a
linear scale, a more de-
tailed view of the den-
sity distribution around
the center of the nu-
cleus. These distribu-
tions are compared to
the case of free *He
shown in red.



4.5 Results for 8He

As for SHe, one will present first model parametrizations assuming the same density distribution for all
nucleons, then models having a separate description for core and halo nucleons. The style of presentation is
similar to that of ®He in order to facilitate the interpretation and concerns the results from data at low t,
high ¢ (present data) and the combined data.

4.5.1 Results for parametrizations which have a common description for all
nucleons

The parameter values for the WS parametrization are shown in table 4.8. The results concern the fits
performed with the low ¢ data in the first row, the present data in the second row and finally the combined
data from both experiments in the last one. The quantities shown are from left to right: the matter radius
R,, + 0, the two free descriptive parameters R+or and a+0o, (Sec. 4.2.2.1 p.55), the correlation parameter
OR.a, the normalization parameters A, Ay 1, and the reduced chi-square x2. As for ® He, 8 He shows obviously
a large diffuseness compared to its half-density radius especially when only data at low ¢ are used.

The obtained x?2 values and the resulting calculated cross sections shown in figure 4.13 prove that the
fit quality is worse as compared to the ¢ He case. The fit performed with the data at low ¢ fails to describe
present data. Both fits performed with the data at high ¢ and with the combined data underestimate the
elastic cross section for ¢t > 0.15(GeV/c)?2.

| Data | Ru(fm) [ R(fm) | a(fm) | ora | A [Ar,An] | x7 |
Low { 2.49 | 0.00 (94) | 0.69 (4) | -0.988 0.96 (1) 1.02
Present | 2.49 (5) | 1.15(8) | 0.63 (2) | -0.958 0.97 (3) 0.96
Combined | 2.44 (2) | 1.24 (6) | 0.61 (1) | -0.944 | 0.98 (1), 1.00 (2) | 1.09

Table 4.8: 8He fit values for the WS parametrization. The results are shown separately
for the low t and the present data in the two first rows and for the combined data set
in the last row. The normalization factor A and its error is displayed for the two first
cases while the two factors Ap g are shown for the last one (combined data set).

The values determined with the data at high ¢ seem to be consistent with the ones determined from the
data at low t. One can even notice the considerable increase in the precision of parameters when the data
are extended to the high ¢ region. The last observation can be easily seen when looking to the deduced
matter density distributions shown in figure 4.14. In every figure, the error limits set by the fit procedure
are represented by the light grey corridor and do not include the contribution due to systematical errors
from the pN amplitude parameters used in the Glauber calculation. This ’error corridor’ is slightly reduced
compared to the case of ® He when taking the new data into account. The reader should notice the ordinate
logarithmic scale which permits to visualize the densities over a wide range of values. Inserts give, in a linear
scale, a more detailed view of the matter distribution at the nucleus center.

The resulting parameter values of the 8 He fit from the SF parametrization are shown in table 4.9 and
the corresponding cross section plots in figure 4.15. The deduced density distributions are shown in figure
4.16 with the same observation on the gain in precision while extending the data to the high ¢ region. The
8 He analysis shows particular values when the data at low ¢ are used which must be considered with care, in
particular the halfway radius R = 0.00 + 0.73 fm. In order to clarify this particular point, the initial value
of the parameter R was varied in the range +2 fm and the best y? was found to correspond to R = 0 and
a = 0.66 fm as shown in figure 4.17.

There are certainly inherent artefacts in the model exhibited only for this isotope which has a rather
important halo component. These results must then be considered with more care. Finally, it is interesting
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to note that both the SF and the WS parametrizations give similar results when one uses the data at high ¢
or the combined data sets.

| Data | R..(fm) | R(fm) | a(fm) | ORa | A, [AL, A | % |
Low ¢ 2.46 0.00 (73) | 0.66 (1) | -0.028 0.97 (1) 1.04
Present | 2.46 (4) | 1.08 (10) | 0.63 (2) | -0.965 0.97 (3) 0.95
Combined | 2.44 (2) | 1.20 (7) | 0.61 (1) | -0.951 | 0.98 (1), 1.00 (2) | 1.09

Table 4.9: 8He fit values for the SF parametrization. The results are shown separately
for the low t and the present data in the two first rows and for the combined data set
in the last row. The normalization factor A and its error is displayed for the two first
cases while the two factors Ar u are shown for the last one (combined data set).
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Figure 4.14: Total nuclear matter den-
sity distributions of ®He deduced with
the WS fit parameters shown in table
4.8. Solid lines corresponding to re-
sults from fitting the low t data (A),
the high t data (B) and the combined
data (C) are shown together with the
error corridor in light gray. Inserts
give, in a linear scale, a more detailed
view of the matter distribution around
the center of the nucleus.
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The parameter values for the GH parametrization are shown in table 4.10. The relevant quantities shown
are the matter radius R,, + 0,,, the halo parameter o + o, as the two free descriptive parameters (Sec.
4.2.2.3 p.55) and the correlation parameter o,, . The corresponding calculated cross section plots are shown
in figure 4.18 and the matter density distributions in figure 4.19.

| Data | R, (fm) | o | Om,a | A, [AL, Ag| | % |
Tow{ | 248 (4) | 0.16 (3) | 0.866 0.96 (1) 1.01
Present | 2.50 (6) | 0.10 (2) | 0.974 0.97 (2) 0.04
Combined | 2.42 (2) | 0.08 (1) | 0.888 | 0.98 (1), 1.00 (2) | 1.10

Table 4.10: 8 He fit values for the GH parametrization. The results are shown
separately for the low t and the present data in the two first rows and for the
combined data set in the last row. The normalization factor A and its error
is displayed for the two first cases while the two factors Ay g are shown for
the last one (combined data set).
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Figure 4.16: Total nuclear matter den-
sity distributions of ®He deduced with
the SF fit parameters shown in table
4.9. Solid lines corresponding to re-
sults from fitting the low t data (A),
the high t data (B) and the combined
data (C) are shown together with the
error corridor in light gray. Inserts
give, in a linear scale, a more detailed
view of the matter distribution around
the center of the nucleus.
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Figure 4.17: Variation of
the x2 (top) and the a
parameter (bottom) versus
the R parameter in fits us-
ing the SF parametrization
and the experimental data
limited to the low t range.

Figure 4.18:  Calculated
differential cross sections
versus the four-momentum
transfer squared —t from
the GH parametrization of
8He. The results use the
data sets at low t, high t
and the combined data set.
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Figure 4.19: Total nuclear matter den-
sity distributions of ®He deduced with
the GH fit parameters shown in table
4.10. Solid lines corresponding to re-
sults from fitting the low t data (A),
the high t data (B) and the combined
data (C) are shown together with the
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view of the matter distribution around
the center of the nucleus.



4.5.2 Results for parametrizations which allow for a separate description of core

and halo nucleons

The parameter values for the GG parametrization are shown in table 4.11. The relevant quantities shown are
the matter radius R,, & o,,, the core R. + o, and halo R;, + o, radii as the two free descriptive parameters
(Sec. 4.2.2.4 p.56) and the correlation parameter o ;. If one includes the new data, a less pronounced halo
structure is obtained according to the estimation of the ratio R./Ry. The fit qualities are rather good from
the x?2 values and from the calculated cross sections shown in figure 4.20. The fits with the present and the
combined data give the same description, in particular the calculated first minimum is compatible with the
experimental result. They underestimate the data at |t| > 0.15(GeV/c)? 7. The density distribution plots
are shown in figure 4.21 where now in addition, one displays the a-core density distributions. The gain in
precision when extending the fitting data to the high ¢ region is less pronounced as compared for He.

| Data | R..(fm) | R.(fm) | Ry (fm) | Oc,h | A, [AL, Ag| | % |
Lowt | 2.47 (4) | 1.66 (7) | 3.08 (9) | -0.875 0.97 (1) 1.03
Present | 2.43 (3) | 1.93 (1) | 2.85 (6) | -0.503 0.98 (2) 0.04
Combined | 2.40 (2) | 1.93 (2) | 2.79 (4) | -0.613 | 0.99 (1), 1.00 (2) | 1.10

Table 4.11: 8 He fit values for the GG parametrization. The results are shown separately
for the low t and the present data in the two first rows and for the combined data set
in the last row. The normalization factor A and its error is displayed for the two first
cases while the two factors Ay g are shown for the last one (combined data set).
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Figure 4.20: Calculated
differential cross sections
versus the four-momentum
transfer squared —t from
the GG parametrization of
8He. The results use the
data sets at low ¢, high ¢
and the combined data set.

7Actually this region, due to relatively high errors, has a little influence on the final results and as a proof, the same result
was obtained after having skipped the data points in question.
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Figure 4.21: Total (black) and core
(red) nuclear matter density distribu-
tions of SHe deduced with the GG fit
parameters shown in table 4.11. Solid
lines corresponding to results from fit-
ting the low t data (A), the high t data
(B) and the combined data (C) are
shown together with the error corri-
dor in light gray (total) and light pink
(core). Inserts give, in a linear scale,
a more detailed view of the matter dis-
tribution around the center of the nu-
cleus. The total density distribution
is normalized to the total number of
nucleons while the core density is nor-
malized to the number of core nucle-
ons.



The parameter values for the GO parametrization are shown in table 4.12. The relevant quantities shown
are the same as in the GG parametrization. The corresponding calculated cross sections are shown in figure
4.22 where one notices that a very pronounced halo structure is obtained when only the data at low ¢ are
considered: this observation is confirmed by the matter density distributions plotted in figure 4.23 and by
observing the variation of the ratio R./Rj from table 4.12.

| Data | Rm(fm) | Rc(fm) | Rh(fm) | Oc,h | A, [AL,AH] | X% |
Low ¢ 2.43 (3) | 1.40 (7) | 3.15 (7) | -0.841 0.97 (1) 1.04
Present | 2.35 (2) | 1.74 (1) | 2.83 (4) | -0.170 0.98 (2) 0.98
Combined | 2.35 (1) | 1.73 (1) | 2-.83(2) | -0.302 | 1.00 (1), 0.99 (2) | 1.16

Table 4.12: 8He fit values for a GO parametrization. The results are shown separately
for the low (S105) and high (S174) t range and for the combined data sets in the last
row. The normalization factor A and its error are displayed for the two first cases (one
experimental data set) while the two factors A, are shown for the last one (combined
data set).
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Figure 4.22:  Calculated
differential cross sections
versus the four-momentum
transfer squared —t from
the GO parametrization of
8He. The results use the
data sets at low t, high t
and the combined data set.
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4.5.3 Results discussion

As for ®He, the table 4.13 summarizes the different results concerning the relevant radii, the normalization
parameter(s) and the reduced chi-square. Compared to the *He case, the fit quality is worse. This fact
is not fully understood now and can be attributed to the errors in the obtained data. The latter are still
preliminary since large systematical errors arise from the background subtraction. This is a probable reason
which will be investigated in the future.

The same remarks as for ®He can be drawn here concerning the good absolute normalization of the
experimental cross section. Yet one must recall that the fits made in the low ¢ region are unable to describe
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Figure 4.23: Total (black) and core
(red) nuclear matter density distribu-
tions of SHe deduced with the GO fit
parameters shown in table 4.12. Solid
lines corresponding to results from fit-
ting the low t data (A), the high t data
(B) and the combined data (C) are
shown together with the error corri-
dor in light gray (total) and light pink
(core). Inserts give, in a linear scale,
a more detailed view of the matter dis-
tribution around the center of the nu-
cleus. The total density distribution
is normalized to the total number of
nucleons while the core density is nor-
malized to the number of core nucle-
ons.



the new data while this was not the case for ® He. In addition, both fits performed with the data at high ¢ and
with the combined data underestimate systematically the measured elastic cross section for ¢ > 0.15(GeV/c)?.
This deviation may be related to the correlation between nucleons which is, at present, taken into account
in the Glauber calculation only in an approximate way. Their effects and especially the center-of-mass
correlations (App. D p.113) are expected to be important in this region therefore, this can be a source of
large systematical. An exact treatment of these correlations in the Glauber calculation will be included in

the near future.

Table 4.13: Summary of the total, core

Model | R, (f R, (f Ry, (f A A

. (fn) (o) w (fm) AL H Xr and halo radii (R,,, R., Rp) values
WS 2.44 (2) 0.98 (1) | 1.00 (2) | 1.09 after fitting the experimental (p,® He)
2.49 0.96 (1) 1.02 elastic differential cross section at 671

SF 2.44 (2) 0.98 (1) | 1.00 (2) | 1.09 MeV/u. For every model parametriza-
.2 46 0-97 (1) ’ 1'04 tion, the fit results from the combined

GH 2 4-2 @) 0-98 (1) [ 1.00 (2) 1'10 data set (first line of each row) and
2'48 (4) 0‘96 (1) ’ 1'01 from the low t data (second line) are

GG [ 240 (2) | 193 (2) | 279 () | 099 (1) | 100 (@) | L.10 | Lresened: The normalization param-
2.47 (4) | 1.66 (7) | 3.08 (9) | 0.97 (1) 1.03 67;6’"(3) an fze ppaced chi-sduare 47¢

GO | 235(1) | 173 (1) | 283 (3) | 1.00 (1) | 009 (2) | 116 | o0f ’"ep‘t"“?e o e gTToTs shoun ¢
2.43 (3) | 1.40 (7) | 3.15 (7) | 0.97 (1) 104 not contain the systematical uncer-

. . . . . tainty contribution coming from the

Glauber calculation.

A small increase of the precision on the radii is obtained when the present experimental data are included
in the fit analysis. The obtained R,, values do not include any systematical uncertainty and still are relatively
consistent. If one considers only the GG and the GO parametrizations, it is important to note that while the
newly obtained R}, values are consistent withing the fit errors, the new R, values are not. This fact, still not
perfectly understood, might be related to the relative bad quality of the obtained fits where one clearly sees
that the data are badly described. Another possible explanation can be drawn from the fact that the total
experimental uncertainties are higher in the region of high ¢ which is needed for a precise determination of
R., thus inducing inconsistencies between the two parametrizations. This last reason does not concern the
halo radius Rj;, which is sensitive to the cross section in the region of low transfered momentum.

From the comparison of the quantity R./Rj, one concludes that the relative contribution of halo matter
decreased. This observation can also be made when looking to the mean values deduced from all models as
shown in table 4.14.

Table 4.14: Summary table showing the He radii (to-

tal, core and halo) as determined from different model

[ Data | [ S105[14] | Combined | combinations. FEvery result R (AR) (o) shows respec-
= - 545 (1) (2 5 N (5 tively the mean radius, its uncertainty’ and the devi-
m(fm) (82) 2'4? (4) (1) 39 (2) (2) ation as defined in Eqs. 4.21 and 4.22 p.69. In the
[82] 45 (4) (1) third column, the results obtained from our analysis
Re(fm) 1.53 (7) (ig) 1.77(2) (17) (first line of each row) of the low t data are compared

[82] | 1.55 (7) (18) to the original ones appearing in [82] (second line).
Ry (fm) 3.12(8) (5) | 2.82(4) (3) (1) The collection GH+GG+GO was used for the low
[82] | 3.09 (8) (6) t data while the combination SF+GH+GG+GO was

used in Ref. [82] (low t) and for the combined data.
(?) AR does not contain the systematical uncertainty
contribution coming from the Glauber calculation.
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The main observation here concerns the total size obtained after combining the two data sets which, being
still consistent with the value published in Ref. [82], decreases slightly. For the final determination of the
matter radius, the SF parametrization is taken into account. In conclusion, from the results obtained with
the presented model parametrizations in Tab. 4.13, the deduced ®He radii, including systematical errors
due to the uncertainties of the Glauber model input parameters, are R,,=2.39(5) fm, R,=1.77(18) fm and
R;,=2.82(7) fm.

The nuclear matter density distributions are plotted in Fig. 4.24 together with the error corridor deter-
mined as the total contribution from all uncertainties. In the case where combined data are used for fitting,
all parametrizations give a similar description of the nuclear matter in the region » < 4 fm except of the GO
distribution which is systematically lower. The final uncertainty is, as expected, reduced for the case where
combined data are used; a factor 3 is gained in the vicinity of the nucleus center.

Figure 4.24: Total
— —— nuclear matter density
F B TN distributions of S8He
B 1 deduced from the model
: 1 parametrizations WS,
_ H SF, GH, GG and GO.
‘\f Results are shown from
] fits with the low t data
=115 (left part) and the
1 combined data (right
] part). The error cor-
1 ridor (shaded area) is
| the envelope including
the wuncertainties from
1 all parametrizations
1 without systematical
uncertainties in  the
parameters of the pN
1 amplitudes used in the
1 Glauber calculation.
Ly PP S Inserts give, in a linear
2 4 6 scale, a more detailed
rIml yiew of the density
distribution around the

center of the nucleus.
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It was already concluded [82] that the apparent size of the ® He core is larger as compared to the free * He
(1.49 fm), due to the center of mass motion effect despite the fact that the obtained value R. = 1.55(15)
fm still bears some uncertainty. With the new value R. = 1.77(18) fm and despite the large error, this
observation can be definitely confirmed in the case of ®He. This effect is clearly visible if one looks to the
mean distribution of the core matter density (Fig. 4.25) in the two cases: low ¢ and combined data.

By combining the results obtained from the two nuclei, one can see the effect of stronger correlations
from the four valence neutrons of 8He against two only for He by comparing their effective core radii
R, (*He) < R.(%He) < R.(°He). Tt affects the core motion by reducing its amplitude and as a result, the
core size is smaller in ®He.
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Figure 4.25: The av-
erage total (black) and
core (blue) matter den-
sity distributions of SHe
as results from fits with
the low t data (bot-
tom figure) and the
combined data (top fig-
ure). The error corri-
dor (shaded area) is the
envelope including the
uncertainties from all
the cited parametriza-
tions and 1is identical
to the one shown in
Fig. 4.24 for the case of
the total nuclear matter.
These distributions are
compared to the case of
free *He shown in red.



4.6 Test of theoretical model calculations by the present data

The present data permit, in addition, to examine the matter density distributions predicted by available
microscopic theoretical calculations. These density distributions are used as an input for Glauber calculations.
The obtained “theoretical” differential elastic cross sections are compared to the experimental data thus
providing a test of the model predictions and of the NN (nucleon-nucleon) force types used in those models.
The results from three models are presented in the following sections.

Before doing that, it would be interesting to compare the obtained cross sections with the extreme cases
of a hard core described in the COSMA model [59] and a completely dissolved core. This is shown in figure
4.26. The (p,% He) data lie in between which means that a precise theoretical description of the  He nucleus
should lead to an intermediate structure. The (p,® He) is less straightforward and any discussion should be
preceded by an additional detailed study.

p(‘He,'He) at 717 MeViu |

- Low t data
o Present data

g
2101 1
&
210' 1
5
510" r
1075 1
107 4
1075 r
1 - Figure 4.26: Comparison of the experimen-
0.05 0.10 0.15 0.20 0.25 ; tal differential cross sections of the elastic
, , , , -t (GeVic) (p,S He) (top) and (p,® He) (bottom) scat-
(*He "He) at 671 MeV/u b tering to the calculated ones using the two
°510° oo i . extreme descriptions seen in the introduc-
> D T z tion (COSMA and DISS)
8,

do/dt mb/

T
005 010 015 020 0.25 |
-+t (GeVic)

4.6.1 Few-body calculations

The %He nucleus is treated as a three-body (a+n+n) system [19], the main approximation being to neglect
explicit consideration of the internal degrees of freedom of the four-nucleon core. These are treated approx-
imately in the model through the use of phenomenological N-core effective interactions. The total wave
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function is then the sum of the three Faddeev components & = &5 + & + ®.5 where each component is
labeled by the interacting particle pair, ¢ being the core and 1, 2 being the valence neutrons. A representative
selection of the Faddeev ground state wave function models and the corresponding density distributions were
calculated [84] following the methods described in [19]. According to different calculations of the correspond-
ing (p,® He) cross sections at low ¢ [82, 84] it was concluded that the FC model is the best description for
the % He nucleus.

The calculated cross sections were all extended to high transfered momentum in order to be compared
with the present data as shown in figure 4.27. As seen, the agreement is fairly well while the first minimum is
well reproduced despite the relative discrepancy in the corresponding radii. One should notice that in order
to reproduce the experimental data on reaction cross section, the authors of Ref. [84] needed an increased
halo radius for He, suggesting 2.71 + 0.04 fm while they proposed 2.50 fm [83] in order to describe the
data on proton elastic scattering at low .
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™ . Figure 4.27: p(°HeS He)
E' L calculated differential cross
1191 'l E sections at 717 MeV/u us-
ﬂﬂﬂ] t  ing the Glauber method
with, as an input, matter
e PR density distributions cal-
010 015 020 culated with the few-body
' ' ' ' model assuming different
— FA-R <3871m ' nuclear forces. The force
Y types and the corresponding
radit shown here are com-
3 mented in table II of Ref.
= [84]. The data at low t
E (open squares) and at high
t (black squares) are dis-
- played for comparison.
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4.6.2 Boson dynamic correlation model

The ground state density distribution of ® He is determined within the boson dynamic correlation model
(BDCM) which describes the ground states of light nuclei in terms of microscopic correlated clusters [85, 86].
The valence neutrons interact via the neutron-neutron interaction without exciting the closed-shell reference
nucleus which remains in its ground state. The interaction between the valence and the core particle is taken
into account through the possible excited states of the core. The main driving idea is that the deformation
of the nuclear core might reshape at high momenta the tail of the nuclear matter distribution.

The calculated cross sections are compared to the experimental ones in the left part of Fig. 4.28. The
corresponding calculated matter distributions used here are shown in the right part of Fig. 4.28. They have
typical oscillations due to the basic assumptions used in this model. Three assumptions were used leading to
an increasing total matter radius [86]:

1. only the term L=0 in the interaction of the system (valence neutrons, excited core) yielding R,, = 2.36
fm (solid curve)

2. all the permitted components L=0,1,2,3,4 are considered giving R,,, = 2.41 fm (dashed curve)

3. the core excitation was altered in order to allow for larger spin-orbit terms to be included. The result
is a much increased matter radius R,, = 2.60 fm (dash-dotted curve)

While these densities reproduce well the data at low momentum transfer, for the whole scattering range, the
best agreement is obtained for the last case showing the importance of including such core excitations and
summing over a large number of interacting terms. In particular, the first diffraction minimum is reproduced
only when including larger spin-orbit terms. The assumptions 1 and 2 yield the same differential cross section
in the considered range.

— L=0
3 -=---1=01234
————— Larger spin-orbit

Gy b | | Figure 4.28: p(°He,’ He)

- L colculated differential cross
3 sections at 717 MeV/u us-
ing the Glauber method in
the whole data range (left)
using the matter densities
(right) calculated with the
BDCM model under differ-
3 ent assumptions (see text).
: The complex structure of
these densities is compared
104 : to a GG density distribu-
SO - NN tion. The data at low t
s LR (open squares) and at high
- Larger spin-orbit R, =260 fm AT t (black squares) are dis-
B R e S e plaged for comparison.
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4.6.3 Refined resonating group method

The matter density distributions are calculated in the frame of the RRGM theory [87] using an effective
nucleon-nucleon force introduced by Csoto (CS). The Csoto and Csoto2 correspond respectively to a one and
a double gaussian parametrization of the a-core. Another NN force type from Stoewe and Zahn [88, 89, 90, 91]
was also used with several variants abbreviated as follows:
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e SZ and SZ2: omits the central force terms in the odd parity singlet and triplet states of the NN two-body
force. The a-core wave function is parametrized with a single and double gaussian respectively.

e SZV2 and SZV22: includes all terms. The a-core wave function is parametrized with a single and
double gaussian respectively. The repulsive force of these terms increases the phase space which leads
to a somewhat larger matter radius.

The calculated cross sections compared to the measured ones are shown in Figs. 4.29 and 4.30 for *He
and ®He respectively. They deviate much more as compared to the two previous models. They succeed to
describe the data at very small ¢ and to a minor degree, at the first diffraction minimum.
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Figure 4.29: Comparison
of the experimental data
with the calculated differ-
ential cross sections for
p(°He,b He) at 717 MeV/u
using microscopic matter
density distributions from
the RRGM with wvarious
NN forces (see text for de-
tails)

Figure 4.30: Comparison
of the experimental data
with the calculated differ-
ential cross sections for
p(®He,® He) at 671 MeV/u
using microscopic matter
density distributions from
the RRGM with various
NN forces (see text for de-
tails)
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Chapter 5

CONCLUSION AND PERSPECTIVES

Many previous experimental results proved that the %% He nuclei show a clear signature of neutron halos. In
particular the study of nuclear matter density distributions using intermediate energy proton elastic scattering
at low transfered momentum 0.002 < [¢| < 0.05(GeV/c)? [82, 14] was sensitive to the outer structure of these
nuclei. In the work presented here, a deeper study of the inner part of these two nuclei was conducted in
order to get a better perception on their structure. For this purpose, measurements were extended to the
higher transfered momentum region 0.05 < |t| < 0.22(GeV/c)?, typically to the first diffraction minimum by
using exactly the same kinematical conditions. For the first time, a liquid-hydrogen target was successfully
used in a reaction experiment with radioactive beams allowing measurements with a low background level.
The new differential elastic cross sections obtained in this work agree well with the ones measured in the low
t domain as seen from the region where both data overlap.

Cross sections were calculated within the assumption of Glauber multiple scattering theory and fitted
to the data in order to get the best possible description. Different parametrizations to model the nuclear
matter density distributions were used. The available experimental data at low and high ¢ were analysed
separately and together, in order to determine the influence of the measurement domain on the final density
distribution. The individual matter rms radii determined with the present data are, in general, consistent
with the ones determined from the data at low transfered momentum. For a given data set, the different
parametrizations are compatible within errors if systematical uncertainties from the Glauber calculation are
included, which proves that the procedure used here is practically model independent. Therefore, the final
radii were taken as the weighted arithmetic mean of the individual values obtained from each model:

Nucleus | R,,(fm)  R.(fm) Ry (fm)
SHe | 236(6) 1.97(9) 297 @)
SHe | 2.30 (5) L.77 (18) 2.82 (7)

The size ofS He undergoes an increase of 0.06 fm while for 8 He it decreases by the same quantity as
compared to the results from the low ¢ data analysis in [82] which yielded respectively 2.30(7) fm and 2.45(7)
fm for the nuclear matter radii. These two last values are still consistent with the ones determined in the
present work. The small error bars can be related indirectly to the better knowledge of the overall matter
density distributions after having performed a combined analyzes of the data at low and high ¢t. These values
have to be considered with the contribution of the so-called “nuclear tail” discussed in Ref. [83, 82] since
intermediate energy protons are not sensitive to the nuclear medium in this region.

The present data enable one to get a new set of density distributions with a high precision level which
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might certainly be used as input for other experimental and theoretical studies (inelastic scattering, transition
amplitudes, etc ...). As this was the main goal of the present work, the core radii were re-evaluated to
R.(°He) =1.97(9) fm and R.(®*He) = 1.77(18) fm which can be compared to the previous values from [82]:
R.(°He) = 1.88(12) fm and R.(®*He) = 1.55(15) fm. This use of these data will certainly make the present
theoretical models of halo structure more stringently tested.

The effective core size R. of both nuclei is bigger than the free *He size which is R,, = 1.49 fm: this
feature was already reported (Ref. [82]) in the case of S He and is confirmed by the new measurement. In the
case of ®He, this observation is possible only if the present data are taken into account. It is interpreted as
the result of the relative motion of an « particle with an intrinsic size close to 1.49 fm around the core-halo
center-of-mass (CM). The effect of the relative motion on the core size by increasing the number of the valence
neutrons already predicted [92], can also be compared between ® He and ® He nuclei: adding more valence
neutrons to the « core prevent it to extend more spatially which can be seen in the newly determined values
Rc,sHe < RC,GHe-

In addition, the data were compared to some theoretical microscopic approaches available in the exist-
ing literature since it is well known that the elastic scattering angular distribution is an excellent tool to
validate calculated quantities such as the matter distribution and the total nuclear radius. The few-body
calculations [84, 19] show a relatively good agreement. In general, all the calculations succeed to describe
the first diffraction minimum within the experimental errors but show more or less a systematic deviation
((do/dt)caic > (do/dt)ezp) in the region before the first minimum. By examining the different model expec-
tations on the location of the first minimum, it appears also of interest to extend those measurements to the
region of the second diffraction maximum.

The experiment described here was also propeled by the idea to analyze the inelastic and break-up channels
by measuring in coincidence the charged fragment and the recoil nucleus. In experiments using high energetic
radioactive beams, this measurement was original and there is hope, once the full data analysis is completed,
to get further information on the structure of 68 He nuclei.

A test measurement using the nearby stable isotope * He was originally planned but unfortunately, due to
limited beam time, was not conducted in good conditions. Such data would provide an additional check of the
present experimental procedure and data analysis method. * He is an important testing case for the validity
of the present Glauber calculations in the region ¢t > 0.2 (GeV/c)?. The basic assumptions of the model
(Appendix D p.113) are valid only for ¢ ~ 0 and therefore, one must include several correlation effects which
are expected to be non negligible in the region of the present measurement. For this reason, a measurement
and an analysis of proton elastic scattering at ~ 700 MeV/u on *He in the same domain is urgently needed.
In addition to that, several other halo candidates are foreseen to be included in a future study, in particular
the Li isotopes for which the data at low ¢ are available and can be confronted to an extended measurement
as was shown here. In such measurement, one must in particular separate the different channels where Li
reaches its particle-excited states which is certainly a delicate task at intermediate energies.
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Appendix A

Coordinate determination

The complete formalism concerning the determination of the chamber local coordinates can be found in
references [93, 94]. A first step consists of searching the strip with the maximum charge @2 . The immediate
neighboring strips are analyzed, then the next ones. The corresponding charges are then Qg , @1 , @3 , and
Q4 as shown schematically in Fig. A.1. The corresponding coordinates of strip centers are then Xg , X7 , Xo
, X3, and X4 (respectively Yy , Y1 , Y2, Y3, and Y}) in the case of an X plane (resp. a Y plane). This set of
five charges or less defines one cluster. Experience shows that adding more charges from the other neighbors
neither changes the position value nor increases the precision. Particularly, one observed during the test runs
that in the case of clusters with an odd number of fired strips, there was no difference if 3 or 5 strips were
used in the calculation algorithm.

For the same event, the same process searches then for other possible clusters. In the case of * He run,
one observed 80 % of single cluster events, as compared to 19 % of double cluster events. Events with 3, 4
and 5 clusters amounted for less than 1 %. No higher number of clusters per event was observed. All the
clusters which appeared in all the chambers, were analyzed. The “ghost” clusters were identified later during
the vertex search and rejected from the analysis (Sec. 3.2.2 p.41).

In the second step, every cluster is analyzed to get its position coordinate. The total charge @) is computed
and then the maximum charge is compared to the other ones. In the most cases, odd clusters were fixed with
3 strips. In the other cases, even clusters were identified with 4 strips. During this stage in particular, one
insured that starting from the strip with the maximum charge, the other charges decrease on both sides as
typically shown in Fig. A.1.

As an example (Fig. A.2), less than 1 % of the clusters show a typical two-peak structure: these were
interpreted as events where the particle was most probably accompanied by ¢ electrons produced before the
interaction in the chamber. These events were removed from the final analysis.

Still at this stage, a special correction was added to those clusters where the strip with maximum charge
was overloaded. This was the case for 5-10 % of the clusters and was mainly due to the low resolution of the
flash ADCs used with the strips. For this purpose and using the remaining “good” clusters, one made the
correlation of the maximum charge Q2 to the quantity (Q1 + Q3)/Q2 which is simply the ratio of the charges
from the two immediate neighbors to the maximum. The correlation plot between (Q1+@3) and Q5 is shown
in figure A.3. These calibration coefficients were used to interpolate the real charge of the overloaded strips
with maximum charge Q9.

The final position was determined using the differential method [95]. For the x plane and for a 3 strips
cluster it is given by:

X = Xo+ X014+ 01927 ngg@ ), (A1)
where
©_2_ Q-G
* 2°2Q2 - Q1 - Q3 (4-2)
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Figure A.1: Schematic structure of a cluster

of cathode strip charges after the search process

where one has Qo < Q1 < Q2 and Q4 < Q3 < Q2

Q1

Q2 3

Q4
Q0

X0 X1 X2 X3 X4

Figure A.2: Typical cluster where the particle is ac-
companied by § electrons
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Figure A.3: Correlation plot of (Q1 +
Q3) to Q2 showing the regular rela-
tionship between these two quantities
when there is no overload. If Q2 ex-
ceeds the maximum charge allowed in
the flash ADC while Q1 and Qs are
below, this property is used to find the
right charge value.



Here Q = Q1 + Q2 + Q3 , a is the cathode strip pitch! and X is the coordinate of the strip center with
maximum charge. In a differential method with 4 strips one has:

X = Xo+ XO.(1 + 01927 Q%g% @), (A.3)

where

x© _ 0 @+ Qi—Q1 -G

2 Qa+Q3—Q1—Qu

Here Q = @1 + Q2 + Q3 + Q4 and X is the coordinate between the strip with maximum charge and

the immediate neighbor with the highest charge. The same formulae are used for the Y coordinate. C is

a parameter depending on the geometry of the plane considered. Its value is adjusted by approaching the

coordinate value obtained from the previous equations to the one obtained from a fit (induced method in

Refs. [93, 94]). Several typical clusters were used to check the final value?. This method enables one to get
the position with a precision of 150 pm.

(A4)

lq = NDy, where N is the number of cathode wires per strip and Dyy is the distance between two wires (Fig. 2.8 p.25)

2Computations were also made for a partial set of the data using the induced charge method ([94],[95]) which is based on a
more complete formalism but consumes much more computing time. One noticed a negligeable difference in the final position
values and no valuable increase in the precision.
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Appendix B

Error determination on 6¢g and ¢

The scattering angle 65 = 0 is given by:

0= /02 +062 (B.1)

where the plane angles are determined from:

91 = oz,out - ex,in (B2)

0y =0y.out — by,in (B.3)

where the subscripts in and out refer to the incident and scattered tracks respectively. These input and
output angles are related to the different coordinates x; and y; where i=1,2,3,4 refer to the chamber number
as:

0z,in = arctan ( T2 74 ) (B.4)
— Zlx

0z our = arctan ( T4 03 ) (B.5)
— 23z

0,.in = arctan ( Y27 ) (B.6)

0y out = arctan (M> (B.7)
R4y — 23y

For a chamber i, z;; and z;, refer to the z position of the X and Y coordinates planes respectively. We
had 2o, — 21, = 196.9cm , 24y — 23, = 209.7cm , 29y — 21y = 196.9cm and 24y — 23y = 228.8cm. According
to the error propagation formula on the variable 6§ = f(6,,0,) [73] :

(A0)? = (%f) (80, + ((;%f) (86, (B.5)

where we have neglected the covariance term. The corresponding random variables have a gaussian
probability density distribution and the quantities Af, Af, and Af, refer to the full width at half maximum
(FWHM) of those distributions. The '"FWHM error’ Ai can then be related to the variance or rms error’ o;
(i=40, 0., 6,) by Ai = 2.360;.

From Eq. B.1 one has :
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of 1,5 o —1/2 0,
89x—2(9x+6‘y) 20, = 7
and similarly :
Of _ by
09, 0

Then the expression of Af becomes :

1/2
(02002 + 62767)

Al =
0

From Eqgs. B.2 and B.3 one has :

Aoz - {(Aax,out)2 + (Aoz,in)2}1/2

Aby = {(Aey,out)2 + (Aey,in)2}1/2
From Eq. B.4 and taking tan ~ 6 for § < 1 one has :

(Aoz,in>2 <A(I2 —171))2 (A(sz _le))2
e - = + . e
O0z.in To — 21 Zog — 21z
(Axs)? + (Axy)? n (Az0.)? + (Az1,)?

(X — 1) (220 — 212)?

Taking now :

Az; = Az ~ 0.15mm
Ay, = Ay ~ 0.15mm

Azip = Az = Az >~ 5mm

for i=1,2,3,4 one has then :

M = V20, (Ba)’ <Az)2>)1/2

(IQ - I1)2 (221 — Zlx 2

2 2 1/2
Aoz,out = \/Eex,out ( (A‘r) + (AZ) )2>

(1’4 - 1’3)2 (24m — 23z

Aby,in = ﬂeum( (Ay)” i (Az)? | )1/2

(Y2 —y1)? (229 — 214)?

/2
_ (Ay)? (82> '
Aby.out = \/§9y,out ((y4 —y3)? * (2ay — 23y)?

(B.9)

(B.10)

(B.11)

(B.12)
(B.13)

(B.14)

(B.15)

(B.16)

(B.17)

(B.18)

The absolute and relative errors are displayed in figure B.1 function of the scattering angle and the

transfered momentum squared -t.

The error on the variable ¢ was determined by linear interpolation for some 6 typical values. A typical value
at 6 ~ 1.17° with the worst precision Af/6 ~ 0.87% gives —t ~ 0.0407+0.0007(GeV/c)?i. e. |At/t] ~ 1.87%.
The cross section being determined by statistical evaluation in a serie of [t1, t] intervals for the central value
te = (t1 +t2)/2, the maximum absolute error on the latter was estimated to be 0.001(GeV/c)? and taken for

all the experimental points.
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Figure B.1:  Absolute and rela-
tive experimental scattering angle er-

rors versus the momentum transfered
squared—t.
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Appendix C

Data acquisition

C.1 Electronics scheme

The signals from the counters (Fig. C.1) are processed to get the energy amplitude and time-of-flight
information. The start for all TDC modules is produced from a coincidence between S1 and the STR (start)
which is issued by the control unit CU (Sec. C.2 p.106). The logic signals are used to form the first level
trigger which stands for a “beam event”.

1
E} ‘SOUns‘ L

@ |onsf L5 Gate STR
s3 QADC |
300 ns
VL

300 ns

Figure C.1: Electronic
scheme showing the dif-
ferent lines from S1, S2,
S8 and the wveto (right
VR and left VL) connected
to a charge amplitude-to-

s1 digital converter (QADC).

o AND The same lines are sent

Tl to a constant fraction dis-

483‘% AND criminator (CFD) unit and

CFD L Veto B then to a time-to-digital
1w OR[TT Veto converter (TDC) unit (not
shown). The first level trig-

o1 ger signal T1 was used by

L AND OR

Gate generator  Logic AND Logic OR STR (CU)

=

Anti-coincidence Delay unit

150ns the control unit (CU) for
AND = .
Start TDCs further processing.

]

The energy signals from the anode planes of the chambers P5 and P6 (Fig. C.2) are used to record the
charge amplitude and to produce logic signals through a leading edge discriminator (LED). The logic lines
from the LED are used to produce the second level trigger T2 which signals the recoil particle passage. The
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“window anode” (WA) is a gate produced systematically from the STR (start CU). As an example, the signal
P5X is produced from a coincidence of the anode signal AX5 and the gate WA. The coincidence of the four
planes determines the passage of a recoil particle.

WA

wa P5X
AND
WA . P5Y
AND
4’—> Lol P=T2
— AND [—
—»| LED Raan— =
- AND
P6X
WA
—_—
AND
P6Y
AX5 Figure C.2: The MW-
PCs P5 and P6 electronic
Ll avs Lo scheme - Second level trig-
\—>QADC Gate — STR ger
-
— AX6
— AY6 —
LED
I L AND OR
Gate generator Logic AND Logic OR Leading Edge Discriminator

The rates of the most useful logic signals were recorded by a set of CAMAC scalers which are simply
counting modules reset after each event cycle (Tab. C.1). The first set is called "real-time" and corresponds
to the real incident rate reduced of course by the intrinsic dead time of either the corresponding detector or
the electronic channel. The other set is called "live-time" and corresponds to what can be really treated by
the DAQ system. Most of these signals were presented in this section while the other will be introduced in
the section C.2.

These statistics were very helpful in order to optimize the DAQ system efficiency, i. e. to have a high
recorded events rate for a given incident flux. In other words, the parameters (incident beam rate, gate
widths, ...) are set in order to have the lowest DAQ dead time.

C.2 Electronics processing

In addition to the so called “real event” which is used to study the scattering, two other types of events were
used (Tab. C.2). The “test event” was used to gather online calibration information for the MWPCs and
pedestal information for all the QADCs while the “prescaled event” was registered to help to determine the
total number of incident beam particles used in the cross section calculation. Every event type was identified
by a specific pattern register. For every event type, the data cycle is explained in the next sections.

C.2.1 Real event cycle

The data processing logic for a real event is managed through a dedicated control unit (CU) shown schemat-
ically in figure C.3. The different inputs (resp. outputs) shown in red (resp. black) on the left (resp. right)
side.

After having received a T1 signal it produces a "busy’ window W1 of about 2.5us (Fig. C.4). Before that,
the CU was inhibited (INH) during 3.6us , long enough to prevent any likely pile up event.
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Name Function | RT | LT |
Timer Clock generator . .
S1 S1 counter ° °
S2 S2 counter . .
S3 S3 counter ° °
B1 S1 A S2 ° °
B S1 A S2 A S3 . .
VL Left veto counter . .
VR Right veto counter o o Table C.1: List of real-time (RT)
Veto VL A VR o o and/or live-time (LT) scalers. The
T1=Beam B A anti veto ) ° symbol N\ is used for a logic AND
Beam1 B1 A anti Veto . . meaning a time coincidence of the cor-
P5X P5 X plane ° responding logic signals. In particular,
P5Y P5 Y plane ° T1 and T2 show respectively the rate
P6X P6 X plane ° of beam and scattering events.
PeY P6 Y plane °
T2=P P5X A P5Y A P6X A P6Y .
T1PS T1 AP °
Test TEST event °
LAM Look At Me °
STR Start .
EKR Event Killed by Rationer °

Event type | Contribution in % |

Real Event 97.38
Test Event 0.12
Prescaled Event 2.50

Table C.2: Contribution, in %, of dif-
ferent event types relative to the total
event number.
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INPUT OUTPUT

SPL —
RQ —\—m INH scalers WPS

WPS
CuU
w2 STR
INH O
9
STRQ
R WA
O .
wis O SR Figure C.3: General
B TEST scheme of the con-
w2 AND O cRrQ = R trol unit (CU) show-
ing the different input
CLR ;
or ’H‘ =L lo LAM O s l(m.redl) anld generated
i - ogic signals
LAM | pattern
LAMTS O Register
o OR LAMTS
P O
H CNlO EKR
PS
RQ O RQ (request readout)
AND FAN LD
LEcenps

LogicOR LogicAND FANmodule PulseGenerator  Rationer Level Discriminator ~ Gate generator

108



T1 T1
T2
W1 wi
W2
STR
LAM
RQ
DT
End DT
CLR
Fast CLR
INH
CLR
Fast CLR
EKR

INH

I
B |
L
T
L

i —
]

REAL EVENT CYCLE
PILE UP

109

Figure C4: A real
event chronogram to-
gether with o pile up
event



A ’working’ window W2 of about 1.8us is produced; the system is then expecting to receive a possible
second level trigger T2 pulse. The W2 window appears only if W1 was triggered by a valid candidate T1
event; a pile up event or a test event will not produce it. One start (STR) is then issued which serves to
initialize some modules and to produce some specific pulses; as an example the ARM signal needed for the
Fastbus QADCs (Sec. C.2.4) is produced from the STR pulse. A LAM (Look At Me) is generated which
will define the event pattern register, an RQ (Register of Question) window is opened and sent to the DAQ
main trigger module (TM). The CU is then busy for data readout and no other event can be accepted. The
main trigger module issues a dead time (DT) of about 3 ms for the data readout. After the readout of all the
channels has been achieved an "End DT’ pulse is produced by a gate generator and sent to the CLR input of
the CU. A CLR (20ns) and a ’fast CLR’ (125ns) are sent to initialize all the modules. The CU is inhibited
and then the system is ready for the next cycle. This event type is called 'real event’ in the next sections. If
no T2 appears during W2 time gate a CLR is immediately generated and from that point the cycle follows
the same steps as the previous case.

If after a first T1 is received another T1 (pile up event) comes within the time window W1, it produces
another similar window. The precedent T1 is refused and no second W2 window is generated. A fast CLR is
generated after the first W2 which clears the system for another cycle. One EKR (Event Killed by Rationer)
pulse is issued and counted for further use.

In conclusion, one can affirm that the DAQ system efficiency depends on the relative rates of the number
of start events Ngrr and events killed by rationer Ngxr. The monitor Ngrr — Ngxr being the number
of events truly recorded, the optimization procedure needs to fix a beam rate for which the ratio (Ngrr —
NEKR)/NSTR is maximal.

C.2.2 Test event cycle

These are special events for the MWPCs calibration purposes (Sec. 2.3.1.4 p.26) and also used to monitor
the pedestal peak position for about 500 QADC channels. A clock generator triggers the TEST input of the
CU at a frequency of 10/64 Hz and then the CU TS flip flop switches from state 1 to 0 (Fig. C.5). Tt will
switch back to state 1 when all the test cycle is achieved.

TEST

Tl

TS

w1

U

1

S
we | L]
WTS I—I
LAM |_|

TS

event cycle

l Figure C.5: Test

Readout cycle
CLR U_

Test Event Cycle

The CU waits for any current W2 gate to end than is enabled (Enable Test : ETS). This trigger disables
the production of a W2 window for any next real event which means that the system is disabled to receive
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any. If another T1 comes within ETS, W1 is still issued!. The CU test module waits then its end to generate
a WTS window of about 1us . A start STR signal is produced and a LAMryg is sent from the CU to the
pattern register module. The system follows then the same procedure as for a real event data cycle.

C.2.3 Prescaled event cycle (PS)

These were a partial set of the data generated only by the beam trigger, recorded every kps = 2'° real events.
The checking and the determination of several quantities by requiring a direct beam condition is obvious in
such an experiment. The logic follows the same procedure as the test event since one works with only one
trigger level with the window WPS and the LAMpg signal.

The total number of beam particles

First, the total number of prescaled events is determined by integrating the 4He energy peak from the
counter S2 (and S1 for comparison). In the case of He, due to the overlap with the ?Li component this
procedure induces errors and yields 34695 + 135 (0.39% relative uncertainty) and 7200 + 12 (0.17%) for the
full and empty target runs respectively. Despite the low statistics in the empty target run, the errors are
lower because the °Li is much rarer and thus less disturbing. These numbers are simply amplified by the
factor kpg in order to get the corresponding total number of particles.

C.2.4 Fastbus system

The time of flight (TOF) and amplitude data information from the two scintillator walls were digitized by
fastbus modules Lecroy 1875 TDCs and 1885F QDCs respectively. The readout of the data needed four basic
signals as shown in figure C.6. The Arm (60 ns width) signal enables the TDC modules. All the analog
(amplitude) pulses are expected within a Gate of about 990 ns. The digital (TOF) pulses which play the
role of start signals, are expected within a window of about 630 ns closed by a common Stop (100 ns width)
signal. After the data conversion and readout by the main DAQ processor (VME type), a Clear signal resets
the system.

Arm —I_

Gate

: Figure C.6: Timing
StOp ! 630ns diagram for the fast-

bus control signals
Clear | [

Fastbus control signals

W1 cannot be disabled by any signal. It is always produced when a T1 pulse is in the CU trigger (TR) input
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Appendix D

An overview of the Glauber-Sitenko
theory

The high particle interactions are of a diffraction nature (see e. g. Chap. 4 of reference [61]). In order for
the diffraction phenomenon to occur, the colliding particles relative motion wavelength must be shorter than
the interaction length. The interpretation of the collision depends primarily on the relative incident energy
and on the colliding particles.

In the case of the interaction of a nucleon with medium and heavy nuclei, the diffraction nature appears for
energies in the order of or higher than 10 MeV. For such energies, the nucleon free path in the nuclear matter
is much shorter than the nuclear dimension and the nucleus can be treated as an absorbing black body. The
diffraction nuclear phenomena are then described in the same manner as one does in optical diffraction. In a
higher energy regime, the free path in the nuclear matter becomes comparable with the nucleus dimension.
The latter is then regarded as an optically semi-transparent body. At sufficiently high nucleon energies
for which the incident nucleon wavelength is much shorter than the nucleon-nucleon interaction range, the
scattering by the nucleus must be considered as multiple diffraction scattering by individual nucleons.

The general theory of high-energy diffraction nuclear processes involving composite particles was developed
by Glauber [6, 77, 96, 97| and independently by Sitenko and its applications can be found in the review
papers [98, 99, 100, 101, 102]. The multiple scattering Glauber theory enables, at high energies, to link in an
unambiguous way the nuclear matter density distribution to the elastic differential cross section. Beside the
proton-nucleus elastic scattering [6], one can also describe the inelastic and breakup processes [6, 103, 104].
For the actual work, we will reduce ourselves to the description of the proton-nucleus elastic scattering where
the differential cross section is defined as :

=| Fa(a) I (D-1)

where | F,;(q) | denotes the p-nucleus elastic scattering amplitude and q being the transfered momentum
vector

q=9q; —qy (D.2)

between the initial and final projectile particle momenta vectors. In the case of an elastic scattering
| @i |=| ay |= ik (h = h/2m, h is the Planck constant and k is the projectile’s incident wave number in the
two particles CM system), the module ¢ can be expressed as :

q = 2ksin(0/2) (D.3)
where 6 is the CM scattering angle. The differential cross section can be expressed in terms of the second
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Mandelstam invariant!,2 —t = ¢ as:

do T do

= = D.4
dt k2 dQ (D-4)
The scattering amplitude is given by:
ik [ . a
F(q) = o /ezq'b {1 ]t —wn(b- si)]} pa(ri)d*rid’ry...d°r 4d*b (D.5)
7T
i=1
also known as the Glauber combination law for the profile functions.
b is the impact vector which lies in the plane perpendicular to the projectile’s direction
~vpn (b —s;) are the profile functions for the pairwise pN (proton-nucleon, N=p, n) interactions
s; i=1, 2, ..., A, are the transverse nucleons coordinates (projections of the nucleons vector positions r; on

the plane perpendicular to the projectile’s direction)

pa(r;) = pa(ri,ra,...,ra) is the nuclear many-body density

D.1 Nucleon-nucleon profile functions

The incident proton is a free particle thus its wave function (noted wf) can be associated to a plane wave
€'?" ag shown in figure D.1.

v Figure D.1: Scattering of a free particle with im-
pact parameter b on a given nucleon located at s
| | | | | | | | | ‘ from the incident trajectory. The incident plane
wave function (wf) is symbolized by parallel lines
whose thickness show the amplitude. The nucleon
profile function v(b — s) describes how this am-
| | | | Y(b-s) plitude is attenuated. Two schematic cases are
considered: first (left), the nucleon is a black box
Incident particle which absorbs completely the incident wf and sec-
””””””””””””””””””””””” > ond (right), the nucleon has a continuous matter
b[ distribution increasing from the periphery to the
o . center. In the latter case, the profile function is a
continwous function with a maximum at the cen-

ter of the nucleon.

T 1T s
S

The z-axis passes at the center-of-mass (CM) of the target nucleus 4 X and is parallel to the direction of
the incident proton. For a given target nucleon i, located at s;, the pN profile function v,x(b — s;) might
be understood as a measure of the continuous absorption of the projectile wf amplitude. By ’continuous’
absorption, one means that it varies continuously from the far periphery to the center of the target nucleon.
By contrast, one may imagine the extreme case of a ’black sphere’ target nucleon of a radius r,, where the
absorption is null for | b —s; |< r,, and uniform elsewhere; v, is then similar to a rectangular function.

The profile function v,n(b) can be related to the corresponding pN scattering amplitude f,n(q) by the
following equation:

v(b) = 5o [ @ (@) (D.6)

1Since we deal here only with elastic scattering, we will remove from now on the subscript ’el’
20ne uses generally the convention c=h=1
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where the integration is carried out in the plane perpendicular to the z-axis. According to the Glauber
idea, the interaction of high energy protons from nuclei can be described using the information on the free
nucleons scattering. In principle, the nucleon-nucleon (NN) scattering operator is a sum of few terms each
one taking into account a specific effect occuring during the interaction, e. g. spin dependence and charge
exchange processes [6]. Only the scalar parts of the pN scattering amplitudes were considered. At high
energy, they are parametrized as:
ik ; —q*BpN /2
fon(q) = EUPN(l —iepN)e PP (D.7)
opn is the total pp (pn) elastic cross section

— Relfpn(0)]

EpN = Tmnlfn(0)] 18 the ratio of real to imaginary part of the forward pp (pn) scattering amplitude

Bpn are known as the slope parameters

For the purpose to make simple calculations, the parameters oy, ¢, and 8,y were calculated from interpo-
lations of those values determined from a phase shift analysis (PSA) [105]. The interpolation used a sum of
two gaussians and a second degree polynom and was performed in the energy range [0.2 - 1] GeV [106]. For
q=0, the amplitude imaginary part is related to the total interaction cross section (optical limit theorem) as:

Im [y (0)] = 201 (D.5)

Note

If one assumes for simplicity, spin and isospin amplitude independence, than one derives the following ex-
pression for the pN profile function:

1 oo
30) = 5 [ Iola £ (@ada (09)
0
where the formfactor S(¢) can be related to the matter distribution p(r) as:
S(q) = 4r / poyp? ) (D.10)
0 qb
D.2 Profile function I
In equation D.5, one can identify the profile function I as:
A
T(b,ry,r2,...,ta) = 1= [ [1 = pn(b —s)] (D.11)
i=1
which is originally defined as:
(b,ry,ra,...,r4) = 1 — expX(PF1r2,0074) (D.12)

where the total eikonal phase x is the sum of phases due to scattering of individual nucleons:

A
x(b,r1,ra,...,T4) = in(b—si) (D.13)
i=1
One has then:
7i(b) =1 — exp™Xi(P) (D.14)
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The two-particle phase shift y;(b) for a scattering due to a potential U;(r;) is given by:

1 [t
xi(b) = —— Ui(b, 2)dz (D.15)
hw J_o
When the A-fold product in equation D.11 is expanded in powers of v, it gives a scattering serie of A
terms corresponding to single scattering, double scattering ... and so on, which were all taken into account.
This multiple scattering serie does not include rescattering terms i. e. the scattering on the same nucleon
more than once which contribution might be neglegted at high energy.

D.3 The Coulomb interaction

The Coulomb interaction is characterized by long-range forces, then its influence is important at higher
impact parameter values and correspondingly, to lower values of 6 and ¢. On the other hand, around 1
GeV /u, the real part of the pN strong interaction amplitude is negative which means repulsive forces; the
two interactions interfere constructively which results in filling the diffraction minima [6].

One assumes [107] that the pp phase shift is a sum of a purely strong and Coulomb phase shifts:

xp(b) = x{¥(b) + X7 (b) (D.16)

where the Coulomb phase shift xz(jc)(b) may be calculated using equation D.15 with the Coulom pp
potential. In our calculation we used, for simplicity, another equivalent approach which supposes that the
total nuclear phase shift is the phase shift produced by the strong interaction alone and the shift caused by
the interaction with the “averaged” nuclear Coulomb field. The exact analytical formulation may be found
in references [6, 106].

D.4 Density corrections

The nucleons are assumed free (large inter-nucleon distance approximation) and fixed (sudden or adiabatic
approximation) during the collision. This basic assumptions lead to inconsistencies between the calculated
and the experimental differential elastic cross sections for the high momentum transfer, in particular for light
systems like the *He nucleus [6]. The final cross sections might need corrections taking into account the
nucleon correlations due to pairing or some other clusterization effects and certainly for the center-of-mass
(CM) correlations.

Systematic uncertainties from the model input parameters

The total cross sections o,n and the real to imaginary ratios ,n are deduced from previous experimental
works and are then known with relative uncertainties of 2% and 5% respectively. The parameter 3 is fixed
by requiring R,,(*He) = 1.49 fm. The resulting cross sections and matter radii have then systematic
uncertainties that one must estimate. This study was already performed in the range —t < 0.05(GeV/c)?
[106] and shows that the uncertainties are expected to be less for —t > 0.05(GeV/c)?. In this study, the
variation of the cross section ‘fl—‘g was studied by varying the different parameters by 10% (see Fig. I1.C.3 p.
23 in Ref. [106]). It was found that varying o, x by 10% induces a variation of 7% on 2% and that this effect
is linear in the whole ¢ range: this means that a global change of 1.4% is expected in the differential cross

section when taking into account the experimental uncertainty of 2% in o,y .
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